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Chapter 1

Overview

1.1 Introduction

For the next decade, the Fermilab Tevatron Collider

remains the high energy frontier of particle physics.

The luminosity enhancement provided by the Main

Injector dramatically increases the discovery reach

and, in conjunction with the upgrade of the collider

detectors, moves the experimental program into a

regime of precision hadron collider physics. Preci-

sion capability at the energy frontier will allow si-

multaneous attack on the open questions of high en-

ergy physics from many complementary directions,

including:

� characterization of the properties of the top

quark

� a global precision electroweak program

� direct search for new phenomena

� tests of perturbative QCD at Next-to-Leading-

Order and large Q2

� constraint of the CKM matrix with high statis-

tics B decays

Each of these topics has the potential for revealing

new physics; taken together they o�er the most com-

prehensive discovery potential anywhere in particle

physics for at least another decade.

The high luminosity Tevatron of Run II requires

extensive changes to the experimental apparatus. We

have applied 10 years of experience with CDF and

Tevatron physics in the design of an upgraded CDF

detector with many powerful new features. This re-

port is a description of the design and expected per-

formance of this upgrade, which we call CDF II.

We devote the rest of Chapter 1 to some history, a

tabulation of our design goals, and a brief overview

of the upgrade detector and project plan.

In Chapter 2 we motivate the detector design with

a quick review of the physics program, extrapolating

from our understanding of Run I to the prospects for

Run II.

Chapters 3 through 7 describe the motivation and

implementation of the CDF II integrated tracking

system, and its expected performance for tracking

and b-tagging out to j�j = 2 and in the presence of

multiple interactions.

Chapter 8 describes the reuse of the central

calorimeter, and Chapter 9 describes the new scin-

tillating tile calorimeter in the plug region.

Chapter 10 describes the improvements to the cen-

tral muon systems and the addition of muon coverage

beyond j�j = 1:0.

Chapter 11 describes the new pipelined data acqui-

sition system with bandwidth increased by a factor

of ten over the old design.

Chapter 12 describes the new deadtimeless trigger

system, with tracking at Level-1 and impact param-

eter discrimination at Level-2.

Chapter 13 describes the o�-line computing chal-

lenge and Chapter 14 describes the needed facilities

support, including the continued use of the supercon-

ducting solenoid.

We are con�dent that this design and a data set

increased by a factor of 20 or more will put CDF II

and the Tevatron in the exciting position to discover

physics beyond the Standard Model.

1.2 History

The Collider Detector at Fermilab (CDF) is a gen-

eral purpose experiment for the study of p�p collisions

at
p
s = 1:8 TeV at the Fermilab Tevatron Collider.

First collisions were produced and detected in Octo-

ber of 1985, and the Tevatron and CDF performance

have evolved together to yield data sets of ever in-
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creasing sensitivity:

� � 25 nb�1 in 1987

� � 4.5 pb�1 in 1988-1989 (Run 0)

� � 19 pb�1 in 1992-1993 (Run Ia)

� � 90 pb�1 in 1994-1996 (Run Ib)

During the 1988 run the Tevatron met and surpassed

its design luminosity of 1 � 1030cm�2s�1. The 1994

accumulation utilized instantaneous Tevatron lumi-

nosities in excess of 2� 1031cm�2s�1.

The particle physics returns on this steadily evolv-

ing sensitivity include the discovery of the top quark

and an accurate measurement of its mass mt =

176:8� 6:5, precision measurement of mW = 80:41�
0:180 GeV/c2, measurement of the inclusive jet cross

section out to transverse energies of 400 GeV, pre-

cision measurement of many b hadron lifetimes, and

many of the most stringent limits on non-standard

processes. The complete CDF physics archive (see

Chapter 15), as of 1 September 1996, is a collection

of over 100 published papers ranging over the full

state of the art in hadron collider physics.

1.3 Design Parameters

We describe here the relevant conditions of the Teva-

tron Run II environment, and the physics driven de-

tector performance requirements which we demand

there.

1.3.1 Accelerator Con�guration

The stated goal of Tevatron Run II is the accumula-

tion of 2 fb�1 at
p
s = 2.0 TeV, using luminosities

up to 2 � 1032cm�2s�1. This modest increase in the

Tevatron energy has a major impact on physics, (for

instance increasing the t�t yield by 40%) but little im-

pact on the detector performance. Detector issues

are driven instead by the luminosity, the number of

bunches, and the time between crossings.

The crossing time de�nes an overall time constant

for signal integration, data acquisition and trigger-

ing. Two crossing times are discussed for Run II:

396 ns for 36 bunches and 132 ns for 108 bunches.

With either of these short times, detectors with long

collection times experience pile-up, and trigger and

readout latency requires pipelines. Much of the CDF

upgrade is necessitated by the new time structure.
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Figure 1.1: �N for various conditions at CDF. 36

bunches � 396 ns crossings, 108 bunches � 132 ns

crossings

The number of bunches and the luminosity to-

gether determine another key design input, �N , the

average number of overlapping interactions in a given

beam crossing. �N is displayed as a function of lumi-

nosity and crossing rate in Fig 1.1.

This detector design targets two sets of operating

conditions for Run II:

� L = 1� 1032cm�2s�1, 396 nsec bunch, �N � 3,

� L = 2� 1032cm�2s�1, 132 nsec bunch, �N � 2

�N is Poisson-distributed, and a prudent design

should be robust on the tails as well as the mean.

To �x our upper limit, we recognize the possibility of

the hypothetical, but not unreasonable situation

� L = 2� 1032cm�2s�1, 396 nsec bunch, �N � 6.

When occupancy or pile-up from multiple interac-

tions are important, we will use the conditions N =

0, 3, and 6 extra overlapping minimum bias events to

evaluate detector performance and margins.

1.3.2 Physics Performance Requirements

A comprehensive summary of the Tevatron Run II

physics objectives is presented in Chapter 2. The

complexity of the hadronic environment, coupled

with the richness and frequent subtlety of the physics

signatures, dictates a \general purpose" detection

strategy:
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� The detector should be able to trigger on and

measure as many individual elements of each

event as possible.

The ability to compare many independent mea-

surements, across di�erent samples, or even across

the same event, leads to a powerful analysis frame-

work where the data itself provides the ultimate pre-

cision in the calibration of the hardware and the con-

trol of systematic e�ects. With large data sets at the

Tevatron Collider this precision can be applied in a

surprising number of di�erent regimes. For example:

� Classic \precision" measurements, such as

�mW � 40 MeV/c2 and �mt � 3 GeV/c2.

� The baseline survey of the top sector, utilizing

secondary vertex based avor discrimination and

precision kinematic reconstruction.

� The search for quark compositeness via the jet

ET spectrum, requiring detailed understanding

of calorimeter response.

Many other examples from the physics program

outlined in Chapter 2 lead to the following physics

performance goals for the CDF II Detector. There

are some new capabilities here but all of these goals

are reasonable extrapolations based on performance

achieved and understood in Run I. We emphasize

that these are goals.

In either of the two main Run II Tevatron scenar-

ios, CDF II should:

� Reconstruct charged particle tracks with e�-

ciency greater than 95%, over the full range

j�j � 2:0.

� Measure charged particle momenta with preci-

sion of �pT=p
2

T
= 0:1% over the range j�j � 1:0,

and with precision adequate for lepton identi�ca-

tion, �pT=p
2

T
� 0:4%, over the range 1.0 � j�j �

2.0.

� Trigger on, identify, and reconstruct the kine-

matics and charge of e and � leptons with high

e�ciency over the full range j�j � 2:0.

� Tag secondary vertices with the greatest possible

e�ciency over the full range j�j � 2:0 and over

the full interaction region, and trigger on dis-

placed impact parameters over the widest prac-

tical range out to j�j = 2:0.

� Trigger on, identify, and reconstruct the kine-

matics of photons over the range j�j � 2:0.

� Trigger on and reconstruct jets over the range

j�j � 3:0, measure jet energies with resolution

of �ET = 10% �ET + 1 GeV and with absolute

energy scale precision better than 2.5%.

� Measure particle types using dE/dx and time-of-

ight in the region j�j � 1:0.

Most (but not all) of these goals will be met in the

baseline proposal. See Sec. 1.5 for further detail on

this point.

1.4 The CDF II Detector

CDF II is a general purpose solenoidal detector which

combines precision charged particle tracking with fast

projective calorimetry and �ne grained muon detec-

tion.

The detector is shown in a solid cutaway view on

the cover of this report, and in an elevation view in

Fig. 1.2. Tracking systems are contained in a super-

conducting solenoid, 1.5 m in radius and 4.8 m in

length, which generates a 1.4 T magnetic �eld par-

allel to the beam axis. The status of the solenoid

is discussed in Chapter 14. Calorimetry and muon

systems are all outside the solenoid. The main fea-

tures of the detector systems are summarized below

and described in greater detail in Chapters 3 to 12.

We use a coordinate system where the polar angle �

is measured from the proton direction, the azimuthal

angle � is measured from the Tevatron plane, and the

pseudo-rapidity is de�ned as � = �ln(tan(�=2)).

1.4.1 Tracking Systems

E�cient, precision charged particle tracking is at the

heart of the CDF analysis technique. An incomplete

catalog of some of the applications of charged particle

tracking at the Tevatron Collider includes:

� E�cient, precision reconstruction of track mo-

mentum for measurements at both high (mW )

and low (B ! J= K) pT .

� The ability to combine tracks with information

from EM calorimetry or muon chambers to pro-

vide e�cient electron and muon identi�cation

with excellent purity at both the trigger and o�-

line level.
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Figure 1.2: Elevation view of one half of the CDF II detector
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� Precision reconstruction of track impact parame-

ter and e�cient reconstruction of tracks in dense

jets, to provide b-tagging which is essential for

top physics and searches for new phenomena.

� The ability to rule out tracks in combination

with information from EM calorimetry in order

to provide e�cient photon identi�cation at both

the trigger and o�-line level.

� The ability to collect low bias triggers on tracks

alone.

� The measurement of isolated track momenta as

the primary tool and starting point for the cali-

bration of calorimeter response in both the EM

and hadronic systems.

� Precision reconstruction of the interaction vertex

z coordinate to allow counting and calibration of

multiple interactions.

� The ability to map and quantify material in the

tracking volume using the distribution of photon

conversions.

To meet our physics goals we must maintain or im-

prove the e�ciency for these capabilities at high lu-

minosity, and add these capabilities for tracks in the

region 1:0 � j�j � 2:0. At the same time, we wish to

remedy the weaknesses of the Run I system, notably

the mismatch between the acceptance and capabili-

ties of the central drift chamber and the silicon vertex

detector.

For Run II, we propose an optimized \integrated

tracking system" shown schematically in Fig. 1.3. At

large radii, a new open cell drift chamber, the COT,

recovers the functionality of the CTC at high lumi-

nosity over the region j�j � 1:0. Inside the COT, a

silicon \inner tracker" is built from two components.

A micro-vertex detector at very small radii estab-

lishes the ultimate impact parameter resolution. Two

additional silicon layers at intermediate radii provide

pT resolution and b-tagging in the forward region 1.0

� j�j � 2.0, and stand-alone silicon tracking over the

full region j�j � 2.0.

As discussed in Chapter 7, stand-alone silicon seg-

ments allow integrated tracking algorithms which

maximize tracking performance over the whole re-

gion j�j � 2:0. We show there that a good signal to

noise ratio for the silicon segments requires at least

�ve measurements. Good e�ciency then requires the

addition of a sixth layer everywhere. This will be

placed at 20 cm in the region j�j � 1:0 and at 22

cm in the region 1.0 � j�j � 2:0. In the central re-

gion, the stand-alone silicon segment can be linked to

the full COT track to give excellent pT and impact

parameter resolution. Beyond j�j = 1:0, where the

COT acceptance and e�ciency falls precipitously, a

seventh silicon layer at 28 cm is required in order to

recover acceptable pT and impact parameter resolu-

tion for a stand-alone silicon track (not segment!) in

that region.

The main parameters of the integrated tracking

system are summarized in Table 1.1, and the sys-

tem components are described briey below, and in

greater detail in Chapters 4, 5, and 6. The motiva-

tion of the system is described in greater detail in

Chapter 3, and its performance is benchmarked in

Chapter 7.

1.4.1.1 Central Outer Tracker: COT

Tracking in the region j�j � 1:0 will be done with

an open cell drift chamber, the COT, covering radii

between 44 and 132 cm. This device replaces the

venerable CTC of Run 0 and Run I, which would

su�er from severe occupancy problems at L � 1 �
1032cm�2s�1.

The design goal of the COT is to reproduce the

functionality of the CTC, but using small drift cells

and a fast gas to limit drift times to less than 100

ns. The basic drift cell will have a line of 12 sense

wires alternating with shaper wires every 3.8 mm,

running down the middle of two gold-on-mylar cath-

ode planes which are separated by � 2 cm. Four axial

and four stereo superlayers will provide 96 measure-

ments between 44 and 132 cm, requiring a total of

2,520 drift cells and 30,240 readout channels. The

wires and cathode planes are strung between two pre-

cision milled endplates, and the complete chamber is

roughly 1.3% of a radiation length at normal inci-

dence.

The COT is read out using a pipelined TDC which

is standard for CDF II wire chamber systems, and the

tracking information will be available for the Level-1

trigger.

The COT construction, operation, and o�-line re-

construction draw heavily on the experience with

the CTC, leading to a profound economy in time,

expense, and code development. Scaling from the

known CTC performance we expect comparable mo-
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COT

Radial coverage 44 to 132 cm

Number of superlayers 8

Measurements per superlayer 12

Readout coordinates of SLs +3� 0 -3� 0 +3� 0 -3 0�

Maximum drift distance 0.88 cm

Resolution per measurement 180 �m

Rapidity coverage j�j � 1:0

Number of channels 30,240

Material thickness 1.3% X0

SVX II

Radial coverage 2.4 to 10.7 cm, staggered quadrants

Number of layers 5

Readout coordinates r-� on one side of all layers

Stereo side r-z, r-z, r-uv, r-z, r-uv (uv � 1:2� stereo)

Readout pitch 60-65 �m r-�; 60-150 �m stereo

Resolution per measurement 12 �m (axial)

Total length 96.0 cm

Rapidity coverage j�j � 2:0

Number of channels 405,504

Material thickness 3.5% X0

Power dissipated 1.8 KW

ISL

Radial coverage 20 to 28 cm

Number of layers one for j�j < 1; two for 1 < j�j < 2

Readout coordinates r-� and r-uv (1:2� stereo) (all layers)

Readout pitch 110 �m (axial); 146 �m (stereo)

Resolution per measurement 16 �m (axial)

Total length 174 cm

Rapidity coverage j�j � 1:9

Number of channels 268,800

Material thickness 2% X0

Table 1.1: Design parameters of the baseline tracking systems
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Figure 1.3: Longitudinal View of the CDF II Tracking System

mentum resolution (with SVX II or beam constraint),

improved track pair separation, and much improved

stereo pattern recognition up to luminosities of 2 �
1032cm�2s�1 @ 132 ns. A detailed description of the

COT is given in Chapter 4.

1.4.1.2 Inner Tracker: SVX II + ISL

CDF has established the viability and utility of sili-

con tracking at hadron colliders. For Run II, we pro-

pose a silicon \inner tracker" comprising a �ve-layer

detector at small radii for micro-vertex detection and

additional silicon layers at intermediate radii to pro-

vide stand-alone segment �nding in the combined sys-

tem. As discussed in Chapter 7, stand-alone silicon

segments allow integrated tracking strategies which

maximize tracking performance over the whole re-

gion j�j � 2:0.

SVX II: Silicon Vertex Detector

The silicon vertex detector will be built in three

cylindrical barrels with a total length of 96 cm, cov-

ering � 2:5� of the luminous region, and leading to

contained b-tagging in almost all events. Each barrel

supports �ve layers of double sided silicon microstrip

detectors between radii of 2.4 and 10.7 cm. Three of

the layers combine an r�� measurement on one side

with 90� stereo measurement on the other, and the

remaining two layers combine r� � with small angle

stereo at 1:2�.

The silicon crystals are supported by low mass sub-

strates in assemblies called \ladders". Twelve lad-

ders of the appropriate width make a layer, and the

60 ladders in each barrel are mounted between two

precision-machined beryllium bulkheads which also

carry the water cooling channels for the readout elec-

tronics.

The total of 405,504 channels in the system

are connected to radiation-hardened readout chips

mounted on electrical hybrids on the surface of the

silicon detectors. Each readout chip set (SVX3) has

128 channels, each with a charge-sensitive ampli�er,

42-cell dual-ported pipeline with four additional cells

for bu�ers, and an ADC. A highly parallel �ber-based

data acquisition system reads out the entire detector

in approximately 10 �s.

The high speed and dual porting of the readout

allows the SVX II information to be used for impact

parameter discrimination in the SVT processor of the

Level-2 trigger. The ability to trigger on b's adds to

the power and generality of the CDF II events, ex-
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tends the sensitivity to new phenomena, broadens the

catalog of heavy avor measurements, and provides

important control samples for top measurements.

The radiation level at the inner layer is expected

to be � 0.5 MRad per fb�1. The silicon sensors are

expected to operate through inversion, up to a total

dose of 1.0-1.5 MRad. A precision locking pin on the

bulkheads allows the inner two layers to be removed

and replaced with 3 �m accuracy.

ISL: Intermediate Silicon Layers

In the central region, a single ISL layer is placed at

a radius of 22 cm. In the plug region, 1:0 � j�j � 2:0,

two layers of silicon are placed at radii of 20 cm and

28 cm. The mechanical problems associated with

mounting silicon detectors at these radii are di�erent

(and less severe) than in the case of the micro-vertex

detector, and in this sense it is logical to treat the ISL

as a separate device. We emphasize however, that

SVX II and ISL together are a single functional sys-

tem which provides stand-alone silicon tracking and

b-tagging over the full region j�j � 2:0.

Double sided silicon is used with 55 �m strip pitch

on the axial side and 73 �m pitch on the stereo side

with a 1:2� stereo angle. Every other strip is read out

to reduce the total channel count to 268,800. Due to

charge sharing through the intermediate strips, the

single hit resolution perpendicular to the strip direc-

tion will be � 16 �m on the axial side and � 23 �m

on the stereo side.

The silicon crystals are mounted in \ladder" as-

semblies similar to SVX II. The low radiation levels

encountered at larger radii allow the use of longer

strips to reduce the channel count. Three crystals

are used in each ladder compared to two in SVX II.

The ladders are mounted between carbon �ber disks

The ISL readout electronics are identical to the

SVX II. The readout segmentation is in 30� wedges

which exactly match the SVX II segmentation. This

preserves the possibility of adding information from

the ISL into the SVT trigger in the future.

1.4.2 Calorimeter Systems

Outside the solenoid, scintillator-based calorimetry

covers the region j�j � 3:0 with separate electro-

magnetic and hadronic measurements. The CDF

calorimeters have obviously played a key role in the

physics program by measuring electron and photon

energies, jet energies, and net transverse energy ow.

j�j Range �� ��

0. - 1.1 (1.2 h) 15� � 0:1

1.1 (1.2 h) - 1.8 7:5� � 0:1

1.8 - 2.1 7:5� � 0:16

2.1 - 3.64 15� 0.2 - 0.6

Table 1.2: CDF II Calorimeter Segmentation

Central Plug

EM:

Thickness 19X0; 1� 21X0; 1�

Sample (Pb) 0:6X0 0:8X0

Sample (scint.) 5 mm 4.5 mm

WLS sheet �ber

Light yield 160 pe/GeV 300 pe/GeV

Sampling res. 11:6%=
p
ET 14%=

p
E

Stoch. res. 14%=
p
ET 16%=

p
E

SM size (cm) 1.4��(1.6-2.0)Z 0:5� 0:5 UV

Pre-shower size 1:4�� 65Z cm by tower

Hadron:

Thickness 4:5� 7�

Sample (Fe) 1 in. C, 2 in. W 2 in.

Sample (scint.) 10 mm 6 mm

WLS �nger �ber

Light yield � 40 pe/GeV 39 pe/GeV

Table 1.3: Central and Plug Upgraded Calorimeter Com-

parison

As outlined in Sec 1.4.1, the ability to match tracks

with projective towers and EM shower position in

the central region has lead to a powerful analysis and

calibration framework, including an understanding of

the absolute jet energy scale to 2.5%.

For Run II, the existing scintillator-based central

calorimeters will continue to perform well. However,

the gas calorimeters in the region � � 1.0 are incom-

patible with the crossing rates for Run II, and will be

replaced with a new scintillating tile plug calorimeter.

As seen in Fig 1.4, the new calorimeter consists of an

electromagnetic (EM) section followed by a hadronic

section. In both sections the active elements are scin-

tillator tiles read out by wavelength shifting (WLS)

�bers embedded in the scintillator. The WLS �bers

are spliced to clear �bers, which carry the light out

to photomultiplier tubes (PMT) located on the back
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Figure 1.4: Cross section of upper part of new end plug calorimeter.

plane of each endplug.

The EM calorimeter is a lead/scintillator sampling

device with a unit layer composed of 4.5 mm lead and

4 mm scintillator. There are 23 layers in depth for

a total thickness of about 21 X0 (radiation lengths)

at normal incidence. The detecting elements are ar-

ranged in a tower geometry pointing back towards

the interaction region. The energy resolution of the

EM section is approximately 16%=
p
E with a 1% con-

stant term. The scintillator tiles of the �rst layer of

the EM section are made out of 10 mm thick scin-

tillator and are read out by multi-anode photomul-

tipliers (MAPMTs). They will act as a pre-shower

detector. A position detector is located at the depth

of the EM shower maximum (approximately 6X0).

This shower maximum detector is made of scintilla-

tor strips read out by WLS �bers; clear �bers carry

the light to MAPMTs.

The hadron calorimeter is a 23 layer iron and scin-

tillator sampling device with a unit layer composed

of 2 inch iron and 6 mm scintillator. The existing

iron of the CDF endplugs is used in the new hadron

calorimeter: stainless steel disks are attached to the

inner 10� cone to extend the coverage to 3�. Two

additional stainless steel disks are added behind the

electromagnetic section to increase the thickness of

the hadron calorimeter. In this way the magnetic

�eld in the tracking volume and the magnetic forces

on the end plugs are unchanged. The hadron section

has the same tower segmentation as the EM section.

With the completion of the upgrade, the CDF II

calorimeters will have a uniform pattern of matched

projective towers of EM and hadron calorimeters.

The overall segmentation is given in Table 1.2. The

common segmentation pattern continues to allow

straightforward calorimetry trigger implementation.

Both EM calorimeters have stereo shower maximum

detectors as well as pre-shower capability. The EM

sections are all lead scintillator sampling and the

hadronic sections are iron scintillator sampling.

The central and plug upgrade calorimeters both

have fast enough energy measurement response times

to take full advantage of the 132 ns bunch spacing.

Shower maximum and pre-shower functions in the

plug upgrade are also fast enough, while the wire

chamber pre-shower and shower maximum in the cen-

tral system will need to integrate several bunches. A

general comparison of the central and plug upgrade

calorimeters is given in Table 1.3.

1.4.3 Muon Systems

CDF II will use four systems of scintillators and pro-

portional chambers in the detection of muons over

the region j�j � 2:0. The absorbers for these systems

are the calorimeter steel, the magnet return yoke,

additional steel walls, and the steel from the Run I

forward muon toroids. The geometric and engineer-
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CMU CMP/CSP CMX/CSX IMU

Pseudo-rapidity coverage j�j �� 0:6 j�j �� 0:6 � 0:6 � j�j �� 1:0 � 1:0 � j�j �� 1:5

Drift tube cross-section 2.68 x 6.35 cm 2.5 x 15 cm 2.5 x 15 cm 2.5 x 8.4 cm

Drift tube length 226 cm 640 cm 180 cm 363 cm

Max drift time 800 ns 1.4 �s 1.4 �s 800 ns

Total drift tubes (present) 2304 864 1536 none

Total drift tubes (Run II) 2304 1076 2208 1728

Scintillation counter thickness 2.5 cm 1.5 cm 2.5 cm

Scintillation counter width 30 cm 30-40 cm 17 cm

Scintillation counter length 320 cm 180 cm 180 cm

Total counters (present) 128 256 none

Total counters (Run II) 269 324 864

Pion interaction lengths 5.5 7.8 6.2 6.2-20

Minimum detectable muon pT 1.4 GeV/c 2.2 GeV/c 1.4 GeV/c 1.4-2.0 GeV/c

Multiple scattering resolution 12 cm/p (GeV/p) 15 cm/p 13 cm/p 13-25 cm/p

Table 1.4: Design Parameters of the CDF II Muon Detectors. Pion interaction lengths and multiple scattering are

computed at a reference angle of � = 90� in CMU and CMP/CSP, at an angle of � = 55� in CMX/CSX, and show

the range of values for the IMU.

ing problems of covering the full � region using these

absorbers leads to the four logical systems, but as

seen in Table 1.4, they are all functionally similar.

The central muon systems functioned well in Run

I, and changes for Run II represent incremental im-

provements. New chambers will be added to the

CMP and CMX systems to close gaps in the az-

imuthal coverage. Each of these additions presents

interesting mechanical problems discussed in detail

in Chapter 10. In the CMU system, the cell gang-

ing scheme will be changed from alternate cells to

adjacent cells, improving the granularity at the trig-

ger level from a 5� azimuthal arc to 2:5�. In addi-

tion, because of the high rates in Run II, the CMU

chambers will be run in proportional, rather than

limited streamer mode, and this requires that gain

be recovered by installing new pre-ampli�ers on the

chambers. In the CMP system, new pre-amps will

eliminate intermittent problems with oscillations. In

all of these systems, the long drift times relative to

the beam crossing time necessitate a pipelined TDC,

which is described in detail in Secs. 11.3 and 11.4.

Detailed studies of occupancy and aging for these

systems have been performed using the the Run I

data set. Extrapolating these results to Run II con-

ditions, including the absence of the Main Ring, and

beam pipe shielding, we expect that these systems

will show improved performance in Run II. Further

detail can be found in Chapter 10.

The CDF II tracking system, particular the ISL,

provides a new capability for muon detection, the

ability to reconstruct trajectories with j�j > 1:0 in the

solenoid, where the resolution is not dominated by

multiple scattering. The region contiguous with the

present coverage, 1:0 � j�j and extending out to j�j �
2.0 is most important for improved acceptance for

the decays of heavy centrally produced objects. The

Run I forward muon system, even if pushed up, would

cover only j�j � 1:5, and worse, has low granularity

which translates into high occupancy and uncertain

e�ciency at the high luminosities of Run II.

These considerations motivate the replacement of

the forward muon system with a new Intermediate

Muon System (IMU), covering from 1:0 � j�j � 1:5

with �ne granularity, and providing coverage su�-

cient to identify isolated high pT tracks as muons or

hadrons between � = 1:5 and � = 2:0. The IMU con-

sists of a barrel of drift chambers and scintillation

counters around the present FMU toroid steel, with

additional counters between the toroids and on the

endwall to provide additional projectivity at the trig-

ger level. The IMU chambers and counters are virtu-

ally identical to the existing central muon detectors

and use the same readout electronics. The toroids

will not be energized; the pT measurement will be

provided by the tracking systems. The IMU system
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Figure 1.5: Functional block diagram of the CDF II data

ow

covers more solid angle and in the more crucial re-

gion of lower � than the FMU, will have improved

momentum resolution and corresponding trigger im-

provements, and will operate at luminosities substan-

tially greater than expected during Run II. Further

detail on this system can be found in Sec. 10.6.

1.4.4 Electronics and Triggering

The CDF electronics systems must be substantially

altered to handle Run II accelerator conditions. The

increased instantaneous luminosity requires a similar

increase in data transfer rates. However it is the re-

duced separation between accelerator bunches that

has the greatest impact, necessitating a new archi-

tecture for the readout system.

Figure 1.5 shows the functional block diagram of

the readout electronics. To accommodate a 132 ns

bunch-crossing time and a 4 �s decision time for the

�rst trigger level, all front-end electronics are fully

pipelined, with on-board bu�ering for 42 beam cross-

ings. Data from the calorimeters, the central track-

ing chamber, and the muon detectors are sent to the

Level-1 trigger system, which determines whether a

�pp collision is su�ciently interesting to hold the data

for the Level-2 trigger hardware. The Level-1 trigger

is a synchronous systemwith a decision reaching each

front-end card at the end of the 42-crossing pipeline.

Upon a Level-1 trigger accept, the data on each front-

end card are transferred to one of four local Level-2

bu�ers. The second trigger level is an asynchronous

system with an average decision time of 20 �s.

A Level-2 trigger accept ags an event for read-

out. Data are collected in DAQ bu�ers and then

transferred via a network switch to a Level-3 CPU

node, where the complete event is assembled, an-

alyzed, and, if accepted, written out to permanent

storage. These events can also be viewed by online

monitoring programs running on other workstations.

1.4.4.1 Front-End Electronics

The installation of new scintillator-based calorime-

ters in the plug region allows a common design to

be used for much of the front-end electronics for

the central and plug calorimeters and their associ-

ated preradiators and shower-maximum detectors.

The calorimeter ADC readout is based on the QIE

(Charge Integrating and Encoding) chip, a custom

multi-ranging circuit developed for the KTEV exper-

iment. A VME based front-end board carries the

QIE, a commercial ADC, and programmable circuits

to perform pipelining, bu�ering, and the creation of

traverse-energy sums for the trigger. A simpli�ed ver-

sion of the QIE design is used for all shower maximum

and pre-shower detectors.

Dynode signals from the phototubes for the cen-

tral, wall, and plug hadron calorimeters will be dis-

criminated and timed using the custom pipelined

TDC chip described below.

Analog drift time signals from the COT are �rst

processed using a custom chip, ASD, optimized for

the straw systems in the SDC and ATLAS detec-

tors. The eight channel chip has a fast, low noise

preampli�er, ion tail cancellation, and a discrimi-

nator. The ASD's are mounted on printed circuit

boards on the chamber endplate. The discriminated

signals are read out with a custom multi-hit TDC,

JMC96, which encodes leading and trailing edge in-

formation, and has the 5.3 microsecond Level-1 bu�er

and four Level-2 bu�ers on-chip. The design includes

a full custom integrated circuit, 96 channel VME
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boards, and a calibration system.

As described above in Sec. 1.4.3, we are building

new preamps and ASD's for the central muon sys-

tem, CMU, and changing the mother-board system

(but not the pre-ampli�er) for the CMP muon sys-

tem. Drift time information from all muon systems

will be recorded using the JMC96 TDC.

1.4.4.2 Data Acquisition

A block diagram of the data acquisition system is

shown in Fig. 1.6. The basic architecture is very sim-

ilar to that used successfully in Run Ib. Front-end

and trigger electronics are housed in VME crates re-

placing the FASTBUS and RABBIT crates used in

the original detector. Timing signals associated with

the beam crossing are distributed to each crate by

the Master-Clock subsystem. Trigger decision infor-

mation is distributed by the Trigger-System-Interface

subsystem. Commercial processors read data from

modules in their local crate and deliver it to the VME

Readout Boards (VRBs) and the Event-Building sub-

system. This system concentrates the data and de-

livers it to the Level-3 trigger subsystem through a

commercial network switch. The Level-3 trigger is

a \farm" of parallel processors, each fully analyzing

a single event. The Data-Logging subsystem deliv-

ers events to mass storage and also to online moni-

toring processes to verify that the detector, trigger,

and data acquisition system are functioning correctly.

While the architecture is similar to the Run Ib sys-

tem, many individual components will be upgraded

or replaced. This is necessary to deal with the new

VME-based front-end electronics, and to provide in-

creased throughput required for the higher luminosity

now expected in Run II. Also, in some cases commer-

cial products in the Run Ib system are no longer sup-

ported by the manufacturer and must be replaced.

1.4.4.3 Trigger

In Run Ib, the trigger had to reduce the raw colli-

sion rate by a factor of 105 to reach < 10 Hz, an

event rate that could be written to magnetic tape.

With an order of magnitude increase in luminosity

for Run II, the trigger must have a larger rejection

factor while maintaining high e�ciency for the broad

range of physics topics we study.

We will use a tiered \deadtimeless" trigger archi-

tecture. The event is considered sequentially at three

... ...
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Switch

Level 3Level 3 Level 3 Level 3

Data
Logger

Online
Computing

Trigger
Supervisor

&
Master Clock

Scanner
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Control
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Scanner
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VME
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Figure 1.6: A schematic of the CDF II Data Acquisition

system, showing data ow from the front-end and trigger

VME crates to the Online Computing system.

levels of approximation, with each level providing suf-

�cient rate reduction for the next level to have mini-

mal deadtime. Level-1 and Level-2 use custom hard-

ware on a limited subset of the data and Level-3 uses

a processor farm running on the full event readout.

The trigger, like the DAQ, is fully pipelined, and has

improved background rejection over Run I from ad-

ditional detector information to be supplied to the

Level-1 and Level-2 systems.

The block diagram for the CDF II trigger sys-

tem is presented in Fig. 1.7. The most signi�cant

change for Level-1 is the addition of track �nding,

which was previously available only at Level-2. This

allows a track to be matched to an electromagnetic-

calorimeter energy cluster for improved electron iden-

ti�cation, or to a stub in the muon system for bet-

ter muon identi�cation and momentum resolution.

Also, tracks may be used alone for triggers such as

B0 ! �+��. A Level-1 accept can also be generated

based on calorimeter energy, E/
T
, or the kinematic

properties of observed track pairs.

Events accepted by the Level-1 system are pro-
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Figure 1.7: Block diagram of the CDF II trigger system.

cessed by the Level-2 hardware, which will also have

more and improved input data. The Silicon Vertex

Tracker (SVT) will provide, for the �rst time in a

hadron-collider experiment, the ability to trigger on

tracks with large impact parameters. This will make

accessible a large number of important processes in-

volving hadronic decay of b-quarks, such as Z ! b�b,

B0 ! �+��, and exotic processes like SUSY and

Technicolor that copiously produce b quarks. The

Level-2 system will have improvedmomentumresolu-

tion for tracks, �ner angular matching between muon

stubs and central tracks, and data from the central

shower-max detector (CES) for improved identi�ca-

tion of electrons and photons. Jet reconstruction

is provided by the Level-2 cluster �nder, which, al-

though rebuilt for the new architecture, retains the

same algorithmused successfully in previous running.

The trigger system is very exible and will be able

to accommodate over 100 separate trigger selections.

With a 40 kHz accept rate at Level-1 and a 300 Hz

rate out of Level-2, we expect to limit deadtime to

< 10% at full luminosity, while writing events to mass

storage at 30-50 Hz. Rates for the more challenging

signatures are discussed at the end of Chapter 12.

1.5 The CDF II Upgrade Plan

Our goal is to rebuild CDF into CDF II as quickly as

possible, and resume data taking at the Tevatron in a

timely way after the completion of the Main Injector.

Because of the realities of budget and schedule, our

proposal for CDF II accepts some compromises to the

goals outlined in Sec. 1.3.2. In particular, we will de-

fer further discussion of the time-of-ight system and

full trigger capability at j�j � 1:0 until the baseline

detector described in this document is convincingly

in hand.

This document is the TECHNICAL DESCRIP-

TION of the baseline CDF II detector. Additional

documents describe the managerial, cost, and sched-

ule aspects of the project:

� CDF Project Management Plan

� Memoranda of Understanding (MOU) and Work

Plans for each subproject

� Cost and Schedule Plan

{ Task-based resource-loaded schedule, in-

cluding labor estimates

{ Cost Estimate and Work Breakdown Struc-

ture (WBS), including contingency analysis

{ WBS Dictionary

{ Financial Plan for U.S. and non-U.S. fund-

ing

1.5.1 Outlook

The baseline scope of the detector proposed here

meets every goal for a rejuvenated detector capable

of operations with the Tevatron + Main Injector at

L = 2� 1032cm�2s�1 and 132 ns bunch spacings.

� The tracking system will be a fully optimized

combination of drift chamber and silicon with

powerful redundancy that insures excellent pat-

tern recognition, momentum resolution, and b-

tagging out to j�j = 2, even in the presence of

multiple interactions.
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� The calorimetry will be exclusively scintillator

based, fast, and have resolution equal to or bet-

ter than the existing detector.

� The muon systemwill have almost full azimuthal

coverage in the central region, and expanded

coverage out to j�j = 2:0.

� The electronics will be fully compliant with the

132 ns bunch crossing in every channel, and the

data acquisition system and Level-3 trigger will

be capable of 300 Hz operation.

� The trigger will be deadtimeless, ready for ev-

ery crossing, with tracking information at Level-

1 and impact parameter discrimination at Level-

2.

This design reects the accumulated experience of a

decade of physics with CDF at the Tevatron. With

CDF II and anticipated data sets in excess of 2 fb�1in

Run II, we look forward to major discoveries at Fer-

milab in the decade to come.
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Chapter 2

Physics Goals

2.1 Overview

In this chapter we will outline the physics prospects

of CDF II at the Tevatron + Main Injector, and the

connection between the physics and the detector de-

sign. Our physics plan encompasses �ve complemen-

tary lines of attack on the open questions of the Stan-

dard Model:

� characterization of the properties of the top

quark

� a global precision electroweak program

� direct search for new phenomena

� tests of perturbative QCD at Next-to-Leading-

Order and large Q2

� constraint of the CKM matrix with high statis-

tics B decays

This physics program is comprehensive in its meth-

ods and its scope. It has classic precision measure-

ments, such as mW and �s, taken to a new level of

accuracy; it has a survey of newly discovered terri-

tory, in the �rst complete study of the top quark;

and it extends our reach for new phenomena into a

regime where current theoretical speculation suggests

new structure. We believe that power of the CDF II

detector combined with the sensitivity of the Run II

data sets will result in a signi�cant advance in our

understanding of the behavior of matter at high en-

ergy, if not outright discovery of new physics beyond

the Standard Model.

In this chapter we will justify this claim. We be-

gin with a summary of our conclusions and then turn

to each of the �ve topics in detail. Since CDF II

re-uses or extends many of the same detector tech-

nologies and strategies as its predecessor, the physics

analyses of Run II will employmany of the techniques

re�ned during Run I. The physics projections and de-

tector speci�cations will therefore frequently appeal

to a brief review of the current status. We note in

this vein that our conclusions have the power of di-

rect extrapolations from a well tuned device in a well

measured environment.

2.1.1 Summary of CDF II Physics

Table 2.1 shows the expected yields for some bench-

mark processes with 2 fb�1of Tevatron collisions

recorded by the CDF II detector. These are the num-

bers of identi�ed events available for o�ine analysis.

The statistical precision of Run II, combined with ca-

pability of the CDF II detector, will provide rich pro-

grams of measurement in each of the �ve sub-�elds,

summarized below.

2.1.1.1 Properties of the Top Quark

A sample of almost 1,000 b-tagged, identi�ed events

will allow a detailed survey of the properties of the

top quark. A review of this program is given in Sec-

tion 2.2.

The top mass will be measured with a precision

conservatively estimated to be 3.5 GeV/c2. The to-

tal cross section will be measured to 9%, and non-

standard production mechanisms will be resolvable

down to total cross sections of � 90 fb. The branch-

ing fraction to b quarks will be measured to 3%, de-

cays to non-W states may be explored at the level

of 9%, and branching ratios to the various W he-

licity states will be measured with uncertainties of

order 5%. The magnitude of any FCNC decay will

be probed down to branching fractions of 1% or less.

We will isolate the electroweak production of single

top, allowing determination of �(t ! Wb) to 26%,

and inference of jVtbj with a precision of 13%.
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Mode Yield (2 fb�1)

TOP

dilepton 150

W + 3j � b 900

W + 4j � b 725

W + 4j � bb 180

VECTOR BOSONS

W ! l� (e,�) 4.3M

Z ! l+l�(e,�) 600K

W;W ! e� 4.0K

Z; Z ! e+e� 1.8K

W+W� ! l�l� 200

W+Z� ! l�ll 50

QCD

j + X, j�j � 1:0; ET �300 GeV 6.4K

jj + X, Mjj � 600 GeV 30K

 + X, pT () � 25 GeV 6.0M

 + X, pT (1; 2) � 12 GeV 14 K

W+ � 1j, ET (W ) � 100 GeV 10K

Z+ � 1j, ET (Z) �100 GeV 1.0K

B

B0 ! J= KS 15K

B0 ! �+�� 10K

Bs ! J= � 9K

Table 2.1: Representative yields for known processes, after

selection. We use the CDF Run I selections modi�ed for

increased coverage of the CDF II detector (see text) and

we assume 2.0 TeV collisions. j � jet, and j�b � b-tagged

jet.

The �nal top physics program will undoubtedly be

richer than this list, which should be interpreted as a

catalog of probable sensitivities for the baseline top

survey and whatever surprises the top may have in

store.

2.1.1.2 A Precision Electroweak Program

The study of the weak vector bosons at the Teva-

tron is anchored in the leptonic decay modes. The

new plug, intermediate muon system and integrated

tracking will give triggerable electron coverage out

to j�j = 2:0, triggerable muon coverage out to j�j

of at least 1.2 and taggable muon coverage out to

j�j = 2:0. This will double the number of W ! e�

events and triple the acceptance for Z's and dibosons

in the electron and muon channels. A data set of 2

fb�1in combination with the acceptance and preci-

sion of the CDF II detector results in the compre-

hensive program in electroweak physics discussed in

detail in Section 2.3.

One of our main goals is the measurement of mW

with a precision of �40 MeV/c2. The combined pre-

cision on mW and mtop will allow inference of the

Standard Model Higgs mass mH with precision of

� 2mH .

The W decay width, �W will be measured to 30

MeV, a factor of six improvement on the LEP-II ex-

pectation. The precision on AFB at the Z0 pole will

be adequate to measure sin2�
eff
W to comparable pre-

cision to LEPI and SLD, and measurement o� the

pole will be sensitive to new phenomena at high mass

scales. Limits on anomalous WWV and ZZ cou-

plings, bolstered by the forward tracking and lepton

identi�cation, will be comparable and complemen-

tary to those of LEP-II. The W charge asymmetry

measurement, also augmented by unambiguous lep-

ton ID in the plug region, will provide much improved

constraints on parton distribution functions.

2.1.1.3 Search for New Phenomena

At the Tevatron+Main Injector, CDF II will search

for new objects at and above the electroweak scale.

There is at present a great deal of theoretical activity

focussed on new phenomena in this regime, with pre-

dictions from models invoking supersymmetry, tech-

nicolor, and new U(1) symmetries. The magnitude of

the top quark mass and speculation about an excess

in the top cross-section have led to other theoretical

predictions about phenomena well within our reach in

Run II, such as topcolor. Search strategies for these

and other models are discussed in Section 2.4.

We will be sensitive to charginos up to 130 GeV/c2,

to gluinos up to 270 GeV/c2, and to stop squarks up

to 150 GeV/c2. Second generation lepto-quarks can

be observed up to masses of 300 GeV/c2, new vector

bosons can be probed up to masses of 900 GeV/c2,

and excited quarks up to 800 GeV/c2. Quark com-

positeness can be observed up to a scale of approxi-

mately 5 TeV. These are all model dependent limits,

and, as in the case of the top survey above, we believe

that our catalog of prospects here is best interpreted

as a list of probable sensitivities for the real surprises

waiting at the electroweak scale.
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2.1.1.4 Precision QCD at Large Q2

The QCD sector of the Standard Model will be strin-

gently tested using the production and fragmenta-

tion properties of jets, and the production properties

of W/Z bosons, Drell-Yan lepton pairs, and direct

photons. We will evaluate the precision of QCD cal-

culations beyond leading order (higher order pertur-

bative calculations and soft gluon resummation cor-

rections), and determine the fundamental input in-

gredients, namely parton distribution functions and

the running coupling constant �s.

The precision of QCD measurements at CDF II

with 2 fb�1will provide sensitivity to many sources

of new physics. For example, the strong coupling

constant �s will be measured over the entire range

(10'sGeV )2 <Q2 < (500GeV )2, and deviations from

the Standard Model running could signal loop con-

tributions from new particles. A direct search for the

substructure of quarks at the level of 10�19m will be

possible with high ET jets and the production angu-

lar distribution of di-jets. Finally a broad range of

searches will be carried out for the decays of mas-

sive particles to various combinations of jets, W/Z

bosons, photons and neutrinos via missing ET . A

survey of the sensitivity of these QCD studies to new

physics is presented in Section 2.5 of this report.

2.1.1.5 Constraining the CKM Matrix

CDF II plans to take advantage of the copious pro-

duction of the various species of b hadrons at the

Tevatron to make measurements which will test the

consistency of the Standard (CKM) Model of weak

quark mixing and CP violation. By extending the

capabilities developed in Run I into Run II, CDF II

expects to be able to measure CP asymmetries in

B0 ! J= KS and B0 ! �+�� decays with a preci-

sion comparable to the e+e� colliders. Complemen-

tary information will come from a sensitive search for

CP violation in Bs ! J= � decays. The e�ects of

mixing in the B0
s �

�B0
s system will be measured, al-

lowing a determination of the ratio of CKM elements

jVtd=Vtsj over the full range allowed by the Standard

Model.

In addition CDF II will continue to improve the

precision on measurements of b hadron decay prop-

erties (e.g. B0 vs. B+ lifetimes) and pursue the

observation and study of rare decays (e.g. B0 !

K�0�+��). The physics of heavier b hadrons, for in-

stance Bc, will be the exclusive domain of the Teva-

tron collider for at least the next decade. An overview

of CDF II expectations for B physics in Run II is

given in Section 2.6.

2.1.2 Physics and Detector

Exploitation of the statistical precision available in

Run II will depend heavily on a thorough under-

standing of the detector. Two aspects are critical:

the identi�cation of objects that make up each sig-

nature, and the understanding of the calibration and

resolution of the detector.

The objects for which we have already a good un-

derstanding of the e�ciencies and fake-rates are those

for which tracking is essential: electrons, muons,

tau's, b's, and photons (i:e:, a high con�dence of the

absence of a track), all in the central region. Much of

our discussion below concerns our ability to maintain,

improve, and extend tracking capabilities pertinent

to each of the physics objects.

Similarly, the energy scale and resolutions of the

calorimeters, critical to the reconstruction of masses,

are well understood in the central region, where the

precision tracking information can be used to cali-

brate the calorimeters. This calibration procedure

relies on an interlocking set of samples and capabil-

ities, and exempli�es the power of the \general pur-

pose" strategy (see Sec. 1.3.2). Further description

of the calorimeter calibration can be found in Sec.

3.1.

In CDF II, the integrated tracking, the new plug

calorimeter, and the intermediate muon system will

extend the `good' region where tracking is robust for

e; �; �;  and b identi�cation, and will provide the pre-

cision calorimeter calibration out to j�j = 2.

2.1.3 Detailed Discussion

The scienti�c prospects for CDF II are discussed in

more detail in the following sections of this chapter.

The physics opportunities detailed here provide

much of the rationale for the CDF II Upgrade design

choices, and the discovery prospects detailed here un-

derscore our excitement about completing this up-

grade and returning to high luminosity data taking

at the Fermilab Tevatron Collider as quickly as pos-

sible.
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2.2 Properties of the Top Quark

The top quark, with mass � 175 GeV/c2, is strongly

coupled to the electroweak symmetry breaking mech-

anism, and decays to a real W and a b-quark before

hadronizing. A program to characterize the prop-

erties of this unconventional fermion is an obvious

scienti�c priority. The accessibility of the top quark

at the Fermilab Tevatron, in conjunction with the

planned luminosity and detector upgrades for Run II,

creates a new arena for experimental particle physics

at an existing facility, and we should fully exploit this

unique opportunity over the next decade.

Tevatron Run I brought the discovery of the top

quark, the �rst direct measurements of its mass and

cross section [2, 3, 4], and valuable �rst experience

in top quark physics. We established techniques to

identify b-quark jets using secondary vertices and soft

leptons from the decays B ! `�X , and the essential

utility of b-tagging in the isolation of the top signal

and the reconstruction of the �nal state. We estab-

lished techniques for the accurate measurement of the

mass and decay kinematics of a heavy object in �nal

states with jets, and the essential utility of in situ jet

calibration techniques. We have begun to explore a

variety of other measurements, all of them presently

limited by statistics.

Armed with this experience, we have considered

the program of Top Quark Physics accessible at CDF

II with 2 fb�1at the Tevatron [1]. Our study di�ers

from the usual \future program" proposal by being

grounded in a well understood detector in a well stud-

ied environment. We will show that the CDF II de-

tector will be capable of a complete characterization

of the main properties of the top quark, and we will

establish the probable precisions that can be achieved

using 2 fb�1of Tevatron collider data.

We begin here by reviewing the top analysis results

of Run I. Next, we discuss the impact of the detector

upgrade components on the top physics of Run II.

Finally we describe the Run II top physics program,

including yields, the mass measurement, production

properties, branching ratios, and decays.

2.2.1 Review of Run I Analysis

Using 19.3 pb�1 from Run Ia, CDF presented ini-

tial evidence for the top quark in the spring of 1994

[2]. A year later, with an additional 48 pb�1 from

Run Ib, CDF con�rmed its original evidence for the

Run 1 dilepton data (109 pb-1), CDF preliminary
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Figure 2.1: �� vs. E/T in the dilepton sample.
The small grey dots are the result of a tt Monte
Carlo simulation with mtop = 175 GeV/c2.

top quark[3]. We describe below the isolation of the

signal in several di�erent decay modes and the mea-

surements made with these �rst small samples.

2.2.1.1 Dilepton Mode

In the standard model, the t and �t-quarks both de-

cay almost exclusively to a W-boson and a b-quark.

In the \dilepton" channel, both W's decay leptoni-

cally (W ! `�), and we search for leptonic W decays

to an electron or a muon. The nominal signature in

this channel is two high-PT leptons, missing trans-

verse energy (from the two �'s), and two jets from

the b-quarks. Acceptance for this channel is small,

mostly due to the product branching ratio of both

W's decaying leptonically (only about 5%). In the

110 pb�1 from Run I, CDF observed 7 e� events, 2

�� events, and 1 ee event. Figure 2.1 shows the 10

candidate events in the parameter space �� (the an-

gle between the E/
T

and the nearest lepton or jet) vs

E/
T

(the missing transverse energy) as well as where

one would expect top to lie. The background esti-

mate for the dilepton channel is 2:1 � 0:4 events[3].

Although not a priori part of the search, we examine

the jets in dilepton events for indications that they

originated from b-quarks. In the 10 dilepton events,

we �nd 6 jets in 4 events (1 �� and 3 e�) which
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are identi�ed (\tagged") as b-jets. This provides ev-

idence for b-quarks produced in association with two

W's, as expected from the decay of a t�t pair.

CDF has also investigated top decays involving the

� -lepton. We have searched for dilepton events with

one high-pT electron or muon and one hadronically

decaying � -lepton which is identi�ed using tracking

and calorimeter quantities[7]. As in the e�; ee; or

�� channel two jets from b-quarks and signi�cant

missing transverse energy are required. Due to the

additional undetectable � -neutrino, the � hadronic

branching ratio and the lower e�ciency for � identi�-

cation, the acceptance in this channel is considerably

smaller than in the case of e�; ee; or ��. In 110 pb�1

we expect about 1 event from t�t and 2 events from

background. We observe 4 candidate events (2 e� and

2 ��). There are 4 jets in 3 candidate events that are

identi�ed as b-jets (\tagged"). More data with ex-

cellent tracking will enable us to conclusively estab-

lish this \all 3rd generation" decay mode of the top

quark, which is important for charged Higgs searches

and tests of weak universality.

2.2.1.2 Lepton + Jets Mode

In this channel, one of the W's decays leptonically

to either an electron or muon (plus neutrino) and

the other W decays hadronically to a pair of quarks.

The nominal signature is a lepton, missing transverse

energy (the neutrino from the leptonic W decay), and

four jets; two from the b-quarks and two from the

decay of the W. Approximately 30% of the t�t events

have this decay signature. Our lepton+jets selection

requires that a leptonic W decay be accompanied by

at least three central (j�j < 2:0) jets for an event to

be considered part of the sample.

The background from W+multijet production is

large. However, t�t events contain two b-quark jets,

and these can be distinguished from gluon and light

quark jets in the background using two b-quark tag-

ging techniques. The �rst technique locates a dis-

placed vertex using the silicon-vertex detector (SVX

Tag). The second locates a low-PT electron or muon

primarily from the semileptonic decay of a b-quark

or sequential c-quark (SLT Tag). The e�ciency for

tagging a t�t event is (40� 4)% and (20� 3)% for the

SVX and SLT algorithms, respectively. In 110 pb�1,

42 SVX tags are observed in 34 events. The back-

ground, in the 34 SVX tagged events, is estimated

from a combination of data and Monte Carlo simu-

cτ of tagged jets
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Figure 2.2: The proper time distribution for the b-
tagged jets in the signal region (W+� 3 jets). The
open histogram shows the expected distribution of
b's from 175 GeV/c2 t�t Monte Carlo simulation.
The shaded histogram indicates the background
in W+jet events.

lation to be 9:4� 1:4 events. Using the SLT tagging

algorithm, 44 tags are found in 40 events. The back-

ground here is estimated to be 25:2�3:8 events. The

two samples have 11 events in common[3]. Figure 2.3

(upper left) shows the jet multiplicity spectrum for

the SVX b-tags and the background.

In the 1 and 2-jet bins, we expect little contribution

from t�t events. The predicted background and the

observed number of events agree well in the 1-jet bin,

and agree at the 1.5 sigma level in the 2-jet bin as

well. In the 3 and �4-jet bins, a clear excess of tagged
events is observed. Fig. 2.2 shows the proper time

distribution expected for b-tagged jets in the signal

region (� 3 jets), compared with that for the SVX b-

tagged jets in the data: the tagged jets are consistent

with b decays.

2.2.1.3 All Hadronic Mode

We have found a clear signal in the all-hadronic de-

cay channel for t�t events. In this decay mode there

are six �nal state jets, four of which come from the

hadronic decays of the two W's and two from the

b-quarks. Approximately 44% of t�t events have this

decay signature. Achieving a reasonable signal-to-

background ratio is the challenge in this data set
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Figure 2.3: Top Left: The jet multiplicity distribution in SVX tagged W+jet events. Closed circles are number
of events before b-tagging, dark triangles are number of b-tagged events in each bin and hatched areas are the
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from background plus top production. The likelihood �t is shown as an inset. Bottom Left: The jet multiplicity
distribution for the all-hadronic mode. The dark triangles represent the observed number of b-tags in each jet
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Bottom Right: Mass spectrum for all-hadronic b-tagged events in 110 pb�1 of data. The shaded area is the
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which is dominated by QCD multijet production. In

order to isolate a signal and maintain e�ciency, we

require at least �ve well-separated jets, one of which

must be SVX b-tagged. After additional topological

cuts, we �nd 230 tags in 192 events with an estimated

background of 148 � 10 events. Figure 2.3 (lower

left) shows the jet multiplicity spectrum for the all-

hadronic channel. In the 4-jet bin where we expect

little contribution from t�t events, the background and

observed tags are in good agreement. Where we ex-

pect to see a signal for t�t, in the 5, 6, and �7-jet bins,
an excess of tags is observed over the background pre-

dictions. [8]

2.2.1.4 Kinematic Discrimination

In addition to the search techniques based on the

dileptons and b-quark tagging, CDF has isolated t�t

events based on the kinematical properties predicted

from Monte Carlo simulations. These methods use

the lepton+jets event sample but do not rely on b-

tagging to reduce the background. One technique

examines the jet ET spectra of the second and third

highest ET jets [5]. The second technique uses the

total transverse energy of the event [6]. In both cases,

there is a clear t�t component in our data.

2.2.1.5 t�t Production Cross Section

The counting experiments which lead to a con�rmed

signal can be turned directly into measurements of

the t�t production rate. Figure 2.4 shows the t�t

production cross section measured in several chan-

nels in comparison to recent theoretical predictions.

The best measurement to date is obtained from the

weighted average of the counting experiments per-

formed in the dilepton channel and the two lep-

ton+jets channels, SVX b-tagging and SLT b-tagging.

With 110 pb�1 of data, we measure a production

cross section of 7:5+1:9
�1:6 pb[9, 10]. An independent

measurement in the all-hadronic channel results in

a cross section of 10.7 +7:6
�4:0 pb [12]. A theoretical

cross section calculation by Laenen et al. predicts

4.8 pb[17] at 176 GeV/c2, and other recent theoret-

ical cross sections are within approximately 15% of

this value.[18, 19]

2.2.1.6 Top Quark Mass

The top quark mass has been measured in three dif-

ferent channels. The primary method is based on
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Figure 2.4: The measured cross section for t�t pro-
duction for each of the separate production chan-
nels measured at CDF as well as the combined
lepton+jets and dilepton measurements. The ver-
tical line represents the spread of the central values
of the three most current theoretical calculations
evaluated at a top mass of 175 GeV/c2.

fully reconstructing the t�t system with lepton+jets

events. These events must contain a lepton and at

least four jets such that each �nal state parton can

be assigned to an observed jet or lepton. The re-

construction is performed using a constrained �tting

technique which selects the best assignment of ob-

served jets to �nal state partons based on the low-

est �2. Without any b-tagging information there are

24 combinations which must be considered (12 par-

ton assignments � 2 possible longitudinal momen-

tum components for the neutrino). When one or two

jets are tagged as b-quarks, the number of combi-

nations is reduced to 12 and 4, respectively. The

events containing at least one b-tagged jet provide

the most precise mass measurement to date. Figure

2.3 (upper right) shows the reconstructed mass dis-

tribution for 34 events with at least one b-tag. The

background estimate for this sample is 6:4+2:0
�1:5 events.

Using a maximum likelihood technique, we determine

a top quark mass of 175� 5:7 (stat:)� 7:1 (syst:)

GeV/c2[3]. The systematic uncertainty is dominated

by the uncertainty in �nal state gluon radiation, the

b-tagging bias, and the detector energy scale.

The same constrained �tting technique was also

used to reconstruct the top mass in the all-hadronic
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mass plot for each of the four data samples.
The insert shows the -�log(likelihood) for the
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nique results in a measured top quark mass of
176:8� 4:4 (stat:) � 4:8 (syst:) GeV/c2 { a 30%
improvement over the old analysis.

channel where at least one b-tag was required; the

result is seen in Figure 2.3 (lower right). Ap-

plying a maximum likelihood technique to the

data in this channel results in a top mass of

187� 8 (stat:)� 12 (syst:) GeV/c2.

A new optimization technique has recently been

developed for determining the top quark mass in

the lepton+jets mode [13]. The \original" method

described above neglects information that is con-

tained in the untagged sample, that is those events

which satisfy all of our kinematic selection crite-

ria but contain no b-tags. Moreover, the previous

analysis combines the SLT and SVX data sets to-

gether, and information is lost because the signal-

to-background ratio in those two channels is very

di�erent. The new optimized mass technique calcu-

lates the mass in four orthogonal data samples: the

SVX single-tagged events, the SVX double-tagged

events, the SLT tagged events which contain no

SVX tags, and the not-tagged sample. The back-

grounds are determined separately for each subset.

The mass is then determined separately in each of

these channels as described above and then com-

Figure 2.6: TheMW
jj distribution is shown for data

(solid), expected top+background (dashed), and
background (shaded), for W+4 jet events which
contain two b-tagged jets. The value ofMW

jj is 79.8

� 6.2 GeV/c2. The top mass from this subsample
has been determined to be 174.8 � 9.7 GeV/c2.

bined by multiplying the individual mass likelihoods

together. From this, one gets a top quark mass

of 176:8� 4:4 (stat:)� 4:8 (syst:) GeV/c2 (see Fig-

ure 2.5). This optimization process reduces the total

uncertainty on the top quark mass in the lepton +

jets channel by 30%.

Reconstructing a top mass in the dilepton channel

is di�cult because this system is underconstrained.

Instead, we measure the energy of the two b-jets

and use a likelihood �t to compare the energy dis-

tribution in the data to Monte Carlo templates.

This technique gives a top mass from dileptons of

156� 23 (stat:)� 17 (syst:) GeV/c2.

In the subsample of lepton+� 4-jet events where

two b-tags are required, we have looked for evidence

of the decay of the hadronic W-boson. Fig. 2.6 shows

the reconstructed mass of the unconstrained jet-jet

system. A �t yields a jet-jet mass of 79.8 � 6.2

GeV/c2 [15]. This will be an important in situ tech-

nique for jet energy scale calibration in Run II. The

top mass from this double b-tagged subsample has

been determined to be 174:8� 8 (stat:)� 6 (syst:)

GeV/c2.[14]
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2.2.2 Lessons from Run I

� The detector should have the greatest possible

acceptance for high-pT electrons and muons from

the chain t! W ! l�:

� The detector should have the greatest possible

acceptance and e�ciency for tagging b-jets. This

is a question of geometrical coverage, e�ciency,

and signal-to-noise ratio, most importantly for

secondary vertex �nding but also for soft lepton

identi�cation.

� Precision measurement of the top mass requires

that the detector have in situ capability for un-

derstanding the systematics of jet energy cali-

bration, including the ability to accumulate large

samples triggered on low-pT charged tracks, in-

clusive photons, and inclusive W ! l� and

Z ! ll.

� Understanding of b-tagging systematics has re-

lied on the ability to accumulate a large, reason-

ably pure control sample of inclusive b-jets using

low-pT inclusive lepton triggers. We anticipate

doing this again, with some demand on DAQ

bandwidth. However, we have learned that jets

containing b ! cl�lX are a biased control sam-

ple, and we believe that a large sample of b-jets

collected with a secondary vertex trigger will be

extremely useful.

2.2.3 Impact of Upgrades on Top Physics

The impact of the CDF II upgrades is to signi�cantly

increase the overall top acceptance and to maintain

acceptance and precision at high luminosity.

� Silicon Vertex Detector (SVX II): The tag-

ging of b-quarks from top quark decay will be

greatly improved in the long, 5-layer, double-

sided device. Increasing the length of the sili-

con from 52 cm to 96 cm will extend the region

of \contained b-jets" to cover the entire inter-

action region. With ten measurements in two

views for any given track, it will be possible to

make stringent track quality requirements, re-

ducing the level of mistags, while still improving

the overall track �nding e�ciency.

A three-dimensional vertexing device will im-

prove the b-tagging e�ciency by making it pos-

sible to �nd b's whose displacement is predom-

inantly in the Z direction. In addition, unlike

a 2D vertex, a 3D vertex is unique with even 2

tracks, again raising the possibility of reducing

backgrounds while increasing e�ciency relative

to the present analysis.

Taking all of these factors into account, we antic-

ipate that the SVX II will increase the e�ciency

for tagging at least one b-jet in a t�t event to

better than 65% (a 62% increase over the Run

1 e�ciency), and will raise the double b-tag ef-

�ciency to 20% (a 200% increase from current

performance) [23].

Finally we point out that the 3D capability of

the SVX II will allow a precision measurement

of primary vertex in the event, improving a vari-

ety of measurements including the Et/Pt of the

primary leptons, the Et of the jets, and the miss-

ing transverse energy.

� Intermediate Silicon Layers (ISL): The abil-

ity to �nd unambiguous tracks pointing at the

new plug calorimeter will provide clean identi-

�cation of electrons from W ! e� in the re-

gion 1:0 � j�j � 2:0, improving the top yield in

the electron channel by 33%. With the expected

standalone tracking capability of the SVXII-ISL

combination, b-tagging of top events will be pos-

sible out to j�j = 2, signi�cantly improving the

double-tagged top yield. The improved electron

ID may also extend b-tagging with soft leptons

into the plug region.

� Central Outer Tracker (COT): The top

analysis of Run I depended crucially on the large

central tracking chamber. The new COT de-

vice will function better at the Run II luminosi-

ties than the current CTC did during Run I. It

has more robust stereo tracking, lower mass, and

better momentum resolution at the trigger level.

As discussed in Chapter 7, the integrated system

of COT-SVXII-ISL will bring much new power

to bear on tracking at CDF II, and we are con-

�dent that we will exceed any performance esti-

mate which is based on scaling from the Run I

capabilities.

� Plug Calorimeter Upgrade: The new

scintillating-tile �ber calorimeter with its shower

max detector will provide improved jet resolu-

tion and electron identi�cation in the forward

region. The e�ect of improved electron identi�-

cation is discussed above. The use of plug jets
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Channel Acc. AIB Acc.,AII Run I Run II Yield

(Run Ib) (Run II) Results (w/ AII)

Produced t�t - - 525 13.6k

Dileptons (ee,��,e�) 0.78% 1.1% 10 155

Tau dileptons (e� , ��) 0.12% 0.14% 4 19

lepton+�3j 9.2% 11.2% 324 1520

lepton+�3j w/ �1 b tag 3.7% 7.3% 34 990

mass sample w/ �1 b SVX tag 3.0% 5.8% 20 790

mass sample w/ �2 b SVX tags 0.52% 1.8% 5 240

Table 2.2:

Acceptance and yield of t�t events for a Run II upgraded detector. The yield is determined

using the theoretical cross section (6.8 pb) at mtop = 175 GeV/c2 and
p
s = 2 TeV. For

comparison, the acceptances for Run Ib are shown as well as the number of events seen

in Run 1 prior to background subtraction. The acceptances include branching ratios and

leptonic and kinematic selection (e.g. jet counting).

in a precision mass measurement will require ISL

tracking in order that the in situ jet energy cal-

ibrations established for the central calorimeter

can be extended to the plug region.

� Muon Detection System: The more complete

� and � coverage will assist in the identi�ca-

tion of primary muons from W decay and low-

PT muons from semileptonic b-quark decay. The

closure of the gaps in the muon system will in-

crease the total muon acceptance for top by 12%.

Equally important but di�cult to quantify at

this point in time is the impact these changes will

have on the muon trigger rates. The additions

to the CMP increase its total physical coverage

by 30% [23], but since the CMP is a con�rma-

tion layer behind the CMU, the e�ect will be on

rates rather than acceptance. We expect a much

simpli�ed set of muon triggers and trigger sys-

tematics, with implications for measurement of

the t�t cross section, and we also expect a much

purer sample of b-jets where b ! ��X jets for

the study of b-tagging systematics.

2.2.4 Event Yield

To estimate the yield of top events, we extrapolate

from our current measured acceptance using the the-

oretical cross section (6.8 pb) at mtop = 175 GeV/c2

and
p
s = 2 TeV [22, 11].

At
p
s =2 TeV, the t�t cross section is approxi-

mately 40% higher than at
p
s=1.8 TeV. We assume

that the additional lepton and b-tagging acceptance

outlined in Sec. 2.2.3 above can be incorporated while

maintaining a signal-to-background ratio comparable

to the Run I analysis.

Table 2.2 summarizes the acceptance and yields for

various decay channels in the Run II con�guration.

The Run Ib acceptances are shown for comparison.

A sample of 2 fb�1 at the Tevatron will provide over

1000 identi�ed b-tagged t�t events.

2.2.5 Measurement of the Top Quark

Mass

The top quark mass will be one of the most important

electroweak measurements made at the Tevatron. In

combination with the W mass, mt gives information

about the mass of the standard model Higgs boson.

The precision electroweak program and the W mass

measurement are discussed in the electro-weak sec-

tion of Chapter 2. Figure 2.13 shows how the pre-

dicted top and W mass measurements constrain the

Higgs mass. In that �gure, the uncertainty on the

top mass is taken as 4 GeV/c2.

Currently, the statistical and systematic uncertain-

ties on CDF's top mass measurement are both about

5 GeV. The statistical uncertainty should scale as

1/
p
N . Using the yields in Table 2.2, we anticipate

that the statistical uncertainty on the top mass in the

optimized lepton+� 4-jet sample with at least one b-

tagged jet will be � 1 GeV/c2. We see that in Run

II the uncertainty will be dominated by systematics.
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Note that with the new integrated tracking, the

acceptance for double-tagged lepton+� 4-jet events

increases by about a factor of 2.5. In these double-

tagged events, the number of unique combinations for

the constrained mass �tter to test is 4 instead of 12,

improving the mass resolution by 20%. Thus, using

only double-tagged events, CDF II can still achieve

a statistical uncertainty which approaches 1 GeV/c2.

Because both b-quarks are identi�ed in double-tagged

events, the systematics ultimately may be better un-

derstood for this class of events.

Almost all of the systematic uncertainties in the

top mass measurement are coupled to the reliabil-

ity of the Monte Carlo models for the spectrum of

�t masses in signal and background. Assuming the

theory model is accurate, most of the uncertainty

is related to resolution e�ects. Instrumental con-

tributions include calorimeter nonlinearity, losses in

cracks, dead zones, and absolute energy scale. A

larger and more di�cult part of the energy resolu-

tion concerns the reliability of the extrapolation to

parton energies. Ultimately, it may be our under-

standing of QCD and not the detector which limits

the mass resolution.

Many of these issues can be addressed by in situ

calibration procedures. For example, Z+jet events

are used to understand the systematic uncertainty

due to energy scale and gluon radiation, two of the

dominant uncertainties. In 2 fb�1, we expect to have

27K (70) Z's with 1 (4) or more jets. The e�ect of

gluon radiation will also be studied in large statis-

tics samples of W+jets, +jets, and b�b events. In

addition, the mass peak from W ! qq0 (see Figure

2.6) in the lepton + jets top sample allows an en-

ergy scale calibration in exactly the same events and

environment as the mass measurement. A complete

model study of the extrapolation of the systematic

uncertainty on the top mass can be found in Ref. [1].

In any case, if all systematic e�ects can be mea-

sured or otherwise connected with mean quantities

in large statistics control samples, the systematic un-

certainties should also scale as 1=
p
L. We can conser-

vatively assume in this case that we can reduce our

systematic error to � 2 GeV/c2. This is probably

our lower limit. We use 3 GeV/c2 as our goal for the

total uncertainty on the top quark mass.

2.2.6 Production Cross Section, �t�t

An accurate measurement of the t�t production cross

section is a precision test of QCD. A cross section

which is signi�cantly higher than the theoretical ex-

pectation would be a sign of non-standard model

production mechanisms, for example the decay of a

heavy resonant state into t�t pairs or anomalous cou-

plings in QCD. As in the case of the top mass, large

statistics in the lepton+jets mode imply that system-

atic uncertainties will be the limiting factor in the

cross section measurement.

For the acceptance, the reliability of jet counting

and b-tagging are at issue. Initial state radiation

can be examined using a sample of Z+jets, while the

jet energy threshold uncertainty can be addressed as

in the top mass discussion. With 2 fb�1 of data it

will be possible to measure the b-tagging e�ciency

in top events, using dilepton events selected without

a b-tag and the ratio of single to double tags in lep-

ton+jets events. We assume that these studies will

give uncertainties that scale with
p
N .

With large samples, one can measure the bottom

and charm content as a function of jet multiplicity

in W + jet events using the c� distribution of the

tagged jets and use this to tune the Monte Carlo

models for W+� 3-jet backgrounds. Finally, in Run

II and beyond, the luminosity will be measured either

through the W ! l� rate, or the mean number of

interactions per crossing, and we will assume 5% for

the future precision of the luminosity normalization.

Accounting for all e�ects we �nd that the total t�t

cross section can be measured with a precision of 9%

for 2 fb�1. This will challenge QCD, and provide a

sensitive test for non-standard production and decay

mechanisms.

2.2.6.1 Measurement of a t ! W Branching

Fraction

The ratio of the t�t cross section measured using dilep-

ton events to that measured using lepton+jets events

is a test for non-standard model decay modes of the

top quark. Since the cross section in each case as-

sumes that each top decays into W-bosons, a ratio

di�erent from 1.0 would signal decays without a W-

boson, such as charged Higgs (t! H+ b) or light su-

persymmetric top (stop). The reach for a particular

non-standard decay is model dependent, but we can

say that with 2 fb�1 of data, we will be able to mea-

sure the basic dilepton to lepton+jets ratio to 12%,
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and the top branching fraction to W in association

with b with a precision of 9%.

2.2.7 Measurement of a t ! b Branching

Fraction and a Lower Limit on Vtb

In the standard model with 3 generations, existing

experimental constraints and the unitarity of the

CKM matrix require Vtb ' 1, predicting that the

weak decay of the top will proceed almost exclusively

through W + b. In events containing a W, the top

branching fraction to b's is related to the CKM ele-

ment according to:

Bb = B(t ! W (b))

=
�(t! Wb)

�(t! Wq)

=
jVtbj2

jVtdj2 + jVtsj2 + jVtbj2

The notation above is meant to indicate that a W

has been required in the �nal state, and this is not

the decay fraction to W+b, but the fraction of decays

with W's which also contain b's. Since the standard

analysis identi�es t�t events by requiring at least 1 W

and 1 b, B(t ! W (b)) is measured from the number

and distribution of tagged b-jets in top events. Four

di�erent techniques can be used to measure this dis-

tribution: [20, 21]

� The ratio of double b-tagged to single b-tagged

events in the b-tagged lepton+jets sample: re-

quiring one b-jet to be tagged leaves the sec-

ond jet unbiased, and from a known tagging e�-

ciency, one can extract the branching ratio from

the ratio of tagged to untagged \second jets".

[20]

� The ratio of single b-tagged to no b-tagged events

in a lepton+jets sample in which kinematic crite-

ria have been applied: since there is no a-priori

tag requirement, we can extract the branching

ratio from the ratio of single tagged events to

not-tagged events. An ideal sample for this is

the W+4 jet mass sample prior to applying the

�2 cut. [21]

� The number of b-tagged jets in the dilepton sam-

ple: Since b-tagging is not required to identify

tops decaying to dileptons, the whole b-tag mul-

tiplicity distribution in these events contains in-

formation on B(t ! W (b)). Despite the smaller

branching fraction to dileptons, the statistical

powers of the dilepton and lepton+jets samples

are comparable.

� The distribution of double tags: If there are two

tagging algorithms (soft leptons and secondary

vertex), one can compare the number of times

that events tagged by both algorithms have both

tags in the same jet vs. the number of times

the tags are in di�erent jets. Small values of

B(t! Wb)=B(t! Wq) result in large values of

the same to di�erent jet ratio.

These techniques are not exclusive, and can be

combined. We have used a maximum likelihood es-

timator to do this combination in Run I data. With

100 pb�1, CDF has a �25% statistical uncertainty

on the branching fraction, but only an �11% sys-

tematic uncertainty. The systematic uncertainty is

dominated by the uncertainty on the tagging e�-

ciency, which is measured in the data using b-rich

inclusive lepton samples. This uncertainty should

fall as 1=
p
N . The small non-tt backgrounds will be

measured to high accuracy by Run II. For Run II, we

expect to measure B(t! W (b)) to 3.0% and place a

95% CL lower limit of 0:25 on jVtbj.

2.2.7.1 AnomalousCouplings and Weak Uni-

versality

Since the top quark is so heavy, it is possible that

the physics of the underlying theory may manifest it-

self via new non-universal top interactions. The top

quark is unique in that it decays prior to hadroniza-

tion and therefore the decay products carry helicity

information related to the fundamental couplings. In

the standard model, the top quark decays only to lon-

gitudinal or left-handed W's, where the ratio is given

by

Wlong

Wleft

=
1

2

�
mtop

mW

�2

For mtop = 170 GeV/c2, the branching fraction

to longitudinal W's is 69.2%. In many cases non-

universal top couplings will appear as a departure of

B(t ! bWlong) from the standard value and we use

this quantity as our precision benchmark for probes

of anomalous weak couplings.

Experimentally, we have access to the polarization

state of the decay W through the charged lepton he-

licity angle, cos��
e
which can be measured in the lab
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Figure 2.7: The cos ��e distribution for 1000 events
and �t to the standard model hypothesis � 30%
Wleft + 70% Wlong

frame as

cos ��
e
� 2M2

eb

m2
eb�
�M2

W

� 1 (2.1)

The resulting distribution can then be �t to a super-

position of W helicity amplitudes in order to measure

any possible contribution of non-universal weak cou-

plings in the top decay.

Our model study uses a four-vector level Monte

Carlo [16] with selection bias and resolution smearing

modeled on the CDF experience. We assume the con-

strained mass �t will allow us to know perfectly which

b-jet belongs to the semi-leptonic top decay. This

is clearly optimistic. We correct the cos ��
e
distribu-

tion for the bias imposed by the selection cuts. This

acceptance corrected distribution for 1000 events is

shown as the data points in Fig. 2.7. We �t the dis-

tribution to the standard model hypothesis for the

admixture of Wlong and Wleft and get a good �t with

B(t! bWlong) = 0:708� 0:030, as shown.

We have estimated the systematic uncertainty from

W-b combinatorics, energy scale uncertainties, and

backgrounds. We �nd that with 2 fb�1the top quark

decay branching fraction to longitudinal W-bosons

can be measured with a total precision approaching

5%. We have also studied the e�ect of a V+A term

in top decay and �nd similar sensitivity.

2.2.7.2 Single Top Quark Production

In addition to t�t pair production via the strong inter-

actions, top quarks can also be produced singly via

the electroweak interaction. This process depends on

the t-W-b vertex, and the production rate is a mea-

sure of the top decay width to W+b and the CKM

matrix element jVtbj2.
The two dominant single top processes at the Teva-

tron are the s-channel mechanism qq ! t�b, referred

to here as W � production, and the t-channel interac-

tion qb ! qt, referred to as W-gluon fusion. Other

processes become important at higher energies, but

are negligible here. The W-gluon fusion process is

thought to dominate the production with an esti-

mated cross section of 1.44 pb; the uncertainties on

this calculation are large { on the order of 30%. The

W � production mode has an estimated cross section

of 0.74 pb with an uncertainty of 6%. The combined

rate for single top production by these two processes

is � 2:2 pb, only a factor of 3.5 down from the t�t rate

at this energy.

The TeV-2000 group studied single top produc-

tion using the onetop Monte Carlo with mt = 170

GeV/c2 [16]. The detector performance for b-tagging

was based on the CDF Run Ib result, as was the

size of the b-tagging backgrounds. The jet ener-

gies were smeared according to the resolution model

(82%=
p
E + 18%), which is very conservative com-

pared to the CDF II goal of �ET
= 0:1 �ET + 1 GeV.

The data selection criteria that were used to isolate

the signal over background include:

� Exactly two jets with ET > 20 GeV, j�jjets < 2:5

� �R =
p
(��)2 + (��)2 > 0:5 between all jet

pairs and jet-electron pairs

� E/
T

> 20 GeV

� ET (electron) > 20 GeV

� j�jelectron < 2:5

� No second isolated electron present with ET >

20 GeV

� At least one jet tagged as a b-jet.

The signal for single top production is a peak in

the Wb invariant mass plot. The shape of the signal-

plus-background curve is easily distinguished from

the background shape alone using the conservative
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resolution. The size of signal (S) and background

(B) are counted using the number of events in a

mass peak window of 50 GeV/c2 around the gener-

ated top quark mass: there is a signal yield of ap-

proximately 100 events per fb�1, above a background

about twice as large, mainly from W + bb. Assum-

ing that the background normalization is understood

(through the large statistics top cross section mea-

surement), the statistical precision on the single top

cross section using 2 fb�1will be about 12%.

Many of the sources of systematic uncertainty in

the single top cross section are common to the t�t

cross section discussed earlier. We assume that sys-

tematic uncertainties related to selection e�ciencies

and backgrounds will shrink as
p
N . For the case

of 2 fb�1 we �nd that the measurement of the sin-

gle top cross section will have a total uncertainty of

approximately 24%.

The single top cross section is directly proportional

to the partial width �(t ! Wb) and assuming there

are no anomalous couplings, this is a direct measure

of jVtbj2. There are theoretical uncertainties in con-

verting the cross section to the width, notably for the

gluon fusion process. Taking these into account, we

anticipate that a measurement of the total single top

rate with 2 fb�1will translate in a precision of 26%

on �(t! Wb) and 13% on jVtbj.
The theoretical determination of W� is more reli-

able than that of W-gluon fusion since initial state

e�ects can be measured in the similar Drell-Yan pro-

cess, and if the data set is large enough this may

a�ord the best precision on the width. The two pro-

cesses can be separated by requiring two b-tags since

the double tag rate for W* production is close to a

factor of 5 more than that of W-gluon fusion.

2.2.8 Search for Anomalously Large Rare

Decays

� t! Zc; c

� t! WZb

� t! W+W�c

� t! Hc

The standard model predicts that the branching

fractions of FCNC top decays are around 10�10 [29],

out of reach for even the LHC. Any observation of

such decays will signal new physics. As illustration,

we consider the signal for a avor changing neutral

Mtt  GeV/c2

SM Top Production + Z‘ Production

E
ve

nt
s/

25
 G

eV
/c2

MZ‘ = 800 GeV/c2

Number of Evts in 700-Mtt-900
Observed:        87
Expected SM Top: 17

Dashed Line: Fit from 400-600

1

10

10 2

400 500 600 700 800 900 1000

Figure 2.8: A hypothetical mt�t spectrum with an
800 GeV/c2 Z0 topcolor boson. The rate is based
on the theoretical predicted cross section for t�t
production and Z0 production [31] with 2 fb�1.

current decay t! c in a t�t event. If the other top in

the event decays in the leptonic channel, the accep-

tance is almost the same as the standard model lep-

ton+jets mode, and it then becomes a simple matter

to scale from present results. The background from

W+ + two jets is about 1 fb. Although it is unlikely

that this background will be kinematically consistent

with tt (for example, that m( + j) = m(t)), we

take the very conservative assumption that this back-

ground is irreducible. We �nd that 2 fb�1will probe

branching fractions for this decay down to 3:0�10�3

Sensitivity to other rare decays can be scaled from

this estimate. For the case t ! Z + c, where the Z

decays to leptons, after adjusting for branching ratios

and di�erent backgrounds, we �nd sensitivity down

to 1.5%.

2.2.8.1 Dynamical Symmetry Breaking

Because of its large mass, the top quark is an ex-

cellent probe for physics beyond the standard model.

Theories which implicate top in the electroweak sym-

metry breaking mechanism, such as a color-octet vec-

tor meson associated with a top condensate[33] or

multiscale technicolor[34], predict enhancements or

changes in the shape of the t�t invariant mass spec-

trum (mt�t) and the top quark transverse momentum
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Measurement 2 fb�1 Comment

Yields

N3jet�b 990 identi�ed events

N4jet�2b 240 clean mt sample

�mt 3 total precision GeV/c2

Production

��
t�t 9% test top QCD couplings

��ll=�l+j 12% test non W decay

��
t�bX+b�tX 24% isolate \single top"

�� � B(Z0 ! t�t) 90 fb \topcolor" MZ0 = 1 TeV/c2

Decay

�B(t! W (b)) 2.8% from N(bb)/N(bX)

�B(t! b(W )) 9% from N(ll)/N(lX)

�B(WV+A) 2.7% W ! l � helicity

�B(Wlong)) 5.5%
Wlong

Wleft
= 1

2(
mtop

mW
)2

��(t! Wb) 26% using single top

�Vtb 13% from above

Rare Decays

B(c ) � 2:8� 10�3 (95% CL)

B(cZ) � 1:3� 10�2 (95% CL)

B(Hb) � 12% from �ll=�l+j

Table 2.3: Summary of expected measurement accuracies for an integrated luminosity of 2 fb�1

distribution (P
top

T
).

CDF is currently searching for resonances, X ! t�t,

in the Mt�t spectrum by reconstructing Mt�t on an

event-by-event basis using the same event sample and

constrained �tting techniques used in the top mass

measurement, with an additional constraint that the

t and �t decay products have a mass equal to the mea-

sured mtop. By the end of Run I, we should have sen-

sitivity to new objects with masses as large as 500-

600 GeV/c2. In the absence of a signal, limits in Run

II will be as high as 1000 GeV/c2. New resonances

with masses below the limit could be observed. For

example, Figure 2.8 shows the Mt�t spectrum for 2

fb�1 with standard model t�t production plus the ad-

dition of a topcolor Z0 at 800 GeV/c2 [31], where the

Z0 decays to a t�t pair. In this theory, the branching

fraction of Z0 to t�t pairs is potentially large (50-80%)

but depends on the Z0 width. In the case shown in

Figure 2.8, we would expect 17 events from standard

model t�t production in the range 700< Mt�t < 900

GeV/c2 and 70 events from Z0! t�t in this range. The

Mt�t spectrum along with other t�t production distri-

butions provide an excellent means for searching for

new phenomena.

2.2.9 Summary of Top Physics

For the next decade, the Tevatron will be the only

accelerator capable of producing the top quark, and

an upgraded CDF II detector will be well-suited for

the study of top physics. The increased coverage of

the SVX II detector and muon systems will allow us

to tag at least one b-quark in � 65% of t�t events and

both b-quarks in 20% of the events. With 2 fb�1

of integrated luminosity, we expect 1000 single SVX-

tagged t�t events in the lepton+jets channel.

The top physics program possible with this sample

is summarized in Table 2.3. We expect to measure

the top mass, a fundamental electroweak parameter,

with a precision of approximately 3 GeV/c2. Mea-

surements of branching ratios, angular distributions,

and top production mechanisms with the sensitivi-

ties listed in Table 2.3 will provide the �rst complete
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characterization of this new fermion. Our catalog of

possible measurements is hardly complete. But in

the event that the top quark yields surprises, these

sensitivities benchmark the capability to explore new

physics at the Fermilab Tevatron.
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2.3 Precision Electroweak Pro-

gram

2.3.1 Introduction

The comparison of diverse precision experimental

measurements to expectations from the Standard

Model [1] allows precise tests sensitive to new physics

at scales above the electroweak scale, as well as a de-

termination of the Higgs mass within the framework

of the model [2]. Global electroweak �ts until now

have been largely dominated by LEP data, with con-

tributions from the SLAC polarization measurement,

W mass measurements in �pp interactions, neutrino

neutral current data, and most recently the measure-

ment of the top mass [3] at the Tevatron.

Precision measurement of the top mass and the

W mass are primary goals of CDF II. In addition,

in the electroweak sector, the W width and leptonic

branching ratio, the tri-linear couplings of the W , Z

and , and the forward-backward charge asymmetry

of dileptons at the Z pole and above are important

Standard Model parameters. These measurements

together will take the global electroweak �t to a new

level of precision, and do so completely in the context

of a single experiment.

In this section we discuss measurements directly

involving the gauge bosons. We begin with the ex-

pected event yields of W , Z, and diboson produc-

tion for Run II with 2 fb�1. We then discuss the

CDF Electroweak measurements for Run I and CDF

II prospects for Run II.

Studies of the Run II sensitivities for Electroweak

physics at CDF II, and their competitiveness with

LEP-II, LHC and NLC experiments are also detailed

in the DPF Summary Report of the Working Sub-

group on Anomalous Gauge Boson Interactions [4]

and more recently in the Intermediate Vector Boson

Physics chapter of the TeV-2000 Report [5].

2.3.2 Event Yields

The Electroweak physics potential can best be illus-

trated by the expected event yields forW , Z, and di-

boson production. We �rst list the event yields with

2 fb�1 with the Run Ib con�guration, and compare

the lepton identi�cation and acceptances for Run Ib

with those for Run II. There is a signi�cant improve-

ment in the event yields of W , Z, and diboson pro-

duction when the lepton and photon acceptances are

Figure 2.9: E=p distribution of electrons from W

decays. The solid (dotted, dashed) histogram uses

8% Xo (17% Xo, 30% Xo) of the detector material

up to the middle of the CTC.

extended to high �, and the high � leptons and pho-

tons also enable some previously inaccessible physics.

2.3.2.1 Improvement from the integrated lu-

minosity and
p
s

The expected event yields forW , Z, and diboson pro-

duction, when the Run Ib con�guration is assumed,

are listed in Table 2.4. The results are based on

the acceptances and e�ciencies measured from Run

I analyses. For Run II,
p
s will be 2.0 TeV instead of

1.8 TeV, which will increase W and Z cross sections

by �12% and diboson cross sections by 13% � 22%.

2.3.2.2 Lepton Identi�cation and Accep-

tances

We compare the lepton identi�cation and acceptances

for Run I with those for Run II.

� Electrons

The identi�cation of electrons relies heavily on

the correlation of tracking information with

calorimetric measurement of shower energy and

position.

For Run II, the identi�cation and treatment of

central electrons will be very reminiscent of Run
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channel number of events �2:0TeV=�1:8TeVp
s = 1:8 TeV, (A; �)RunIb

W ! e� (ec) 1,000,000 1.12

W ! e� (ep) 400,000 1.12

W ! �� (�c) 600,000 1.12

W ! �� (�f ) 44,000 1.12

Z ! ee (ec, ec;p;f) 130,000 1.12

Z ! �� (�c, �c) 50,000 1.12

W, E

T > 10 GeV (c;p) 1,500 1.13

Z, E

T > 10 GeV (c;p) 450 1.13

WW ! `�`� 77 1.17

WZ ! `�`` 9.6 1.22

ZZ ! ```` 1.2 1.19

Table 2.4: Expected W , Z, and diboson event yields with 2 fb�1 when the Run Ib con�guration is assumed, and the

increase in cross sections with
p
s = 2.0 TeV. c, p, and f for electrons represent Run I CEM, PEM, and FEM, and c

and f for muons represent Run I CMU/P and FMU.

channel lepton (e) rapidity

1.0 1.5 2.0 2.5

W ! `� (1.00) 1.42 1.98 2.26

Z ! `` (1.00) 2.13 3.30 3.61

W, E

T > 10 GeV, � < 1:0 (1.00) 1.26 1.48 1.53

W, E

T > 10 GeV, � < 1:5 1.28 1.64 1.95 2.03

W, E

T > 10 GeV, � < 2:0 1.54 2.01 2.42 2.53

W, E

T > 10 GeV, � < 2:5 1.63 2.14 2.59 2.72

Z, E

T > 10 GeV, � < 1:0 (1.00) 1.68 2.26 2.36

Z, E

T > 10 GeV, � < 1:5 1.27 2.17 2.96 3.11

Z, E

T > 10 GeV, � < 2:0 1.51 2.63 3.65 3.85

Z, E

T > 10 GeV, � < 2:5 1.59 2.79 3.92 4.15

WW ! `�`� (1.00) 1.70 2.14 2.33

WZ ! `�`` (1.00) 2.68 4.37 5.33

ZZ ! ```` (1.00) 2.62 4.10 4.81

Table 2.5: Improvement in acceptances of W , Z, and diboson production for various lepton and photon � cuts,

normalized to those with � of leptons and photons less than 1 (listed in parentheses), by using Monte Carlo events

simulated on the basis of the Run I detector and triggers. The entries below are for the electron channel only, and the

muon channel results will be very similar to the electron ones. Electrons are required to have ET > 25 GeV.
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Figure 2.10: The j�detj distributions of plug W

electrons. Events in CTC sample are concentrated

in the low j�detj because the CTC track �nding

e�ciency quickly falls. The SVX sample events

are populated more uniformly in j�detj.

I: the EM calorimeter is identical, and the track-

ing performance and amount of material tra-

versed will be very similar.

The interesting new feature for Run II will be

the identi�cation of electrons in the plug region

1:0 � j�j � 2:0. For Run I, the purity of the plug

electrons was relatively poor mainly because the

tracking information in this region was poor or

completely absent. The CTC track-�nding e�-

ciency fell very rapidly in the range of detector �

(�det) covered by the plug calorimeter. As shown

in Figure 2.10, it is about 60% at j�detj � 1:5 and

almost 0 at j�detj � 1:8.

Recently a new technique for the charge deter-

mination was developed where the SVX track is

used in conjunction with the plug electromag-

netic cluster (see Section 2.3.7). With this tech-

nique, the electron charge can be determined up

to j�detj � 2:3. The e�ciency of this technique

at present is only 50 � 60 % due to the short

length of the SVX0.

With SVX II+ISL+COT integrated tracking for

Run II, the momentum information will be bet-

ter, more e�cient, and available over a wider

range in �. The total material before electrons

hit the plug upgrade detector will be roughly 50-

60wide E=p distribution as shown in Figure 2.9,

but overall we will improve the electron e�ciency

quite a bit, reduce QCD background, and make

the QCD background estimate easier. Plug elec-

trons will signi�cantly improve the yields for W

and Z bosons, and allow us to examine some pre-

viously inaccessible electroweak physics topics at

high �.

As listed in Table 2.5, the acceptances of W and

Z production are almost doubled by changing

the � cut from j�j < 1 to j�j < 2. The ac-

ceptances of the diboson productions are almost

tripled (see Table 2.5 and Figures 2.11 and 2.12.

More importantly, the high � leptons and pho-

tons provide opportunities for previously inac-

cessible physics. The high � leptons are very

sensitive to physics in the small x region (the W

charge asymmetry and Drell-Yan cross sections;

see Section 2.3.7), and the high � leptons and

photons are essential to observe the radiation

zero in the W production (see Section 2.3.5).

Therefore it is important to trigger on plug elec-

trons. The expected Level-1 and Level-3 trig-

ger rates for the plug electrons are much smaller

than the available bandwidth, but Level-2 is an

issue. Extrapolating from Run Ib Level-2 plug

electron trigger rates, the Run II plug electron

rate in the region 1:1 < j�detj < 2:4 using the

simple requirementEPEM
T > 20GeV is estimated

to be about 40 Hz at L = 2 � 1032 and the

132 ns bunch spacing. This trigger was not

e�cient enough for W events for Run I. The

more e�cient trigger was EPEM
T > 15GeV and

E/T > 15GeV . At L = 2� 1032 and the 132 ns

bunch spacing, the rate of this trigger is esti-

mated to be about 70 Hz. For the trigger sys-

tem designed to handle 300 Hz at Level 2, this is

uncomfortably high. Therefore it is essential to

improve the background rejection by providing

additional detector information to the Level-2

system. For example, the Plug shower maximum

detector information, the isolation requirement,

or the high � track requirement can improve the

rejection.

� Central muons

The central muon quality won't change much

from Run I to Run II. The Run II tracking de-
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Figure 2.11: The lepton charge signed pseudo-rapidity distribution of the lepton and the photon in the W

production.
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Figure 2.12: The lepton charge signed pseudo-rapidity distribution of the lepton and the photon in Z production.
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tectors will be able to maintain the good reso-

lution and e�ciency despite the higher luminos-

ity. There will be additional muon acceptance

for Run II, and the samples of W ! �� and

Z ! �� will both be increased by 30%.

� Intermediate muonsAs described in Sec 10.6,

muon detection will be added in the region

1:0 � j�j � 2:0. The arguments for interme-

diate muons are similar to those for plug elec-

trons: they will be quite helpful for multilepton

signatures such as WW; WZ; ZZ decaying to

leptons, and for the W charge asymmetry mea-

surement. These will also provide a good han-

dle to reduce the Z ! �� background in the

W ! �� sample.

2.3.3 W Mass

The mass of theW boson is a fundamental parameter

of the Standard Model. A direct measurement ofMW

can be compared with the prediction from LEP and

SLC results as a test of the SM. In the context of

other precise electroweak measurements, direct and

precise measurements of MW and Mtop provide an

indirect constraint on the Higgs boson mass,MH , via

electroweak radiative corrections. The ultimate test

of the SM may lie in the comparison of this indirect

determination of MH with its direct observation.

At the Tevatron, theW mass is extracted from a �t

to the W transverse mass, MW
T , distribution which

sharply peaks in the vicinity of MW . The 4 pb�1 of

the 1988-89 Tevatron Collider run enabled CDF to

measure the W mass to be

MW = 79:91� 0:39 GeV=c2 [7];

and with 19 pb�1 from Run Ia CDF measured

MW = 80:41� 0:18 GeV=c2 [8]:

This measurement is an important component of the

world average of MW = 80:35� 0:13 GeV. The un-

certainties for the Run Ia measurement are shown

in Table 2.6. Figure 2.13 (a) shows the sensitivity

in the MW -Mtop plane of this result when combined

with the valueMtop = 176:8�6:5 GeV=c2, compared

to theoretical predictions based on electroweak radia-

tive corrections [9].

In the following section we will argue that a data

set of 2 fb�1 will allow CDF II to measure theW mass

to �40 MeV/c2, which is comparable to the overall

LEP2 expectation (� 40 MeV). Figure 2.13 (b) shows

the sensitivity in theMW -Mtop plane of this estimate

when combined with the expected precision �Mtop for

the same dataset. The precision measurement of the

W boson and top quark mass with CDF II will allow

inference of the Standard Model Higgs boson mass

with an uncertainty of less than �MH � 2MH [2].

The uncertainties in the current Run Ib measure-

ment scale rather well with statistics from the previ-

ous measurement; while the di�culty of the measure-

ment has increased, no systematic limitation is yet

evident. The statistical improvement using �90 pb�1
of data from Run Ib is illustrated in Figure 2.14. For

Run II, statistical uncertainty and most of systematic

uncertainties are expected to be reduced signi�cantly.

The individual uncertainties are briey discussed.

� Statistical uncertainty

For Run Ib the typical instantaneous luminos-

ity at the beginning of runs was about 2 �
1031 cm�2 sec�1 and we had about 2.5 extra

minimum bias events overlying W and Z events

on average. This results in about a 10% loss

in statistical precision due to the degraded res-

olution in the recoil measurement in Run Ib as

opposed to Run Ia. For 132 ns operation in Run

II the increased number of bunches will more

than compensate for the higher luminosity and

the number of extra minimumbias events will be

to the Run Ia level. This will give us a situation

which is better than Run Ib.

� Track momentum scale and resolution

Scale: Knowledge of material in the tracking

volume is of importance in determining the mo-

mentum and energy scale. The associated sys-

tematics are the uncertainties in the muon en-

ergy loss (dE=dx) for the momentum scale and

in the radiative shift of the electron E=p peak

for the energy scale. Although the amount of

material in the tracking volume will be changed

we have shown that photon conversions allow

us to measure the amount of material in radi-

ation length quite accurately, as illustrated in

Figure 2.15 and can reduce the uncertainties on

the W mass measurement. However, the dE=dx

muon energy loss requires information of the ma-

terial type in addition to the radiation length.

For example, unknown type of 1% Xo material

leads to about 10 MeV uncertainty in the W
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Source of Uncertainty Uncertainty (MeV/c2)

W ! e� W ! �� Common

Statistical 145 205 �
Lepton Energy/Momentum Scale 120 50 50

Lepton Energy/Momentum Resolution 80 60 �
Recoil modeling 60 60 60

Trigger, Event Selection 25 25 �
Backgrounds 10 25 �
W Production Model 75 75 65

(PW
T , PDF, QCD higher order corr., QED rad. corr.)

Fitting 10 10 �
Total Uncertainty 230 240 100

e and � Combined Uncertainty 180

Table 2.6: Summary of uncertainties in the Run Ia W mass measurement.

Source of Uncertainty Uncertainty (MeV/c2)

W ! e� W ! �� Common

Statistical 14 20 �
Lepton Energy/Momentum Scale 20 15 15

Lepton Energy/Momentum Resolution 8 6 �
Recoil modeling 6 6 6

Trigger, Event Selection 10 10 �
Backgrounds 5 10 �
W Production Model 30 30 30

(PW
T , PDF, QCD higher order corr., QED rad. corr.)

Fitting 5 5 �
Total Uncertainty 42 40 34

e and � Combined Uncertainty 38

Table 2.7: Estimate of uncertainties in the W mass measurement for 2 fb�1.
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mass measurement.

Resolution: It is important to assess the im-

pact of high luminosity running on the track

momentum resolution. In Run Ib, the CTC

track resolution degraded with luminosity, but

could be recovered when SVX hits or the SVX

beam position were added to the tracking. For

instance, if we compare early Run Ib (L �
0:2� 1031) to later Run Ib (L � 1 � 1031), the

CTC track resolution observed in the width of

the J= peak worsens by 35%, but the SVX

+ CTC track resolution worsens by only 10%.

The new tracking system incorporates this link-

ing naturally across all detectors (for j�j � 1:0),

and as a consequence, the momentum resolution

at N = 6 (L = 2�1032cm�2s�1) is almost identi-

cal to the resolution at N = 1. This is discussed

in detail in Chapter 7, see especially Sec. 7.6.3

and Fig. 7.14.

The MW uncertainty due to the momentum

resolution uncertainty will scale with statistics

since the resolution is determined using Z ! ��

events.

� Calorimeter energy scale and resolution

The dominant uncertainty in the electron en-

ergy scale for Run Ia was from the uncertainty

in amount of material in radiation length, and

statistics. As described above, the amount of

material is expected to be well measured by pho-

ton conversion events for Run II, but with com-

plications due to the increase in the amount of

material: the statistics of the conversion sam-

ple will be reduced by � 13% (because of the

broadening of the electron E=p), and higher or-

der QED corrections might be necessary.

The MW uncertainty due to the energy resolu-

tion uncertainty will scale with statstics since the

resolution is determined using Z ! ee events.

� Recoiling energy modeling

The detector response to the recoil energy

against W is directly calibrated using Z ! ee.

Therefore the uncertainty will scale with statis-

tics. For Run II with the muon coverage at high

�, Z ! �� can also be used.

� W Production model

PW
T : For the PW

T spectrum, the PZ
T distribution

from ee; �� and a new theoretical calculation

which includes soft gluon resummation e�ects
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Figure 2.16: Change in derived W ! e� mass (�M e
W ) versus the signed deviation in units of standard deviations

from the average Run Ia W asymmetry measurement (�) for various PDFs. The lower edge of the �tting region is

(a) 60, (b) 65, and (c) 70 GeV. Note that raising the lower edge of the �tting region makes the result less sensitive to

PDFs, particularly for variation not correlated to the asymmetry.

and W , Z decays are expected to provide appro-

priate checks and improved theoretical guidance,

and will make it possible to reduce the current

uncertainty of 45 MeV in MW substantially.

Parton Distribution Functions: The Run Ia

uncertainty in PDF's (50 MeV) was constrained

by the CDF W asymmetry measurement (see

Figure 2.16; the dotted lines indicate �2 stan-

dard deviations from the Run Ia W asymme-

try measurement.) This particular advantage in

constraining the PDF systematic uncertainty in

the W mass may soon be saturated, and with

the same technique the uncertainty of 25 MeV in

MW is estimated for Run II. (With more statis-

tics, the dotted lines in Figure 2.16 will get closer

to zero, but �MW won't.) This will then be the

dominant uncertainty in MW for Run II.

The fact that the PDF uncertainty in MW does

not scale with the W asymmetry uncertainty in-

dicates that parameters in PDFs sensitive to the

W charge asymmetry are not the only ones sensi-

tive to the MW
T distribution. Monte Carlo stud-

ies show that the W charge asymmetry is sensi-

tive to < u > and < d >, and the MW
T distri-

bution has a weak but not small dependence on

�RMS
u and �RMS

d in addition to a strong depen-

dence on < u > and < d >. The y distributions

of Z (yZ) from dileptons have some sensitivity

to constrain PDFs in �RMS
u and �RMS

d , and this

may help reducing the PDF uncertainty in MW .

However, to do this a precise measurement (bet-

ter than 1%) of Z e�ciency as a function yZ in

a wide rapidity region is required.

An alternative solution to reduce the PDF un-

certainty will be raising the minimum MW
T for

�tting. This is illustrated in Figure 2.16 (a), (b)

and (c). However, this will imply a larger statis-

tical uncertainty.

QCD higher order corrections : The e�ects

of higher-order QCD corrections on the W po-

larization and on a correlation between PW
T and

yW were investigated for Run Ia and were esti-

mated to be 20 MeV in MW . There have been

an improved theoretical calculation of W and Z

production, which may allow to reduce this un-

certainty further.
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QED Radiative corrections : Radiative cor-

rections in MW are rather large: the shifts in

MW due to the �nal state radiation are 65 MeV

in the W ! e� channel and 168 MeV in the

W ! �� channel. For Run Ia, the uncertainty

in these shifts due to missing diagrams was es-

timated to be 20 MeV. Recently, a more thor-

ough calculation [10] of radiativeW and Z boson

production and decay, including initial and �nal

state radiation, �nite lepton masses, and �nite

W , Z width e�ects. This will make it possible

to reduce the error associated with radiative cor-

rections substantially in the future.

� Backgrounds

The uncertainty which does not scale with statis-

tics will be from the Z ! �� background (one

muon in the central muon chambers and the

other muon in high � region) in the W ! ��

sample. The uncertainty due to the choice of

PDF's for this background led to 10 MeV uncer-

tainty in MW for Run Ia. For Run II, the track-

ing upgrade (well measured IFT+SVX II tracks

in the region 1 < j�j < 2) and the forward muon

upgrade (muons in the region 1:5 < j�j < 3) to-

gether with the muon signature in the plug up-

grade calorimeter will remove most of this back-

ground and will reduce the uncertainty.

� Trigger Bias

For Run Ia, there was 25 MeV uncertainty due to

a possible momentum dependence of the muon

triggers in the W ! �� channel. For Run Ib,

ET threshold for Level-2 electrons was raised and

the track resolution was degraded with luminos-

ity. This may have caused trigger biases in both

e and � samples, which can be included in the

simulation. Even though these biases are in the

simulation, the uncertainty does not necessarily

scale with statistics. For Run II, it is important

to have unbiased triggers. That is, the momen-

tum thresholds are low enough not to introduce

a PT or ET dependence above 25 GeV. Also it is

essential to keep triggers without any isolation

requirement.

We make a conservative estimate that 2 fb�1 will

allow CDF II to measure theW mass to�40 MeV/c2,

which is comparable to the overall LEP2 expectation

(� 40 MeV). The list of uncertainties is shown in

Table 2.7. In making this estimate, we have not in-

cluded important bene�cial e�ects of the muon up-

grades, such as the increase in the central muon ac-

ceptance and the improved forward muon acceptance

to reduce the uncertainty in the Z ! �� background.

2.3.4 W Width

The leptonic branching ratio of the W may be in-

ferred from the ratioR = � �Br(W ! l�)=� �Br(Z !
ll), using LEP measurements for the Z couplings and

a theoretical prediction of the production cross sec-

tion ratio. Before the top quark was discovered, this

measurement was used to exclude hidden top scenar-

ios. Now it is a standard model consistency check.

For Run Ia [11] CDF measured Br(W ! e�) =

0:109� 0:005. If one further assumes standard cou-

plings for W ! e�, one can derive a value for the

total width of the W , �W = 2:064� 0:085 GeV. The

theoretical uncertainty in the cross section ratio is

expected to limit precision to about �1%. However,
the upgraded momentum measurement in the region

1 < j�j < 2 should give improved acceptance system-

atics, lessening the dependence on the parton distri-

bution functions.

For Run Ia, CDF measured � � Br(W ! e�) =

2:51 � 0:12 nb and � � Br(Z ! ee) = 0:231 �
0:012 nb [13]. These measurements are approaching

the �3:6% level of the luminosity normalization [14].

The W width can be measured directly from the

shape of the transverse mass distribution (see Fig-

ure 2.17). For MW
T > 110 GeV/c2 resolution ef-

fects are under control and using Run Ia in the mode

W ! e�, CDF measured �W = 2:11�0:32 GeV [15].

The uncertainties will likely scale with statistics al-

lowing a �30 MeV measurement for 2 fb�1, much

better than the LEP2 expectation of �200 MeV.

Figure 2.18 summarizes indirect and direct measure-

ments of �W so far and the predicted uncertainty for

2 fb�1 from the direct measurement.

2.3.5 Gauge Boson Couplings

The Standard Model makes speci�c predictions for

the trilinear couplings of the gauge bosons, W , Z,

and . The nature of these couplings can be investi-

gated via studies of W and Z production [16] and

WW , WZ and ZZ pair production [17]. The ma-

jor goals of these studies will be testing the Standard

Model prediction(s) and searching for new physics.

The numbers of candidates and backgrounds, and
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Figure 2.17: Transverse mass distribution (MW
T )

for W ! e� candidates along with background

and signal expectation. The inset is the �t to

MW
T > 110 GeV/c2.

Figure 2.18: Indirect and direct measurements of

�W and the predicted uncertainty from the direct

measurement for 2 fb�1 of data. The dotted band

represents the standard model prediction.

Figure 2.19: The double di�erential distribution

d2=dy()dy(`) for p�p ! W+ ! `� (Left) and

Z ! `` (Right).
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Figure 2.20: The measured cross sections of dibo-

son productions and the theoretical predictions

the measured cross section for each production mode

are summarized and the cross section is compared

with the theoretical expectation in Table 2.8 and Fig-

ure 2.8.

From the absence of an excess of events at large E

T

in W and Z production, with 67 pb�1 combined

e + � Run Ia+Ib data we have extracted 95% CL

limits on WW and ZZ anomalous couplings, such

as �1:8 < �� < 2:0 and �0:7 < � < 0:6.

W production in p�p collisions is of special inter-

est due to the SM prediction of a radiation amplitude

zero in the charge-signed QW � cos �� distribution at

� �0:3. The radiation zero is also predicted to man-

ifest itself as a \channel" in the charge-signed QW �`
vs. QW � 2-dimensional distribution [18] shown in

Figure 2.19, and as a strong \dip" in the charge-

signed photon-W decay lepton rapidity di�erence dis-

tribution, QW � (� � �`) at � �0:3. For Run II data
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Mode L Data Backgrounds �dibosonexp �dibosontheory

(` = e; �) (pb�1) (events) (events) (pb) (pb)

W ! `�;  67 109 26:4� 3:6 20:7� 3:0 18:6

WW ! `�; `� 1 10 5 1:21� 0:30 10:2+6:5
�5:3 9:5

WZ ! `�; `` 110 1 0:3+0:8
�0:3 3:2+5:0

�3:2 2.5

Z ! ``;  67 31 1:4� 0:4 5:7� 1:4 4:8

ZZ ! ``; `` 120 1 ? ? 1:0

Table 2.8: The numbers of candidates and backgrounds, and the integrated luminosity for each production mode.

Also the measured cross sections and the theoretical expectations are listed.
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Figure 2.21: The lepton charge signed pseudo-rapidity di�erence distribution in the W production for j�`j < 1:0

and j�j < 1:0 (Left), and j�`j < 2:5 and j�j < 2:5 (Right).
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Figure 2.22: 95% CL limits on anomalous couplings. Present limits (Left) and expected limits with 2 fb�1 (Right)

on WWV (V = W; ) anomalous couplings.

sets the rapidity di�erence distribution is a more use-

ful variable. A su�cient rapidity coverage is essential

to observe the radiation zero, which is demonstrated

in Figure 2.21. If both central and plug (j�j < 2:5)

electrons and photons can be used, the simulations

indicate that with integrated luminosities of 1 fb�1

it will be possible to conclusively establish the dip

in the photon lepton rapidity di�erence distribution.

On the other hand, for central electrons and photons

only, the dip is not statistically signi�cant.

Currently, we are in the process of analyzing our

Run Ib data, and have succeeded in extending our

photon selection into the plug region. We are also

in the process of re-analyzing our Run Ia data with

the new plug photon selection. From 110 pb�1 com-

bined Run Ia+Ib e+� data, including plug photons,

we have increased our W, Z data sample sizes by

more than a factor of 10 over the original Run Ia

W, Z analysis. We hope to have preliminary re-

sults on (signi�cantly) improved limits on WW and

ZZ anomalous couplings, the W radiation zero

and other interesting results from analysis of the full

Run Ia+Ib e+ � combined W, Z data in the very

near future.

For Run II, we anticipate that the current results

from CDF will undergo further signi�cant improve-

Figure 2.23: Present limits on ZZ anomalous

couplings.
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ment(s) with 2 fb�1 integrated luminosity, in con-

junction with the Run II upgrades of the overall

tracking, calorimeter, muon and DAQ systems. Run

II SM W and Z event yields are expected to be

� 1500 and 450, respectively, using the current event

selection criteria.

Limits on WW and WWZ anomalous couplings

are also obtained from the absence of an excess of

high-PT WW andWZ boson pairs [17]. In this anal-

ysis, one vector boson is observed to decay leptoni-

cally and the other hadronically, as a jet pair of ap-

propriate mass. The boson PT is required to be high

enough to avoid W + jets background. Analysis of

the Run Ia+Ib WW;WZ ! `�+ 2 jets data result in

the limits �0:7 < ��V < 0:9 and �0:5 < �V < 0:5

at 95% CL. The absence of an excess of high-PT WW

pair events in our data also simultaneously excludes

a zero-strength WWZ coupling at greater than 99%

CL, thus beautifully con�rming the existence of the

delicate WW -ZWW gauge cancellation predicted

by the Standard Model, which is required if the the-

ory is to be renormalizable!

Figure 2.22 (Left) summarizes current limits on

WWV (V = ; Z) anomalous couplings. Figure 2.23

summarizes current limits on ZZ anomalous cou-

plings. The limits on Z anomalous couplings are

comparable to those of ZZ couplings. The sensi-

tivity for CDF II WWV and ZZ anomalous cou-

pling measurements with 2 fb�1 are anticipated to

be comparable, and complementary, to those antici-

pated from LEP-II experiments. For example, with

2 fb�1 of data, limits on j��V j should get to about

0.3 and limits on j�V j to about 0.1 (see Figure 2.22,
right).

WW boson pair production, where both W 's de-

cay leptonically can be readily distinguished from t�t

production and decay to dilepton �nal states. Using

�110 pb�1 from Run Ia+Ib data, CDF sees 5 candi-

dates with an expected background of 1.3 events and

an expected signal of 2.6 events. These events are

quite central and the additional acceptance provided

by the upgrades of about 30-40% comes primarily

from central muon upgrades. For 2 fb�1 integrated

luminosity, � 100 WW dilepton pairs are expected,

for the Standard Model prediction.

2.3.6 Forward-Backward Z Asymmetry

The presence of both vector and axial-vector cou-

plings of electroweak bosons to fermions in the pro-

cess q�q ! Z0= ! e+e� gives rise to an angular

asymmetry, \Forward-Backward Asymmetry", in the

emission angle of the electron in the rest frame of the

electron-positron pair. This asymmetry, AFB, is a di-

rect probe of the relative strengths of the vector and

axial-vector couplings over the range of Q2 being con-

sidered. In addition, AFB constrains the properties

of any hypothetical heavy neutral gauge bosons not

included in the Standard Model. For values of Q2

signi�cantly larger than M2
Z , AFB is predicted to be

large and positive (approximately 0.5), so a statis-

tically signi�cant measurement can be made with a

small number of events.

From�110 pb�1 of the Run I dielectron data, CDF
has measured AFB to be 0:074�0:017 using a sample

of 5473 events in the Z pole region de�ned by 75 <

Mee < 105 GeV, and 0:45 � 0:11 using a sample of

172 events in the high mass region de�ned by Mee >

105 GeV. These measurements can be compared with

the Standard Model predictions of 0:052� 0:002 and

0:528 � 0:009. Table 2.9 summarizes our measured

values for AFB and its uncertainties in both invariant

mass regions.

With 2 fb�1 of data from Run II, we anticipate

the detection of over 100,000 electron pairs resulting

fromDrell-Yan processes, all with invariant masses in

excess of 75 GeV/c2. Such a large number of events

will allow for precision measurements of the angular

distributions of the electron pairs both at and above

the Z0 pole.

In the vicinity of the Z0 pole, for electron pairs with

invariant mass between 75 GeV/c2 and 105 GeV/c2,

it will be possible to extract a precision measure-

ment of sin2 �
eff
W from AFB . The Run I measure-

ment of AFB at the Z0 pole [19] has a total un-

certainty dominated by statistical uncertainty, with

the other sources of uncertainty (from background

level determination and electron pair mass resolu-

tion) expected to scale with statistics as well. For in-

stance, the Run II upgraded plug detector and track-

ing system expanded to higher eta region will reduce

the background. The uncertainty in sin2 �
eff
W should

also scale with statistics since AFB is proportional to

(sin2 �
eff
W � 0:25). Under the assumption that all un-

certainties scale with statistics, we expect an uncer-

tainty in AFB of 0.003 and an uncertainty in sin2 �
eff
W

of 0.001. The Run II measurement of AFB at the Z0

pole is not expected to discriminate between di�er-

ent choices of parton distribution functions, as the

current theoretical uncertainty in AFB due to struc-
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75 GeV/c2 < Mee < 105 GeV/c2 Mee > 105 GeV/c2

CC CP CC CP

Raw event sample 2611 2862 91 81

Background 6� 2 139� 26 1+2
�1 27� 15

Predicted Asymmetry 0.048 0.52

Measured Asymmetry 0.074 0.45

Uncertainty in AFB

Statistical 0.016 0.10

Background subtraction 0.003 0.05

Mass Deconvolution 0.003 0.04

Total uncertainty 0.017 0.11

Table 2.9: Run I (110 pb�1) measurements of AFB .

Figure 2.24: The invariant mass distribution of events in the high mass sample.(Left) and the pole region sample

(Right).
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Figure 2.25: Results of our measurement of AFB ,

compared with a Standard Model calculation.

The solid line is a bin-by-bin calculation of AFB

(MRSA), and the dashed line is the same calcula-

tion integrated over the two mass regions.

ture function uncertainty is approximately 0.001 [20].

With the increased statistics it may also be possible

to observe the rapid variation of AFB as the electron

pair mass varies between 75 GeV/c2 and 105 GeV/c2.

It should be noted that if sin2 �
eff
W is measured

to within 0.001 as expected, then the CDF II result

will be competitive with the LEP I and SLD results

which measure sin2 �
eff
W from jet charge asymmetries

in hadronic Z0 decays. For example, the ALEPH

collaboration reports a measurement of sin2 �
eff
W

from light quark jets of 0:23222 � 0:00081(stat.) �
0:00070(syst.) � 0:00080(theor.), where the last two

sources of uncertainty arise chiey from mismeasure-

ment of jet charge and theoretical assumptions about

jet fragmentation, respectively [21]. By virtue of

measuring the inverse process, where electrons are in

the �nal state and quarks are in the initial state, the

CDF II measurement will not be sensitive to these

systematic e�ects, and may therefore have a compa-

rable total uncertainty with very di�erent systematic

uncertainties.

Well above the Z0 pole, for electron pairs with in-

variant mass in excess of 105 GeV/c2, AFB is domi-

nated by Z0/ interference, and a large positive value

is predicted for AFB with a very at dependence in

electron pair invariant mass. There can be strong

variations in AFB with invariant mass due to a vari-

ety of exotic physics at higher invariant mass scales,

including most Z0 or composite Z models [22], and

also lepton compositeness models. Moreover, if a Z0

is discovered at CDF II, AFB measurements will pro-

vide discrimination between various Z0 models [22].

As with the measurements of AFB at the Z0 pole,

we expect the uncertainty in the measurements above

the Z0 pole to scale with statistics compared to the

Run I measurement [19]. For electron pairs with in-

variant mass between 105 GeV/c2 and 195 GeV/c2,

we expect to collect approximately 2500-3000 events.

Using this entire sample we expect to measure AFB to

within 0.02, and it will be possible to explore the vari-

ation of AFB with invariant mass in some detail. For

electron pairs with invariant mass above 195 GeV/c2

(above the LEP 200 maximum
p
s), we expect to

collect approximately 200-300 events, which should

allow a measurement of AFB to within 0.07. We

note that these measurements neither discriminate

between nor depend signi�cantly upon the choice of

proton structure function, since the theoretical un-

certainty of AFB in this invariant mass range due to

choice of structure function is approximately 0.009

[20].

2.3.7 PDF Measurements and Issues

2.3.7.1 W Charge Asymmetry

The Run Ia CDF measurement of the W asymmetry

shown in Figure 2.26 (Left) [23] is an important con-

straint on parton distribution functions for collider

experiments, and has been used as input by both the

MRS and CTEQ groups. Note that the sensitivity

to the PDF's increases with lepton eta. The Ia mea-

surement ends at j�j � 1.8 because the CTC track

�nding e�ciency (see Figure 2.10) falls rapidly be-

yond j�j � 1:2 and becomes almost 0 at j�j � 1.8.

A new technique for extending the asymmetry

measurement using electrons at higher j�j has re-

cently been developed by CDF for the Run Ib mea-

surements. Here, the plug calorimeter is used to de-

termine the energy and the shower centroid location

of the electron, and the SVX is used to determine the

track. No central tracking is required. A compari-

son of the extrapolated SVX track with the shower

centroid in the calorimeter is used to determine the

charge of the electron. With this technique the elec-

tron � coverage is extended up to 2.3. Due to the
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Figure 2.26: Left: Combined Run Ia W charge asymmetry measurement using muons and central

and plug electrons. These data have been used as input in determining recent PDF sets. Right:

Combined W charge asymmetry using Run Ia and Ib data including the forward muons.

Figure 2.27: Drell-Yan dilepton (e+e�; �+��)

production cross section from Run Ia and Ib as

a function of the dilepton invariant mass.

short length of the SVX0, the SVX tracking �nding

e�ciency is only 50�60% as shown in see Figure 2.10.

For Run Ib, we have also measured the W charge

asymmetry in 2 < j��j < 2:5 using the current for-

ward muon detector. All of these measurements from

central electrons, plug electrons, central muons, and

forward muons are combined and are shown in Fig-

ure 2.26 (Right).

The data in the central region probes the d and u

distributions in the x region between 0.02 and 0.15.

The forward data probes the region between 0.006 (a

new region of x) and 0.35. These forward data indi-

cate that further tuning of the d and u distributions

in the current PDF's might be needed.

The new Run II plug electromagnetic calorimeter

and shower max detectors o�er greater improvement

over the present plug. In addition, the tracking with

SVX II and IFT will be much better. These new

detectors can be used to further extend the W asym-

metry electron data in the forward directions. The

tracking upgrade and the muon toroid move will al-

low the extension of the asymmetry measurement

using muons to higher j�j as well. The measure-

ments should remain statistically dominated through

2 fb�1.

2.3.7.2 Drell-Yan production

Cross section measurements of Drell-Yan produc-

tion [24] (especially the low mass region) can be used

to get further constraints on PDFs. The Run Ia+Ib

Drell-Yan cross section measurements using central

electrons are shown in Figure 2.27. The low mass

Drell-Yan data and forward data are currently un-

der analysis. The main di�culties in these area are

estimating QCD backgrounds. The new technique

described in previous paragraphs now provides the

ability to determine the charge of an electron in the

forward direction, and allows a direct measurement of

the QCD background by a comparison of like-sign to

opposite-sign events. Therefore, the Drell-Yan mea-

surement can now be extended to the forward direc-

tion (for both electron and muon pairs), and the low

mass region. The low mass data is sensitive to the

very low x region which has never been explored be-
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fore at the Tevatron. Run II upgrades to the DAQ

bandwidth will be important for this program in or-

der to preserve our ability to trigger on low pT lepton

pairs.

The y distributions of Drell-Yan dilepton pairs can

be measured as a function of the dilepton invariant

mass. These distributions will also contain the infor-

mation of PDF's.

The high mass Drell Yan data fromRun IA and IB,

on the other hand, can now be used to place limits on

compositeness around the 3 TeV range. These limits

can be greatly improved in Run II.
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2.4 Search for New Phenomena

2.4.1 Introduction

We know that the Standard Model is incomplete{

it has a non-physical high-energy behavior, and also

lacks the deep explanatory power that we seek in a

fundamental theory of space-time, forces, and parti-

cles. There is currently a great deal of theoretical

activity focussed on new physics that would solve

the problems with the Standard Model and which

would also be detectable in the energy scale acces-

sible to CDF II at the Main Injector. Predictions

from models invoking new phenomena at the 100-200

GeV/c2 mass scale, the scale we will be exploring,

have been made for Supersymmetry [1, 2, 3, 4, 5, 6],

Technicolor [7], new U(1) symmetries [8], and Top-

color [9, 10, 11], for example.

The cross-sections for new states with masses in

the 100-200 GeV/c2 range (i:e:, systems with total

invariant mass in the 200-400 GeV/c2 range) are

typically predicted to be in the range 10-1000 fb

[2, 3, 4, 5, 6, 7, 8], so that with 2 fb�1 detailed mea-

surements are possible. The broad-band nature of

the production process in �pp collisions is an advan-

tage for searching as there is coupling to many di�er-

ent production processes: for example, in addition to

Drell-Yan production, pairs of new particles such as

charginos can be produced through gluons or through

top decay.

2.4.1.1 Impact of the Upgrade

Discovery relies heavily on a thorough understand-

ing of the detector. Establishing a new and perhaps

unexpected phenomena does not allow the luxury of

systematic uncertainty; instead, there arise the most

stringent requirements on con�dence in all the parts

of the measurement and the device. Two aspects are

critical: the identi�cation of objects that make up

each signature, and the understanding of the calibra-

tion and resolution of the detector.

The objects for which we have already a good un-

derstanding of the e�ciencies and fake-rates are those

for which tracking is essential: electrons, muons,

tau's, b's, and photons (i:e:, a high con�dence of the

absence of a track), all in the central region. At Run

II luminosities, the presence of multiple vertices will

confuse the algorithms, with complications for object

identi�cation. The addition of the stereo capability

to SVX and the strengthened COT stereo capabilities

will help enormously. An improved tracking system

and improved calorimeter, along with its calibration,

resolution, e�ciency and coverage should also help to

better understand =ET measurements.

Similarly, the energy scale and resolutions of the

calorimeters, critical to the reconstruction of masses,

are well understood in the central region, where the

tracking information is used to calibrate the calorime-

ters. The integrated tracking and new plug calorime-

ter of the upgrade will extend the `good' region where

tracking is robust for e; �; �;  and b identi�cation,

and will provide the calorimeter energy scale calibra-

tion, out to j�j = 2.

There are a number of other limitations in present

searches that the upgrade will ameliorate. For in-

stance, at present many channels with b decays are

triggered on objects other than the b. Many signa-

tures for new physics are tied to the heavy third gen-

eration, and thresholds can be lowered substantially

by requiring a b at the trigger level. The bc=ET com-

bination proposed by Kane [3] as a top squark (super-

symmetric partner of a top quark) signature is a good

example: at present the photon trigger threshold is

set at 23 GeV, and in the absence of the SVT would

have to be raised substantially in Run II, as we have

no ability to trigger at present on the b. Other pos-

tulated states [2, 3, 7, 8] in the same mass region will

have signatures of b�b or b�c, and will be triggerable.

In summary, the new plug calorimeter, new inte-

grated tracking, and extended b-detection and trig-

gering capability will provide a much larger and more

uniform kinematic region in � and pT for measure-

ments of leptons, b-quarks, photons, jets, and =ET ,

while also providing the redundancy and cross check-

ing that are crucial for precision calibration and the

understanding of systematic e�ects.

2.4.1.2 Current Situation and Plan

To date, many of the highest limits in direct searches

for physics beyond the Standard Model come from

CDF. Table 2.10 summarizes the current CDF limits

on various new particles. In the sections below we de-

scribe our ongoing new phenomena searches and cur-

rent results together with extrapolating the present

performance to the upgrade. The following topics

are covered: Supersymmetry, New Gauge Bosons Z0

and W 0, New Particles decaying to Dijets, Topcolor

and the b-tagged Dijet Search, Leptoquarks, Com-

positeness, Massive Stable Particles, Technicolor, and
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Searches current CDF limit (Gev)                  
Excluded region @ 95% C.L.

data  set run II (GeV) 
with 2 fb-1

W’     eν(SM) < 652 1a (20 pb-1) < 990

W’     WZ <560 (ref. model excluded) * 1a+1b (110 pb-1)

Z’     ll (SM) < 690 * 1a+1b (110 pb-1) < 900

Zψ,Zη,Zχ,ZI < 580,610,585,555 * 1a+1b (110 pb-1) < 800

ZLR,ZALRM < 620,590 * 1a+1b (110 pb-1) < 800

Axigluon     qq 200<M<930 * 1a+1b (103 pb-1) < 1160

Techniro     dijet 250<M<500 * 1a+1b (103 pb-1) 200<M<770

E6 Diquark     qq 280<M<350 * 1a+1b (103 pb-1) 200<M<570

topgluon Γ=.1M 200<M<550 * 1a (20 pb-1)

topgluon Γ=.3M 210<M<450 * 1a (20 pb-1)

topgluon Γ=.5M 200<M<370 * 1a (20 pb-1)

Leptoquark (µq,τq) < 180, 94 (scalar, β=1) * 1a+1b (70 pb-1) < 300

Pati-Salam LQ (Bs - eµ) < 12900 * 1b (88 pb-1)

Pati-Salam LQ (Bd - eµ) < 18300 * 1b (88 pb-1)

Composit. Scale (qqll ) 3800(-), 2600(+) (ee) * 1a+1b (110pb-1) < 5000

q* (W+jet, γ+jet) < 540 * 1a (20 pb-1) < 820

q*     dijet 200<M<750 * 1a+1b (103 pb-1) <820

massive stable ptl. < 190 (col. tri. q) * 1b (48 pb-1) <300

gluino < 180 (any mq), < 230 (mg=mq) # 1b (80 pb-1) <200/<250

gaugino χ±  < 68,  χ0 < 68 # 1a+1b (100 pb-1) <130

H± < 130 (tanβ>100) * 1b (88 pb-1)

CDF Exotic Particle Searches:  Results and Run II Prospects

*    Current world best limit in direct search mode for the model.

#    Same as * ,  but D0 (also LEP1.5)  has comparable limits.

~ ~ ~

1 2

update May 1st, 1996

Table 2.10: A summary of CDF's searches for physics beyond the standard model along with
the prospects for Run II.

Charged Higgs Searches. All quoted limits are at 95%

con�dence level (C.L.), unless explicitly stated oth-

erwise. For simplicity we de�ne `mass reach' as the

largest excluded mass at 95% C.L. [12, 13].

2.4.2 Supersymmetry

Supersymmetry (SUSY) [14] is a symmetry between

bosons and fermions, and is the only known sym-

metry to provide the solution to a problem of the

quadratic divergence of scalar mass parameters in the

Standard Model. The experimental signatures of su-

persymmetry are complex, as all known fermions of

the Standard Model have bosons as supersymmetric

partners while all bosons acquire fermions as super-

partners, and in addition the symmetry is obviously

broken, with possible additional large numbers of new

�elds. Due to the large number of free parameters,

it is necessary to make further assumptions in the

context of speci�c SUSY models. Two possibilities

are that the breaking of SUSY is transmitted to the

observable sector by gravitational interactions (su-

pergravity models) [15, 16], or by gauge interactions

[17]. Within these frameworks there are many vari-

ations, depending on speci�c assumptions of param-

eters. However general arguments can be made that

the masses of the superpartners may lie in the region

accessible by the Tevatron in Run II or Run III [1].

The Tevatron can explore a signi�cant portion of the
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parameter space using a number of possible signa-

tures. The searches described below have been done

using the framework of the MSSM, but are apprecia-

bly more general. Other searches, speci�c to certain

models, are also now in progress.

One canonical signature is trilepton events, which

would come from chargino-neutralino (e.g., ~��1 ~�
0
2)

pair production with subsequent leptonic decays

(e.g., ~��1 ! l� ~�01 and ~�02 ! l�l~�01) [18]. Here ~�01
is assumed to be the lightest supersymmetric par-

ticle (LSP) and expected to escape from the detector

(=ET). Another signature is squark and gluino (~q and

~g) production followed by decays into the LSP and

jets. Yet another is based on the Majorana nature

of the gluino, which allows the gluino to decay into

a chargino of either sign. One consequently searches

for like-sign (LS) dilepton pairs from cases where a

pair of gluinos have decayed into charginos of the

same sign [19]. Searches for these three signatures,

as well as a number of searches for the top squark

(stop), predicted to be the lightest of the squarks,

are underway with the Run I data.

More recently, there has been a urry of activity

on models in which radiative decays of neutralinos,

either ~�01 [2, 3, 4, 5, 6] or ~�
0
2 [3] are expected. These

speculations are based on a single CDF ee=ET can-

didate event. Searches for sleptons, for charginos and

neutralinos, the gravitino, and for the light stop are

also underway in these scenarios.

2.4.2.1 The Trilepton Search

For this search pair-produced ~��1 ~�
0
2 are assumed to

decay as ~��1 ! l�� ~�0 and ~�02 ! l+l� ~�0. Here ~�0 is

assumed to be the lightest supersymmetric particle

(LSP). The striking signature of these events is thus

three isolated leptons plus =ET [18]. The CDF search is

based on 100 pb�1data. Most of the events are from

inclusive e and � triggers at pT � 10 GeV/c. The

trilepton requirements are pT (l1) > 11 GeV/c and

pT (l2;3) > 5 (4) GeV/c for e (�), which is the same

as in the previous analysis (based on 19 pb�1) [20].

Eight events survive the selection, consistent with the

SM background. A further cut of =ET > 15 GeV is im-

posed to reduce the background. No trilepton event

candidates are found, which is consistent with an ex-

pected background of 0:4�0:1 for four trilepton (eee,
ee�, e��, ���) modes. Figure 2.28 shows the 95%

C.L. upper limit on � �BR(~��1 ~�02 ! 3l+X) as a func-

tion ofM
~�
�

1

, where \3 l" is any 3-way combination of

Figure 2.28: � �BR versus ~��
1
mass for a representative

point in MSSM parameter space (tan � = 2, � = �400
GeV/c2. BR is the sum of the branching ratios for the
four trilepton modes. The solid line is the 95% C.L.
limit based on an observation of zero events. All points
above the line are excluded.

e and � as above. To obtain limits, CDF imposes a

constraint inspired by supergravity models [21]. The

CDF analysis [20] calculates slepton (~l) and sneutrino

(~�) masses from tan�, M~g, and M~q using the renor-

malization group equations [22]. In these models, the

chargino and neutralino have three-body decays. The

CDF analysis excludesM
~�
�

1

< 68 GeV/c2 (95% C.L.)

at tan� = 2, M~q = M~g and � = �600 GeV (the

region of maximum experimental sensitivity). The

CDF limit on ~��1 (68 GeV/c2) is comparable to the

LEP1.5 result [23], assuming a heavy sneutrino. A

limit on � �BR(~��1 ~�02 ! 3l+X) is also obtained: 0.6

pb (CDF) for a 70-GeV/c2 chargino. CDF also ex-

amines one particular supergravity model, a ipped

SU(5) model [24]. In this model,M~lR
< M~�0

2

< M~lL
,

so that the trilepton signal is nearly maximized via

BR(~�02 ! ~l�Rl
�) � 66% (e and �) and BR(~l�R !

l�R ~�
0
1) = 100%. However, the mass di�erence of ~lR

and ~�01 decreases as M~�
�

1

increases, so that the total

trilepton acceptance as a function of M
~�
�

1

becomes

at at about 5% at 60 GeV/c2 and falls o� forM
~��
1

>�
75 GeV/c2. The limit on M(~��1 ) is 73 GeV/c

2.

Extrapolations of the chargino/neutralino search

using the trilepton channel to higher integrated lumi-

nosities have been made by three groups [25, 26, 27].

Both Refs. [26, 27] assumed a large acceptance (j�j <
2:5) for the leptons (e and �), while coverage similar
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to the current CDF detector is assumed in Ref. [25].

It should be noted that the selection cuts in Ref. [27]

are optimized for the higher ~��1 mass region using

high luminosity (e:g:, TeV33).

We take an extrapolation in Ref. [25] as a conser-

vative estimate, because the tracking coverage is con-

sistent with that by the SVX-II (5 layers) and COT

system. We have revised the analysis in Ref. [25] by

requiring =ET > 20 GeV. The background cross section

for DY/Z + X is expected to be 0.1 fb, while about

80% of 120-GeV/c2~��1 events are accepted. The to-

tal background (DY/Z, t�t, dibosons) becomes 0.5 fb

which is the same level as in Ref. [26]. Taking into

account the di�erence in the geometric coverage and

details of the selection cuts, there are no obvious dis-

agreements for the estimate of the total background.

If we take the speci�c model used in the Run Ia and

Ib analyses [20], the current mass limit can be ex-

tended to about 130 GeV/c2 with 2 fb�1 of data in

Run II.

Refs. [13, 26] studied the maximum mass reach in

more generic MSSM models. In those studies, the

coverage for leptons was assumed to be j�j < 2:5. The

maximum chargino mass we can probe at 2 fb�1was

found to be 210 GeV/c2 for a 5� signi�cance above

background. This is far above the maximum limit of

90 GeV/c2 from LEP-II (
p
s = 190 GeV and

R Ldt
= 500 pb�1) and is competitive to the limit of 248

GeV/c2 from NLC (
p
s = 500 GeV and

R Ldt = 20

fb�1) [13].

2.4.2.2 Classic Multi-jet Plus =ET Search

Pairs of squarks and gluinos, ~q~q, ~g~g, and ~q~g, would be

produced via the strong interaction. Depending on

the relative masses of squarks and gluinos, produc-

tion of ~q~q, ~q~g, or ~g~g may predominate. Direct decays

of each ~q and ~g to quark + ~�0 (assumed to be the

LSP) result in one and two quark jets respectively,

while cascade decays through charginos and neutrali-

nos may result in two or more additional jets. Events

therefore always contain two jets, and most should

contain three or more jets, in addition to missing en-

ergy. Two strategies are being followed: A high =ET
plus three or more jet requirement to cover regions

in supersymmetric parameter space in which squark

production is dominant, and a more moderate =ET re-

quirement in combination with a higher jet multiplic-

ity for regions where gluino pair production has the

highest cross-section.
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Figure 2.29: The 95%C.L. mass limit as a function
of the squark and gluino mass values in jets plus
=ET channels.

The Run Ia CDF search for multijet plus =ET events

from SUSY requires 3 or more jets (ET > 15 GeV)

and =ET > 60 GeV. Additional cuts are imposed

to reduce backgrounds from cosmic rays, mismea-

sured QCD multijet events,W=Z plus jet events, and

other sources, to a reasonable level. The removal

of W=Z plus jets backgrounds requires rejection of

events with electrons or muons. In the �nal data

sample there are 23 events with 3 or more jets over

an estimated background of 35.1+11:6�9:1 (stat)
+15:3
�5:5 (sys)

and 6 events with 4 or more jets over an estimated

background of 8.5+4:2�3:0 (stat) +2:6
�1:9 (sys). The back-

ground estimate containsW and Z leptonic, and top

semileptonic decays. The W and Z hadronic decay

backgrounds (lepton not observed) are normalized di-

rectly to the data, using multijet events in which

a lepton is observed. We conclude that no signi�-

cant excess is observed, and set a conservative upper

limit on potential SUSY contributions by assuming

a zero background contribution from QCD mismea-

surement. The region of the M~q �M~g plane which is

excluded by this analysis is shown in Figure 2.29. For

arbitraryM~q the data require M~g > 160 GeV/c2 and

for M~g �M~q we deduce M~g > 220 GeV/c2.

The larger data samples of Run Ib and Run II

will allow proportionally better determination of the

backgrounds. However, since the analysis is back-
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ground dominated, better limits will be obtained by

tightening analysis cuts and perhaps �tting the shape

of the =ET spectrum.

For 0.1 fb�1, we need to reduce the background

substantially. CDF used cuts of =ET > 60 GeV and

Njet(ET > 15 GeV) � 3 in the Run Ia analysis. We

have revised this analysis with cuts of =ET > 80 GeV

and Njet(ET > 20 GeV) � 4. The other cuts on lep-

ton veto fake =ET due to mismeasured jet etc: remain

the same. With the new cuts, our expectation of the

background cross section is 0.16 pb. The 1:64� sig-

ni�cance above background for 0.1 fb�1 is 0.07 pb

(or 7 events). Therefore, we �nd the 95% C.L. limit

on the gluino mass of 270 GeV/c2 if M~q ' M~g for a

speci�c choice of SUSY model [13].

The dominant background sources are t�t, W and

Z events. Further reduction of background can be

reduced by requiring ET j1 + ET j1 + =ET > 300 GeV

[26]. The total background is then estimated to be 40

fb. With more generic SUSY models, the maximum

possible reach (95% C.L. upper limit is � = 7.3 fb)

can be over 400 GeV/c2 [26].

Some help from theorists may be forthcoming

when recent NLO calculations of squark pair produc-

tion, which show cross-sections approximately double

those of the leading order calculations, are extended

to squark/gluino and gluino/gluino production.

2.4.2.3 Search for Gluino Cascade Decays in

the Dilepton Channel

Light gluinos (M~g
<� 70 GeV/c2) decay preferentially

into a quark-antiquark pair and an LSP. However,

the decays into a chargino will dominate as soon as

they are kinematically allowed [28]. Since the gluino

is a Majorana particle, the charge of the chargino can

be either +1 or �1 in a gluino decay. For example,

~g ! ~u��u ! (d~�+1 )�u and ~g ! u�~u
� ! u + ( �d~��1 ) will

equally be seen, if M~q > M~g > M
~�
�

1

. A subsequent

chargino decay can yield a lepton, a neutrino and an

LSP (e:g:, ~��1 ! l�� ~�01). Thus, a dilepton pair (OS

or LS) + multijets + =ET is a signature of gluino pair

production. Moreover, LS dileptons are a distinctive

signature with small SM backgrounds[19]. The dilep-

ton analysis complements the classic =ET plus multijet

analyses: while the =ET plus multijet analysis is de-

graded by cascade decays 1, the dilepton analysis is

1Cascade decays reduce the amount of =ET produced in a

gluino or squark decay (compared to the direct decay into LSP)

and thus the detection e�ciency in the =ET based searches.
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Figure 2.30: The 95% C.L. mass limit as a func-
tion of squark and gluino mass values from the LS
dilepton + jets + =ET channel.

based upon them.

In Run Ia (19 pb�1), we did not apply the LS

requirement [29]. The dilepton requirements are

pT (l1) > 12 GeV/c (j�ej < 1:1 or j�� < 0:6) and

pT (l2) > 11 GeV/c (j�ej < 2:4 or j�� < 1:0). Elec-

tron or muon pairs with opposite charge with 70

GeV/c2 < Mll < 105 GeV/c2 are removed. In ad-

dition, we require: (a) 2 or more jets (ET > 15 GeV)

in j�j < 2:4 with at least one of them in the central re-

gion (j�j< 1:1); (b) =ET > 25 GeV; (c) I(l1)+ I(l2) <

8 GeV, where I is a measure of the amount of en-

ergy surrouding each lepton using a combination of

calorimeter and tracking information; (d) ��ll < 60�

or 60� < ��ll < 120� if pT (ll) < 40 GeV/c or

��ll < 120� if pT (ll) < 20 GeV/c. Only one can-

didate event (a �+�� event) is observed. In com-

parison, the expected number of background events

from SM processes is 2:39� 0:63(stat)+0:77�0:42(sys). We

have set limits on gluino and squark production in the

MSSM. For squark mass equal to the gluino mass,

we exclude gluinos up to 224 GeV/c2. For heavy

squarks, M~q = 400 GeV/c2, we exclude gluinos up

to 154 GeV/c2 (tan� = 4:0 and � = �400 GeV/c2)

[29].

For the Run Ib data (81 pb�1), we have repeated

the Run Ia dilepton analysis without the ��ll and

pT (ll) cuts, but with the LS requirement and lower
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Figure 2.31: The Lego plot of the ee=ET candi-
date event.

lepton pT cuts (pT (l1) > 11 GeV/c and pT (l2) > 5

GeV/c). It should be noted that the LS requirement

reduces the signal events by a factor of four. Lowering

the lepton pT cuts was necessary to recover the loss

of acceptance. In a preliminary analysis, we observed

two events, where the expected number of back-

ground events was 1:29�0:62(stat)�0:35(sys): domi-

nant sources are 0.58 events from t�t, 0.46 events from

DY, and 0.22 events fromW plus a misidenti�ed ad-

ditional lepton. The 95% C.L. upper limits on gluino

and squark masses were determined in the same man-

ner as in the Run Ia analysis [29]. The resultant limits

as a function of the squark and gluino mass values are

shown in Figure 2.30. For squark mass equal to the

gluino mass, we exclude gluinos up to 230 GeV/c2.

For heavy squarks, M~q = 400 GeV/c2, we exclude

gluinos up to 180 GeV/c2 (tan� = 4:0 and � = �400
GeV/c2). We are investigating additional cuts to im-

prove the signal-to-background ratio.

The LS dilepton analysis is complementary to the

classic =ET + jets analysis and has very little back-

ground. The striking signature of LS dilepton + jets

+ =ET makes this analysis ideal for Run II (and Run

III). We also note that two analyses can be combined

to improve the mass limits. This is underway for Run

Ib data.

2.4.2.4 Radiative Decays of Neutralinos

One can interpret the signature ee=ET of one event

in our data, shown in Figure 2.31, as a possible su-

persymmetry candidate. A search is underway for

similar events in the diphoton channel; this is the

dominant channel in scenarios in which the gravitino

is the LSP [5] as well in the slepton or chargino pro-

duction scenarios [2, 3, 4, 6]. A search for the the

light stop in the signature  + b + jet + =ET is also

underway in these scenarios, as are other searches in-

volving photons plus missing Et and/or leptons. In

all of these scenarios the ability to identify a b quark

is a powerful tool (for example, most stop signatures

involve b quarks); in Run II the SVT will allow us

the ability to trigger on the b allowing lower pho-

ton or lepton thresholds, and the extended coverage

and improved pattern recognition of the integrated

tracking system will substantially increase the tag-

ging e�ciency.

2.4.2.5 The Light Stop Quark

One of two top squarks (stops) may have a mass sig-

ni�cantly lower than other squarks. Here, ~t1 is the

lighter stop. The cross section for stop pair produc-

tion is expected to be an order of magnitude smaller

than the production of `ordinary' top quark pairs

for equal masses. For example, a stop with mass

around 110 GeV/c2 is expected to have about the

same production rate as the 175 GeV/c2 top quark.

Two decay modes for the light stop which could be

detectable at the Tevatron [13]: (M~t < Mtop): (a)
~t1 ! ~�+1 b; (b) ~t1 ! ~�01c. Several searches are under-

way for the stop using Run I data.

A Monte Carlo study for the mass reach of the stop

in Run II, has been made and described in Ref. [13].

The 5� mass limit was found to be 150 GeV/c2 for 2

fb�1.

2.4.3 New Gauge Bosons Z 0 and W
0

Heavy neutral gauge bosons in addition to the Z0,

generically denoted as Z0, occur in any extension of

the Standard Model that contains an extra U(1) af-

ter symmetry breaking. For example, in one model

with E6 as the grand uni�ed gauge group [30] there

exists a Z from the symmetry breaking E6 !
SO(10)�U(1) and a Z� from the symmetry break-

ing SO(10) ! SU(5) � U(1)�. Finally the SU(5)

symmetry breaks to recover the Standard Model:
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Figure 2.32: Left: The dielectron and dimuon invariant mass distributions for the Z0 search data sample. Right:The
dielectron invariant mass distributions compared to background predictions.

SU(5)! SU(3)C � SU(2)L�U(1)Y . In superstring

inspired E6 models there exists a Z� which is the lin-

ear combination Z� =
p
3=8Z� +

p
5=8Z .

In each running period (88/89, Run Ia, and Run

Ib), we have searched for Z0 ! ll and set the world's

best mass limit. Most recently, we have analysed 110

pb�1 of Run Ia and Ib data in both dimuon and di-

electron decay modes. Figure 2.32 shows the invari-

ant mass distributions of dimuons and dielectrons in

the Z0 search data sample and the comparison of data

with background predictions. From this analysis, we

set the current best limit of MZ0 > 690 GeV/c2 for

Standard Model couplings.

This experimental limit can be compared with spe-

ci�c models. For example, we set the lower mass lim-

its for Z , Z�, Z�, ZI , ZLR and ZALRM to be 580,

610, 585, 555, 620, and 590 GeV/c2, respectively. Ex-

trapolating to Run II we predict that the mass reach

can be extended to 900 GeV/c2, assuming Standard

Model couplings, and to about 800 GeV/c2 for the

speci�c cases mentioned above, assuming
p
s = 1:8

TeV. (Extrapolatedmass limits are higher by approx-

imately 100 GeV/c2 if we assume
p
s = 2:0 TeV.) See

Figure 2.33.

Heavy W bosons, W 0, occur in some extended

gauge models, for example, the left-right symmet-

ric model [31] of electroweak interactions SU(2)R �
SU(2)L � U(1)Y . CDF has searched for W 0 ! l�

in the electron and muon channels [32, 33]. The

analysis of Run Ia electron data yielded a limit of

MW 0 > 652 GeV/c2, assuming Standard Model cou-

plings and that the decay W 0 ! WZ is not allowed.

The analysis of W 0 ! e� and �� Run Ib data is in

progress. Extrapolating to a Run II luminosity of

2 fb�1 we predict that the mass reach can be ex-

tended to 990 GeV/c2 in the W 0 ! e� mode. See

Figure 2.33.

We have also performed a new search forW 0 decay-

ing to WZ [34] and have excluded a range region of

mass vs. mixing angle (�) space. This region is shown

on the left in Figure 2.33. Searches for W 0 ! tb and

W 0 ! WH are in progress.

We have also searched for Z0 ! q�q and W 0 ! q�q

in the dijet channel using the entire run Ia and Ib

dataset. We set upper limits on the cross section

which are currently larger than the theoretical pre-

diction of Z0 and W 0 production cross sections which

assumes Standard Model couplings, in all dijet mass

regions. Extrapolating the cross section limits to 2

fb�1 we expect to have a mass reach of approximately

720 GeV/c2 for both Z0 and W 0 from the dijet decay

mode.
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(a)

Figure 2.33: Left: Limits are shown for W 0
!WZ. Right: The expected mass reach, de�ned as the 95% C.L. lower

limit on the mass vs. integrated luminosity at the Tevatron for searches for new gauge bosons.
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Figure 2.34: Left: The cross section times branching ratio limits as a function of dijet mass, as well as the resulting
limits for various speci�c models. Right: The expected mass reach, de�ned as the 95% C.L. lower limit on the mass,
vs. integrated luminosity at the Tevatron for searches for new particles decaying to dijets.
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Figure 2.35: Left: The invariant mass distribution of b-tagged dijets. Right: The limits on Z0
TopC and topgluons of

various widths.

2.4.4 New Particles decaying to Dijets

Many theories predict particles which decay to dijets.

These would appear as bumps in the dijet mass spec-

trum. The existence of a larger chiral color group,

SU(3)L� SU(3)R, would lead to massive color-octet

axial vector gluons, axigluons, which would be pro-

duced and decay strongly giving a very large cross

section times branching ratio to dijets [35, 36]. A re-

cent technicolor model [37, 38] predicts a color octet

technirho (�T ) which couples to q�q and gg via a gluon.

If quarks are composite particles, then excited states

of composite quarks are expected and couple to qg as

discussed in section 2.4.7. New gauge bosons,W 0 and

Z0, in addition to coupling to leptons as discussed

in section 2.4.3, would produce dijet mass bumps.

Superstring-inspired E6 models predict the existence

of many new particles [40] including a color triplet

scalar diquark D(Dc) with charge �(+)1
3
which cou-

ples to �u �d(ud). Continuing our Run Ia search [41], in

Run Ib we have searched for resonances and set limits

on these theories. At high mass, the data are consis-

tently higher than the QCD Monte Carlo prediction.

This issue is discussed in more detail in the QCD

section of this document. To search for high mass

resonances, we compare the data with a curve ob-

tained from a �t to the data. The cross section times

branching ratio limits which we derive are shown as

a function of dijet mass in Figure 2.34, as well as

the resulting limits for various speci�c models. The

predictions for Run II are shown on the right in Fig-

ure 2.34 and listed in Table 2.10.

2.4.5 Topcolor Theory and the b-tagged

Dijet Search

The large mass of the top quark suggests that the

third generation may be special. This has motivated

the Topcolor model [9, 10, 11] which assumes that

the top mass is large mainly because of a dynamical

t�t condensate generated by a new strong dynamics

coupling to the third generation. It predicts mas-

sive color-octet bosons, topgluons (B), and a new

gauge boson, Z0
TopC , from an additional U(1) sym-

metry. Both of these new particles couple largely

to b�b and t�t. Using CDF's b-tagging capabilities we

have searched for topgluons B and Z0
TopC in the b�b

channel. Figure 2.35 shows the invariant mass distri-
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Figure 2.36: Left: The limit on � � �2 is shown as a function of LQ2 mass. Right: The limit on � � �2 is shown as a
function of LQ3 mass.

bution of b-tagged dijets and the limits on Z0
TopC and

topgluons of various widths. A search is also under-

way in the t�t mass distribution, as described in the

top section. We estimate that a Z0

TopC decaying into

t�t can be discovered (5 sigma) in run II if its mass is

less than 900 GeV.

2.4.6 Leptoquarks

Leptoquarks belong to a class of particles carrying

both color and lepton quantum numbers which me-

diate transitions between quarks and leptons. Lepto-

quarks do not exist within the Standard Model but

appear in many SM extensions which predict a sym-

metry between quarks and leptons at a fundamental

level [42, 43, 44]. At CDF we have performed two

qualitatively di�erent searches for leptoquarks which

will be described in the following two subsections.

2.4.6.1 Direct search for pair produced lep-

toquarks

Leptoquark masses and coupling strengths are

severely constrained by experimental bounds on rare

processes, so one has to make the following assump-

tions about the properties of leptoquarks and their

couplings to allow masses which are directly observ-

able in collider experiments:

1. to evade mass bounds from proton decay, lepton

and baryon number have to be conserved;

2. to prevent leptoquark-induced FCNC, lepto-

quarks are generally assumed to link, through

an unknown coupling strength, quark and lep-

ton multiplets of the same generation, and

3. to avoid LQ contributions to the helicity sup-

pressed � ! e� decay, the couplings have to be

chiral.

We have searched for pair production of scalar lep-

toquarks in the dilepton plus dijet channels. In the

88/89 run, we set a �rst generation leptoquark (LQ1)

mass limit of MLQ1 > 113 GeV/c2 for � = 100%

and MLQ1 > 80 GeV/c2 for � = 50%, where � is

the branching ratio for a leptoquark decaying to a

charged lepton and quark. Since then, HERA has

improved the �rst generation limits. But their limits

depend on the (unknown) coupling strength �, unlike

at hadron colliders where because the leptoquarks are

produced strongly there is only a weak dependence

between the production cross section and �. In Run
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Ia we set the world's best limit on second generation

scalar leptoquarks (LQ2) and have subsequently im-

proved it with Run Ib data. The current best limit is

MLQ2 > 180 GeV/c2 for � = 100% and MLQ2 > 140

GeV/c2 for � = 50%. Figure 2.36 shows the limit on

� � �2 as a function of LQ2 mass. Extrapolating to

Run II, we expect to extend the second generation

mass reach to 300 GeV/c2.

Just recently we have completed a search for third

generation leptoquarks (LQ3) into the �� plus di-

jet �nal state where one � decays leptonically and

the other hadronically. For scalar leptoquarks we set

a limit at MLQ3 > 94 GeV=c2. We also considered

vector leptoquarks with \anomalous chromomagnetic

moments" parametrized by �. For this type of lep-

toquark assuming � = 1, the limits are MLQ3 > 165

GeV/c2 and MLQ3 > 222 GeV/c2 for �=0 and � = 1

respectively. See the right plot in Figure 2.36.

2.4.6.2 Search for the decays B0
s ! e� and

B0
d ! e�

Within the Pati-Salam model [42], which is based on

the group SU(4)c, lepton number is regarded as the

fourth \color". At some high-energy scale, the group

SU(4)c is spontaneously broken to SU(3)c, liberating

the leptons from the inuence of the strong inter-

action and breaking the symmetry between quarks

and leptons. This model predicts a heavy spin-

one gauge boson with non-chiral couplings called the

Pati-Salamboson. The lepton and quark components

in this kind of leptoquark are not necessarily from the

same generation as pointed out in [45]. This would

make decays like B0
s ! e� and B0

d ! e� possible.

Setting limits on the branching ratio of these rare

processes can probe masses in the multi-TeV range,

i:e:, masses not accessible directly. We have searched

for the decays B0
s ! e� and B0

d ! e� using � 90

pb�1 of Run Ib data. We �nd no B0
d candidates in

a mass window of 5.174-5.384 GeV/c2 and one B0
s

candidate in a mass window of 5.270-5.480 GeV/c2.

We set limits at Br(B0
s ! e�) < 1:8(2:3)� 10�5 and

Br(B0
d ! e�) < 3:3(4:4)�10�6 at 90(95) % C.L. after

systematic uncertainties have been included. From

this we derive a limit on the mass of a certain Pati-

Salam leptoquark of 12.8 (12.1) TeV/c2 at 90(95)%

C.L. for the Bs and 19.6 (18.3) TeV/c2 at 90(95)%

C.L. for the Bd.

The Run II prospects for this analysis are promis-

ing. The new Silicon Vertex detector SVX-II, which

is crucial for this kind of analysis, will have twice the

acceptance of the current SVX0. In addition the abil-

ity to trigger on displaced vertices from b decays with

the SVT will have a big impact, allowing us access

B-mesons with lower momentum. For the current

analysis the � pT and electron ET trigger thresholds

are 3 GeV/c and 5 GeV respectively, resulting in a

mean B- meson pt of � 13 GeV/c. Since the B-meson

cross section is falling rapidly with pT one gains by

lowering the momentum threshold (by lowering the

threshold from 12 to 6 GeV/c one gains a factor of

� 10).

2.4.7 Compositeness

The Standard Model has a large number of parame-

ters and particles. One way to simplify is to consider

a possibility that these parameters and particles are

composed of a smaller and simpler set. If quarks

and leptons are composite particles we expect four-

fermion contact interactions [46] to modify the quark

and lepton production cross sections at high trans-

verse momentum. Excited states [47] would also be

expected and can be searched for in the invariant

mass spectrum.

We have searched for an excess of events in the in-

clusive jet cross section which could result from the

four-quark contact interaction. An excess of events

has been observed in the Run Ia data [48]. The Run

Ib data are now being analysed: preliminary results

show good agreement with the Run Ia results. How-

ever, we should note that inclusion of our data in

a global �t with those from other experiments may

yield a consistent set of PDFs that accommodate the

high-ET excess within the scope of QCD [49, 50, 51].

If quarks and leptons are both composite and share

constituents, then e�ective contact interactions arise

between them at low energies [46]. We have searched

for the quark-lepton contact interaction in the dielec-

tron and dimuon channels by looking for an excess of

high mass dileptons compared to the Drell-Yan pre-

diction. From the 1988-89 data we had set limits

on the lepton-quark compositeness scale of �� > 2:2

TeV and �+ > 1:7 TeV for electrons [52], where �(+)
corresponds to the constructive (destructive) inter-

ference with the dominant up-quark contribution to

the cross section. In the muon channel, the limits

are �� > 1:6 TeV and �+ > 1:4 TeV [53]. Prelimi-

nary results using the Run Ib data in the dielectron

channel extend the limits on the compositeness scale
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Figure 2.37: Left:The mass regions currently excluded by the dijet q� search. Right: The expected q� mass reach,
de�ned as the 95% C.L. lower limit on the mass, plotted vs. integrated luminosity.

to �� > 3:8 TeV and �+ > 2:6 TeV. In Run II we

expect to be able to explore up to limits of approxi-

mately 5 TeV.

Excited states of composite quarks, denoted q�,

have been searched for at UA2 [54] and CDF [55].

They would be produced singly by quark gluon fu-

sion and could decay to a common quark and any

gauge boson (g, , W or Z) [47]. Using the photon

+ jet and W + jet channels in the Run Ia data, we

have excluded the mass region below 540 GeV/c2 for

the simplest model of q�[55]. We have also searched

for q� decaying into a dijet mode (q� ! qg) with 70

pb�1 of Run Ia and Ib data, and we have excluded

the mass range between 200 and 600 GeV/c2 for the

simplest model of q� (Figure 2.34). Extrapolating to

a Run II luminosity of 2 fb�1 we predict that the q�

mass reach can be extended to 820 GeV/c2 in each of

these decay modes. See Figure 2.37 and Table 2.10.

Currently the best limit for excited states of com-

posite leptons, l�, is set by a LEP experiment. The

lower limit is 45 GeV/c2 for pair production and 90

GeV/c2 for single production. Recently, we have

started an analysis searching for l� in the e �nal

state. We expect that we will explore up to a mass

limit of several hundred GeV with the current data,

and as for the q� search, the mass reach will be sub-

stantially extended in Run II.

2.4.8 Massive Stable Particles

Massive stable particles are possible features of sev-

eral theories for physics beyond the standard model

including supersymmetry, mirror fermions, techni-

color, and compositeness. We have searched in the

88/89 data for heavy stable charged particles [56,

57] based upon their expected high transverse mo-

menta, relatively low velocities (via time-of-ight),

and muon-like penetration of matter. We obtained

upper limits on the cross-section for the produc-

tion of heavy stable particles as a function of their

mass. This can be translated into a mass limit

from the cross-section for any particular theory and

varies from about 140 GeV/c2 for color triplets to 255

GeV/c2 for color decuplets as shown in Figure 2.38b.

This analysis is currently being extended using Run

I data. Rather than using time-of-ight, the anal-

ysis takes advantage of the large ionization deposi-

tions, dE
dx
, expected for massive particles, with mea-

surements in both the SVX and in the outer tracker

(CTC for Run I). For example, see Figure 2.38a. Us-

ing half of the Run Ib data, we have obtained a pre-

liminary limit of 190 GeV=c2 for color triplets. The

extrapolations to Run II are shown in Figure 2.38b.
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(a)
(b)

Figure 2.38: (a) A scatter plot of the dE
dx

vs momentum is shown for the Run Ib silicon detector after a cut has been

applied on the dE
dx

from the main tracking chamber. Known particles (kaons and protons) can be clearly distinguished
for p=m < 1:2, i:e:, � < 0:6. New massive particles would look similar but at higher momentum. (b) The expected
mass reach is plotted vs. integrated luminosity at the Tevatron. The maximum mass reach of other accelerators is
shown for comparison.

2.4.9 Technicolor

Technicolor assumes that pairs of fundamental tech-

niquarks are bound into a composite scalar, a techni-

pion, which generates a dynamical symmetry break-

ing. In recent technicolor models[37, 38] there exists

a color octet technirho (�T ) which couples to q�q and

gg via a virtual intermediate gluon (�T ! g ! q�q,

gg) and would show up in the detector as dijets in all

cases except when it decays into t�t. In the limit that

the �T branching ratio to dijets is 100% our present

searches exclude the region 250 GeV/c2 < M�T <

500 GeV/c2. We expect to have sensitivity to the

mass region 200 < M�T < 770 with 2 fb�1. A color

singlet technirho, on the other hand, can couple to

the W;Z and technipions (�T )[39]. It is currently

thought that �T decays via �0
T ! b�b and �T ! b�c,

both of which would show up as (tagged) dijets. The

branching ratios into the various decay modes depend

heavily on the masses of the �T and �T . In many of

the other cases (WW;WZ;W�) cases there is also a

W+2 Jet signal, for which searches are underway.

2.4.10 Charged Higgs Search

An expanded Higgs sector containing charged Higgs

bosons is a persistent feature of candidate theories
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Figure 2.39: The charged Higgs exclusion region
in charged Higgs mass vs. tan � plane.

to replace the Standard Model. The minimal su-

persymmetric extention of the Standard Model, for

example, predicts that the dominant decay mode of

the top quark is t! H+b! �+�b for large values of

tan�. CDF has excluded charged Higgs production

with MH� < 140 GeV/c2 for large values of tan�

using the hadronic decays of the tau lepton in this

channel using Run Ib data.(see Fig 2.39). Currently,

background from jets which mimic a tau lepton limit

this analysis. However, the larger data samples of
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Figure 2.40: The mass reach of CDF II, de�ned as the 95% C.L. lower limit on the mass, is plotted
for several new physics models as a function of integrated luminosity at the Tevatron. The maximum
mass reach of other accelerators is shown for selected processes.

Run II will allow better determination of all of the

backgrounds and will o�er the opportunity to look for

charged Higgs pair production to extend the limit to

lower tan�.

2.4.11 Summary

CDF has produced most of the current highest limits

in direct searches for physics beyond the Standard

Model. This experience allows us to make realistic

predictions of how the additional luminosity obtained

in Run II will substantially extend our reach for new

physics, as summarized in Figure 2.40 and Table 2.10.

The prospects of exploring the regions opened to us in

Run II with integrated tracking with better pattern

recognition, improved calorimeter, tracking, muon,

and b-tagging coverage, and the ability to trigger on

b jets are immensely exciting.
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2.5 Precision QCD at Large Q2

QCD, the theory of the strong interaction, is the least
precisely tested component of the Standard Model.
High statistics data samples at the Tevatron Col-
lider combined with increasingly sophisticated higher
order perturbative QCD calculations not only pro-
vide stringent tests of perturbative QCD, but do so
at distance scales which extend down to 0.1 milli
fermi. This is an order of magnitude smaller than
the weak scale, and the smallest distance currently
probed in experimental particle physics. It is there-
fore quite plausible that new physics beyond the
Standard Model associated with a new interaction at
very small distance scales would �rst manifest itself
as a deviation from QCD predictions at the Tevatron
Collider.

The present focus of QCD analyses in CDF goes
beyond the traditional comparison of observed dis-
tributions to leading-order (LO) or next-to-leading-
order (NLO) QCD predictions. CDF measurements
of the Drell-Yan cross-section and of the asymmetry
in W production and decay have already been used
to constrain parameterizations of parton densities.
It is expected that Run II data samples will enable
the explicit extraction of the fundamental parame-
ters of the theory (�S and the parton distributions)
in several di�erent processes. The agreement or dis-
agreement between these measured parameters and
the corresponding measurements from other experi-
ments at lower Q2 provides a rigorous test of QCD in
the same way that di�erent measurements of sin2 �W
tests the electroweak sector of the standard model.

The luminosity upgrades to the Tevatron for Run
II will extend the sensitivity of studies of QCD into a
substantially higher energy regime where new high-
Q2 phenomena may be found. In addition, new cal-
culations, higher statistics, and improvements in the
understanding of detector performance will increase
the precision and scope of the present tests of QCD.
To illustrate the extended region that will be probed
by the upgrade, the following topics will be discussed
along with the discovery potential in each channel: a)
jet cross section, b) direct photons, c) W and Z boson
production, d) multijet events, and e) the extraction
of �S and the parton densities. These analyses in
Run II will rely upon the plug upgrade to extend
high quality jet measurements to j�j < 3:0, the SVX
II to provide high e�ciency b-tagging, and the high
rate DAQ system to collect very high statistics data
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samples.

2.5.1 Jet Cross Section

Recently the inclusive jet cross section (pp ! jet +
X) has been calculated[1] to order �3s . This calcu-
lation greatly reduces the theoretical uncertainty as-
sociated with choice of renormalization scale. Fig-
ure 2.41 shows, as a function of jet Et, the jet cross
section measured by CDF, based on an integrated lu-
minosity of 21 pb�1. The cross-section has been mea-
sured over a range� 9 orders of magnitude. The solid
line in Figure 2.41 is the prediction of NLO QCD.
This provides a remarkably good description of the
data except for the highest Et jets. A more detailed
comparison of the data to NLO QCD is shown in
Figure 2.42 where (data - theory)/theory is plotted
on a linear scale. The data from Run Ia (21 pb�1)
is plotted as the open circles and preliminary results
from Run Ib (87 pb�1) as the solid circles. The data
sets are statistically consistent and show an excess of
observed jets over theory for jet Et above 250 GeV.
The deviations could indicate (i) the need for correc-
tions to the perturbative QCD calculations that go
beyond NLO, (ii) modi�cations of the parton distri-
bution functions, or (iii) something new beyond the
standard model. Measurements using higher statis-
tics data samples are clearly needed in the Et range
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above 300 GeV where there are only 308 jets from the
Run I data set. Extrapolating to an expected 2 fb�1

for Run II, we would measure about 6000 jets with
Et > 300 GeV and extend the measurement shown
in Figure 2.42 to a jet Et of about 500 GeV.

Two other distributions which provide additional
sensitive tests of perturbative QCD at small distance
scales are the two-jet mass distribution (Fig. 2.43)
and the distribution of total transverse energies
(summed over all jets in the event) shown in Fig. 2.44.
Preliminary measurements of both these distribu-
tions also show an excess of events at large di-jet
mass and sum Et. As for the inclusive jets, the re-
gion of deviation from the QCD prediction will be
explored in much more detail with the factor of 20
statistical improvement expected in Run II.

High statistics data samples from Run II will im-
prove the ability to test QCD at su�ciently small
distances to search for new physics beyond the stan-
dard model. Quark substructure would give rise to an
increase in jet production at large transverse energy.
This property can be incorporated into the QCD La-
grangian by adding a short range contact term with
an e�ective distance scale de�ned by the parameter
�C [2]. Figure 2.45 shows the theoretical prediction

for the high energy end of the inclusive jet cross sec-
tion. The solid curves are the ratios of the cross sec-
tions with a compositeness scale �C to the cross sec-
tion predicted by QCD with no compositeness. Also
shown is the ratio of the measured inclusive jet cross
section from 21 pb �1 of data to the QCD predic-
tion. Measuring this jet spectrum from 2 fb �1 will
decrease the statistical errors shown in Figure 2.45
by a factor of about 10. This would yield a sensi-
tivity that corresponds to a �C value in the range
1.8 to 2.0 TeV. In addition to providing a sensitive
search for new small-distance interactions, the shape
of the spectrum at transverse energies as large as 500
GeV will be sensitive to soft gluon resummation ef-
fects associated with the approaching kinematic limit
at high Et, and therefore provide an important test
of resummation techniques [8]. The measured inclu-
sive jet spectrum would also tie down the high x end
of the parton distribution functions. The Tevatron
measurement at high x will eventually be very valu-
able when compared to LHC measurements in order
to understand if the excess is due to parton distribu-
tion functions or some new e�ective interaction.

The two-jet invariant mass spectrum is sensitive
to heavy objects produced with a strong coupling.
In chiral color models[3], a massive octet of gluons
is predicted which would lead to a broad (axigluon)
resonance in the two-jet invariant mass spectrum.
This resonance, because of its strong coupling, would
produce a sizable enhancement in the di-jet mass
spectrum above the QCD background. The two-
jet mass spectrum from approximately 106 pb�1 of
data is consistent with a smooth (nonresonant) dis-
tribution. This excludes axigluons in the mass range
200 � Ma � 1000 GeV. A data sample of 2 fb�1

should extend the search for axigluon contribution up
to a mass limit of 1.2 TeV. Other models also predict
resonant enhancements in the dijet mass spectrum.
Current CDF limits on ability to distinguish between
model are summarized in Fig. 2.46. The sensitivity
achieved by analyses of the di-jet mass spectrum is
clearly competitive with other searches based on the
worlds data. A data sample of 2 fb�1 will extend the
range of di-jet mass that can be examined by about
200 GeV.

Finally, the NLO calculations (order �3s) have the
additional feature that the jet cross section depends
on the e�ective radius in the �-� metric used for clus-
tering. Comparing these predictions to data will per-
mit a more detailed investigation of the relationship
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Figure 2.47: The variation in jet size with Et as

measured by the fractional Pt of tracks within a

cone of radius R.

between hadronic jets and the underlying scattered
partons, and in particular enable a detailed study of
jet merging and sharing of energy between two nearby
jets. As shown from Figure 2.47 the jet size narrows
with increasing Et as measured from the fractional
Pt of tracks within a jet cone of radius R. Under-
standing these features of jets is necessary for precise
measurements of the properties of particles decaying
to jets, for example the top quark and a possible light
Higgs bosons.

2.5.2 Multijet Events

The study of events with three or more jets in the
�nal state provides a test of perturbative QCD that
complements the inclusive jet and two-jet measure-
ments. A comparison of recent CDF measurements
of the mass dependent jet multiplicity distributions
(Fig. 2.48) shows that LO QCD predictions give a
reasonable description of the measurements. How-
ever, at the highest energies, both the statistical un-
certainties on the measurements and the systematic
uncertainties on the predictions are large. With a
2 fb�1 data sample the statistical uncertainties on
the data points will shrink by more than a factor
of 5. Improvements in computing resources will be
needed to provide corresponding improvements in
the statistical uncertainties on parton shower Monte
Carlo predictions. Furthermore, the availability of a

2-58



3-Jet / 2-Jet

4-Jet / 2-Jet

5-Jet / 2-Jet

6-Jet / 2-Jet

Figure 2.48: CDF measured ratios of N-jet to 2-

jet events shown as a function of multijet mass

(points) for jets with Et > 20 GeV, compared to

LO QCD predictions from a matrix element cal-

culation (bands) and from the HERWIG parton

shower Monte Carlo program (open triangles).

NLO three-jet calculation together with further un-
derstanding of the theoretical uncertainties based on
analyses of current data samples may well result in
substantial reductions in the estimates of these un-
certainties. Hence it is likely that the precision of
quantitative comparisons between predicted and ob-
served multijet properties will improve by about a
factor of 5.

2.5.3 Direct Photons

Studies of direct photon production in CDF comple-
ment jet studies, and have the advantage that pho-
ton energies are measured with greater precision than
the energies of jets. So far direct photons have pro-
vided the best experimental and theoretical probe of
low x parton distributions and QCD at the Tevatron.
The current measurements indicate the presence of a
source of photon transverse momentum in addition
to that calculated from NLO QCD, as illustrated in
�gure 2.49. The normal QCD prediction falls below
the data at low pt, while the addition of the parton
shower matches the data quite well. This has impli-
cations for any hadron collision measurement using
NLO QCD. It is also clear from this plot that the in-
creased luminosities will help this measurement sta-

tistically at high pt.

Direct photon + jet angular distributions are in-
teresting due to the quark propagator, as opposed
to jet production with its gluon propagators. This
is shown in the right part of �gure 2.49, where the
dijet, W+jet and photon+jet angular distributions
are shown along with their NLO QCD predictions.
One sees the dramatic di�erences between jets and
photon/W production. Further studies of the pho-
ton+jet measurement as well as photon + 2 jets will
probe the direct photon production mechanisms.

2.5.4 W and Z boson production

The data collected at the Tevatron Collider during
Run I should provide 100,000 pp ! W + X and
10,000 pp! Z + X events after all selection cuts (in-
cluding both electron and muon W/Z decays). Fig-
ure 2.50 shows the W (Z ) cross sections as a func-
tion of the number of associated jets in the event us-
ing 107 pb�1 of electron decays from Run I. 20% of
these events have associated QCD jets, with approx-
imately 1% having 3 or more jets (jet Et>15 GeV).
An extrapolation to a 2 fb�1 data sample fromRun II
yields, for example, 1.9 million W bosons, including
approximately 380,000 with associated jets. These
data can be used for a variety of important tests
of the Standard Model, for top quark studies and
to search for new phenomena. A brief discussion of
the potential for these measurements is given below,
based upon the assumption of a 2 fb�1 data sample
from Run II. It is important to note that the high
rate DAQ system available for Run II will record all
available W/Z triggers onto tape.

The hadronic production of W and Z bosons pro-
vides the opportunity to test the Standard Model in
processes where the parton level scattering is identi-
�ed by the presence of the bosons and which naturally
occur at a high Q2 scale. Measurements of �s can
be extracted from jet multiplicity spectra. The data
shown in Fig. 2.50 would be increased by a factor of
about 40 in Run II. This would allow measurements
of the jet multiplicity associated with W bosons out
to six jets. A complementary measurement of �s can
be obtained from W and Z Pt spectra of the type
shown in Figure 2.51. Recently, calculations have
been performed at order �2s for the Pt spectra of
the W/Z.[5] These calculations reduce the theoret-
ical uncertainty in the cross section. With 2 fb�1 of
data, the Pt reach for W's would allow a signi�cant
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Figure 2.49: Left: Comparison of the direct photon di�erential cross-section with NLO QCD predictions. Right:

Photon, W boson and di-jet angular distributions
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Figure 2.50: W (Z ) + � n jets cross sections com-

pared with the QCD LO predictions.

measurement out to 250 GeV. The Z Pt spectrum
can be measured with very low background. The
Run II data sample would be 40 times larger than
that shown in Figure 2.51, providing about 200,000
Z bosons. The low Pt part of the W and Z spectra
provide data useful for a measurement of gluon re-
summation e�ects. Non-standard processes, such as
a techni-rho would appear as an enhancement in the
Pt spectrum.[4]

A critical analysis of the direct production of W
and Z bosons with QCD jets can be made from the
380,000 W+jet and 38,000 Z+jet events expected
from 2 fb�1 of data. Figures 2.51 through 2.53 il-
lustrate measurements made from a sample of data
(73 pb�1) from the current Tevatron run. The Et dis-
tribution of the highest energy jet from W + 1 and
2 jet events is plotted in Fig. 2.52. The W-jet and
Z-jet invariant mass distributions are shown in Fig-
ure 2.51. In all these Figures the data (points) are
compared to LO QCD calculations (histogram). A
50 fold increase in the statistics (electron plus muon
decay channels) shown in these plots (electron decays
only) will allow a study of the QCD jet spectra out
to Et of about 250 GeV. Currently NLO predictions
are available only for W/Z + 1 jet events, but cal-
culations for higher multiplicities should be available
for comparison to the Run II data.

A careful study of direct W and Z boson produc-
tion with jets is important both for an accurate mea-
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surement of the top mass and in searches for new
particles which decay to W/Z's or are produced in as-
sociation with them. Processes involving technicolor-
type models could produce heavy particles decaying
into W pairs. The exact nature of such couplings
are not certain, but do provide some impetus to ex-
amine the potential discovery limits. From di�erent
scenarios, and depending on the coupling, it may be
possible to detect techni-rho's with masses up to 250
GeV. Backgrounds for Higgs bosons can be reduced
by searching for production in channels with associ-
ated W/Z bosons. The jet-jet invariant mass spec-
trum from events withW bosons is shown in Fig. 2.53
for a sample of Run I data. The data (points) are well
reproduced by a leading order QCD calculation out
to jet-jet masses of 300 GeV. Scaling this up to a
2 fb�1 data sample predicts on the order of 600 W
events with a di-jet in the invariant mass range from
260 to 300 GeV/c2. This provides the background
to any new particle with mass in this range decaying
to dijets and produced in association with a W bo-
son. The high statistics W/Z + jet sample available
in Run II should permit a good understanding of the
normal QCD production and allow a search for new
particles out to masses of 300 GeV/c2.

2.5.5 The extraction of �S and the parton

densities

An important goal of QCD analyses of CDF data
in the near future is the extraction of �S and/or
the parton densities from all processes for which
there are reasonable data samples and reliable pre-
dictions. Some examples are the inclusive jet di�er-
ential cross-section, the two-jet mass and angular dis-
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tributions, jet and photon rapidity distributions, the
charge asymmetry in leptonic W decays, the direct
photon di�erential cross-section, jet multiplicity dis-
tributions, and the W, Z, and Drell-Yan transverse
momentum distributions. These measurements will
provide new constraints on the parameters of the the-
ory. The self consistency of the extracted parameters,
together with their consistency with measurements
from other experiments at lower energies and Q2-
scales, provides a rigorous test of perturbative QCD.

The published CDF inclusive jet di�erential cross-
section has been used to extract �S ([7]). Preliminary
results are shown in Fig. 2.54. These are not only con-
sistent and competitive with the worlds knowledge of
�S , but also demonstrate in a single measurement
the running of the strong coupling "constant". The
real strength of the measurements of �S based on the
CDF jet spectrum is that these measurements probe
the behaviour of the QCD coupling at high Q2, ex-
tending the Q2 range of the worlds data by more than
a factor of 4. With a data sample of 2 fb�1 the statis-
tical errors will shrink by a factor of 10 with respect
to those shown in the �gure, and the measurement
will extend out to a Q2 of about (500 GeV )2. In
addition a 2 fb�1 data sample would facilitate a pre-
cise simultaneous determination of �S and the parton
distributions, which will enable systematic uncertain-
ties associated with global structure function �ts to
be minimized. This is important since the global �t
systematic uncertainties are di�cult to quantify.

Reliable QCD predictions require a precise knowl-
edge of the parton distributions. CDF Drell-Yan and
W lepton charge asymmetry measurements are al-
ready being used to constrain these distribution func-
tions. For example the current W asymmetry mea-
surements are shown in Fig. 2.55 for a data sample
of about 70 pb�1. Hence, for a 2 fb�1 data sample
the statistical uncertainties will shrink by a factor of
5, and provide a very interesting constraint on the
parton distributions.

2.5.6 Summary of the bene�ts of Teva-

tron Run II to QCD studies

The QCD studies described in this section will be
greatly extended through the combination of the very
large data samples expected in Run II and com-
plementary improvements of the CDF II detector
described in this TDR. The new plug calorimeter
will permit high quality jet measurements out to
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j�j < 3:0, thus extending measurements to a region
of phase space where resummation e�ects could be
tested. Tagging jets containing a b hadron decay
with the SVX II permits a clean study of top quarks,
a sensitive search for light Higgs bosons, and searches
for other new particles. Clearly most of the QCD
studies will pro�t from the potential of a factor of
20 increased statistics in Run II. To take advantage
of this in terms of data recorded, the upgraded DAQ
system is essential.
Table 2.11 shows the events expected in some se-

lected channels from a Run II exposure of 2 fb�1,
based upon extrapolations from Run I data already
analyzed.

Table 2.11: QCD events expected from a 2 fb�1 Run II

data sample

Production Channel Events

jet (j) + X, j�j � 1:0; ET �300 GeV 6:4� 103

jj + X, Mjj � 600 GeV 3:0� 104

 + X, pT () � 25 GeV 6:0� 106

 + X, pT (1; 2) � 12 GeV 1:4� 104

Z+ � 1j, ET (j) �100 GeV 1:0� 103

W+ � 1j, ET (j) � 100 GeV 1:0� 104

To take full advantage of these data the system-
atic errors associated with jet measurements will have
to be reduced by making internal consistency checks
on the data. For example the high statistics Z+jet
and photon+jet data samples will permit balancing
precisely measured electromagnetic calorimeter en-
ergy (a photon or Z boson) against jet calorimeter
energy. With reduced systematic errors, these data
have the potential for testing QCD down to length
scales of about 0.1 milli fermi. The running of �S can
be measured in detail in a Q2 range from about (30
GeV )2 to (500 GeV )2, and parton distribution func-
tions measured with high precision. In total these
data have the potential for making stringent tests of
the QCD sector of the Standard Model and hope-
fully revealing a deeper understanding of elementary
particle physics.
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2.6 Constraining the CKMMatrix

2.6.1 Introduction

The study of particles containing the bottom quark

has provided valuable insights into the weak interac-

tions and QCD: e.g. the long lifetime of b hadrons,

the large mixing observed in the B0{ �B0 system, the

discovery of heavy quark symmetries and the util-

ity of heavy quark e�ective theories, the observation

of \penguin" decays. This is not surprising given

that the bottom quark is heavy and that its preferred

charged current coupling to the top quark occurs only

in virtual higher{order processes. The b hadrons pro-

vide a valuable laboratory in which to extract funda-

mental parameters of the Standard Model and test

its consistency and search for rare processes which

are sensitive to physics beyond the Standard Model.

Measurements with b hadrons can in principle be

used to extract information on 5 of the 9 elements

of the CKM matrix that relates the weak{interaction

and mass eigenstates of quarks. The CKM matrix

can be written as:

V =

0
@Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

1
A (2.2)

or in the Wolfenstein [1] parameterization:

'

0
@ 1� �2=2 � A�3(�� i�)

�� 1� �2=2 A�2

A�3(1� �� i�) �A�2 1

1
A
(2.3)

given here to O(�4), where � = sin(�Cabibbo) and

the other three parameters A; �, and � encode the

remaining two weak mixing angles and the irreducible

complex phase that introduces CP violation.

Unitarity of the CKM matrix requires the relation-

ship

V �tbVtd + V �cbVcd + V �ubVud = 0; (2.4)

which can be displayed as a triangle in the complex

plane, as shown in Figure 2.56. The base of this

triangle has been rescaled by A�3 to be of unit length.

Also shown are the angles �, �, and  which lead to

CP violating e�ects (provided the triangle does not

collapse to a line) that can, in principle, be measured

with b hadrons.

The b physics goals for CDF II include:

Figure 2.56: The unitarity triangle indicating the
relationship between the CKM elements.

� An observation of CP violation in B0 ! J= K0
S

and a measurement of sin(2�) with a precision

comparable to e+e� machines

� An observation of CP violation in B0 ! �+��

and a measurement of sin(2�) to �0.10

� Determination of jVtd=Vtsj with a precision of

20% over the full range allowed by the Standard

Model

The copious production of b hadrons of several

species at the Tevatron o�ers the opportunity to pro-

vide measurements that will allow us to fully check

the consistency of the CKM picture. To take advan-

tage of the broad spectrum and high rate of produc-

tion of b hadrons at the Tevatron, the challenges of

triggering and event reconstruction in high energy p�p

collisions must be successfully met.

2.6.2 The current CDF b program

CDF has demonstrated the ability to mount a b

physics program exploiting the unique aspects of

hadron production. Approximately twenty papers

have been published (or are submitted and under

review) in PRL and PRD by CDF on the subject.

Many of the CDF results are highly competitive with

measurements from LEP or CLEO and some of them

are the best measurements from a single experiment.

These measurements include:
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� Individual b hadron masses (B+; B0; Bs;�b) [2,

3]

� Individual b hadron lifetimes (B+; B0; Bs;�b) [4,

5, 6]

� Polarization in B0 ! J= K�0 and Bs !
J= � [7]

� Search for Bc ! J= � [8]

� Searches for rare decays (B0; Bs ! �+��; B� !
��K�; B0 ! ��K�0; B0; Bs ! �e) [9]

There are other physics topics for which CDF has

preliminary results based on Run Ia data (� 20

pb�1). These ongoing analyses will also be competi-

tive with LEP and CESR with the full Run I data set

(� 110 pb�1) and include: a measurement of the Bd

mixing parameter xd, limits on the Bs mixing param-

eter xs, measurement of the ratio of branching ratios

for color{suppressed B meson decays, and a search

for Bc ! J= `�.

CDF has also carried out several studies of B and

quarkonium production and of b�b production corre-

lations [10, 11]. The QCD aspects of these results

have generated much interest. In addition, they pro-

vide the understanding of B production necessary for

studies of B decay.

The analyses carried out by CDF have shown that

the mass resolution obtained with the CTC coupled

with the vertex resolution obtained with the SVX al-

lows us to (a) isolate fully{reconstructed B decays

and (b) measure the lifetime of the decaying mesons.

Point (a) is illustrated in Figure 2.57 where the ob-

served signals for B� ! J= K� and B0 ! J= K�0

are displayed. These data samples are currently the

world's largest for these decay modes. Point (b) is

illustrated in Figure 2.58 where the lifetime distribu-

tion for exclusive B !  K modes is used to extract

the individual B� and B0 meson lifetimes.

In addition, we have gained considerable experi-

ence in measuring the B decay vertex in partially

reconstructed B semileptonic decays. For exam-

ple, we have used the decays B� ! `�D0�� and

B0 ! `�D�+�� to measure the lifetimes of the charged

and neutral B mesons. The D meson signals are dis-

played in Figure 2.59, and the corresponding B life-

time distributions are displayed in Figure 2.60. Note

that these measurements do not rely on the presence

of a J= in the �nal state for triggering or recon-

struction purposes. These results (and similar ones

shown later for Bs decays) demonstrate the ability

to measure B lifetimes in decays involving two sec-

ondary vertices (one due to the B decay and one due

to the D decay).

By combining our Run I results using exclusive de-

cays and semileptonic decays, we obtain a ratio of the

B+ to B0 lifetimes of 1:09� 0:05. Figure 2.61 graph-

ically compares CDF's results on b hadron lifetimes

with the combined results of the LEP experiments

(from the 1995 Lepton Photon Symposium).

Currently, CDF is unique in having a sample of

B ! J= KS events that can be tagged for a CP

asymmetry analysis. We are working on several avor

tagging methods and expect to apply these methods

to a �rst study of the CP asymmetry using the Run I

data.

2.6.3 CDF II strategy for b physics

The current generation of B experiments, CDF,

CLEO, LEP and SLD, are already making impor-

tant measurements and placing constraints on the

parameters of the CKM matrix. On the time scale of

Run II, there will be competition among many new

or upgraded experiments. CDF II will take advan-

tage of the broad spectrum of b hadrons produced at

the Tevatron which makes measurements withBs, Bc
and b baryons as well as with B0 and B+ possible.

Key elements of CDF that made the Run I high{

pT physics program (e.g. top and W ) so successful

include excellent tracking resolution, lepton identi-

�cation (including dE=dx), secondary{vertex recon-

struction and a exible and powerful trigger and data

acquisition system. These same elements are also the

foundation upon which a successful b physics program

has been built.

The strategy for CDF II is to build on our ex-

perience in Run I, to optimize the quality of infor-

mation in the central region while expanding cover-

age, and to exploit many additional b hadron decay

channels. The tracking upgrades (SVXII/ISL/COT)

are expected to improve the present mass resolution

while the 3D silicon tracker (SVXII) is expected to

improve the vertex �nding ability. The lepton and

tracking coverage will be increased (SVXII, ISL and

CMX/IMU). The dE=dx information from the COT

will be employed for particle identi�cation. In CDF II

we also plan to leave su�cient space at the outer di-

ameter of the tracking volume (COT) for a Time{of{

Flight system designed to provide forK=� separation
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Figure 2.57: The invariant mass distributions for charged and neutral B mesons reconstructed via the decay
modes B+

! J= K+ and B0
! J= K�0 as observed by CDF.

Figure 2.58: The proper lifetime distributions for charged and neutral B mesons reconstructed via the exclusive
B !  K decay modes are shown in the upper plots. The lower plots display the background distributions for
the B sidebands.
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Figure 2.59: Charm signals reconstructed in association with a high-pT lepton.
(a): Signal for �B ! D0`���X;D0

! K��+ (+ c.c.)
(b): Signal for �B ! D�+`���X;D�+

! D0�+;D0
! K��+ (+ c.c.)

(c): Signal for �B ! D�+`���X;D�+
! D0�+;D0

! K��+���+ (+ c.c.)
(d): Signal for �B ! D�+`���X;D�+

! D0�+;D0
! K��+X (+ c.c.)

Mode (a) is dominated by B� decays and modes (b) { (d) by �B0 decays (�M is the mass di�erence between the
D0�+ and the D0). Shaded histograms show wrong{charge combinations (e.g., `�K+); in (a) these are scaled by
0.5 for display purposes.
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Figure 2.60: Distributions of pseudo-proper decay lengths for lepton + \D" signal samples (points). In all the
plots the �ts are shown for the signal (dashed line), background (dotted line) and sum (solid line). The four
decay channels are represented in (a) { (d) as in the previous �gure.
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B Lifetime Comparison

Lifetime / ps

B0                LEP 1.55 ± 0.06 ps

                CDF 1.52 ± 0.06 ps

B+                LEP 1.62 ± 0.06 ps

                CDF 1.66 ± 0.05 ps

Bs
0                LEP 1.57 ± 0.11 ps

                CDF 1.37 ± 0.14 ps

Λb                LEP 1.18 ± 0.07 ps

                CDF 1.32 ± 0.17 ps

Ratio

                LEP 1.04 ± 0.06

τ(B+)/τ(B0)

                CDF 1.09 ± 0.05

Figure 2.61: CDF and combined LEP (1995) re-
sults for b hadron lifetimes.

at low to moderate pT .

In addition, the high{rate capability of the up-

graded trigger/data acquisition system will enable us

to handle the high luminosity of the Main Injector

era while lowering thresholds and acquiring events in

many more channels. Of particular importance will

be the ability to form triggers based on track informa-

tion alone at Level 1 (XFT) and detect the presence

of tracks with displaced vertices at Level 2 (SVT).

Thus, the CDF II detector will provide for a com-

petitive b physics program that has unique features

and addresses a wide variety of topics of fundamental

importance. Below we discuss several speci�c topics:

� Observation of CP violation in B0 ! J= KS

� Observation of CP violation in B0 ! �+��

� Search for CP violation in Bs ! J= �

� Reconstruction of channels useful for measuring

the angle .

� Measurement of the ratio of CKM matrix ele-

ments jVtd=Vtsj

{ Bs mixing, ��s=�s

{ Radiative B decays

� Observation of the rare decays B0 ! ��K�0 and

B� ! ��K�

These topics are of high priority on our physics

menu and they highlight the needed capabilities of

the CDF II detector. With these capabilities we also

expect to be able to make signi�cant progress on sev-

eral other topics in b-quark physics, including the ob-

servation and study of Bc decays, and on measure-

ments of CKM matrix elements Vub and Vcb in ex-

clusive semileptonic decays of B meson and baryons

(e.g. B ! �`�).

2.6.4 CP Violation in the B system

2.6.4.1 CP Asymmetry in B0 ! J= KS

By far the most important goal of the CDF II B

physics program is the observation of CP violation

in the B system. The decay mode most frequently

discussed in the literature [12] is B0 ! J= KS. CP

violation would manifest itself as an asymmetry in

the partial decay rates of B0 and �B0 to the same �nal
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state, J= KS (a CP eigenstate). This will result in

an asymmetry:

ACP = (N � �N)=(N + �N) (2.5)

in the number of decays from B0 (N) and �B0 ( �N)

mesons. The asymmetry in the partial decay rates is

directly related to the angle � of the CKM unitary

triangle:

�(B0; �B0 ! J= KS) / e��t[1� sin(2�) sin(x�t)]

(2.6)

where x = �m=� is the ratio of the mass di�erence of

the heavy and light B meson states to the total decay

rate, also known as the mixing parameter, and t is

the decay time. The observed asymmetry Aobs
CP will

be smaller than ACP by a factor known as the \dilu-

tion" D; AobsCP = DACP . As discussed below the di-

lution receives contributions from the time evolution

of the B meson under study and from the method

used to tag the avor of the B meson at the time of

production.

CDF has already collected the world's largest sam-

ple of B0 ! J= KS decays: a preliminary analysis

of the full data sample accumulated in Run I (110

pb�1) results in 240 of these events, shown in Fig-

ure 2.62 with S=N better than 1 : 1. We obtained

this sample with a dimuon trigger that required both

muons to have transverse momentum (pT ) greater

than 2.0 GeV/c. For this analysis, we have not re-

quired that the events be in the SVX �ducial region,

although we used SVX information if available. Also

shown in Figure 2.62 is the same data sample with

the additional requirement that SVX track informa-

tion be available for the J= decay muons, demon-

strating an improvement in S=N within the limited

acceptance of the SVX. The improved capability and

increased coverage obtained with the SVX II should

result in a much improved signal to noise; in what

follows we have conservatively assumed S=N = 2 : 1.

Our goal for Run II is to improve the trigger e�-

ciency to the point that we reconstruct three to four

times as many B0 ! J= KS events per pb�1. We

expect to achieve this by lowering the pT threshold

to 1.5 GeV/c (made possible in Run II by having a

tracking trigger at Level 1), by using J= ! e+e� as

well as J= ! �+�� decays, and by improving the

coverage for lepton identi�cation.

The decrease of the muon threshold alone is ex-

pected to double the current �+��KS yield (events

Figure 2.63: J= ! e+e� signal from a test trig-
ger during Run I.

per pb�1). Including the acceptance gained by the

completion of the CMX detector, we then expect

� 10; 000 events for 2 fb�1 from the dimuon trig-

gers in the central region (j�j < 1, i.e. CMU and/or

CMX).

The inclusion of electrons was studied with some

tests of di{electron triggers during Run I. Figure 2.63

shows a reconstructed J= ! e+e� signal obtained

with a test trigger based on a 3 GeV/c electron pT
threshold. From these studies it is estimated that a

Level 2 trigger rate of 20 Hz could be achieved assum-

ing a 2 GeV/c threshold and the requisite improve-

ments for the CES electronics to cope with the lower

threshold and higher crossing frequency for Run II.

If possible we wish to use a 1.5 GeV/c threshold;

However, in the estimates of sensitivity which follow

we assume a 2 GeV/c threshold for electrons, for an

overall factor of three increase on the Run I B0 !
dilepton +KS yield.

There are also possibilities for further increasing

the number of reconstructed B0 ! J= KS events,

such as improving the coverage for lepton identi�ca-

tion beyond the central region. Some of them are

listed at the end of this section.

In what follows we will not take any such possible

improvements into account, but we investigate only

two scenarios, one in which we have only the dimuon

channel available for J= reconstruction (resulting

in 10,000 B0 ! J= KS events) and one in which the
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Figure 2.62: CDF's B0
! J= KS signal from Run I. For the plot on the right, SVX track information has been

required for muons from the J= . It is noted that the S=N improves to 2:3 : 1 without additional loss of signal
if the transverse decay length (Lxy) is required to be greater than zero.

di{electron channel is also available, resulting in the

total of 15,000 events.

To obtain the CP asymmetry we must tag the a-

vor of the B meson at the time at which it was pro-

duced. The avor tagging e�ciency is more uncertain

than the B0 ! J= KS yield. We are currently in-

vestigating several avor tagging methods. Work is

under way to use a combination of Run I data and

Monte Carlo to establish the \e�ective tagging e�-

ciency" for each possible method with the CDF II

detector con�guration. The \e�ective tagging e�-

ciency" is is de�ned to be �D2 for a avor tagging

method with e�ciency � and dilution D. The uncer-

tainty on the CP asymmetry, �ACP , is given by

(�ACP )
2 �

1

�D2N

S +B

S
(2.7)

where N is the total number of events prior to avor

tagging and N = S+B includes signal (S) and back-

ground (B) events (and we assume S=B = 2 : 1). The

dilution is de�ned as D = (NR �NW )=(NR +NW ),

where NR and NW are the number of events with

right and wrong tags respectively.

We currently have results for three avor tagging

methods (the e�ectiveness of these methods has been

demonstrated in our measurements of B0� �B0 mixing

as shown later):

1. Jet Charge [13], where the weighted sum of the

charge of tracks recoiling against a B meson

is used to determine the avor of the second b

hadron in the event

2. Lepton tagging [14], where a lepton from the sec-

ond b hadron in the event is used to tag its avor

3. Same-Side Tagging [15], where charge correla-

tions between the B meson and charged tracks

in its vicinity are used to identify the avor of

the B meson at the time of production [16].

The sum of the individual �D2 for these three al-

gorithms is � 3:4%, although correlations among the

avor tagging methods are expected to reduce the

combined e�ective tagging e�ciency. The study of

these correlations is in progress. A conservative es-

timate is that using the three algorithms together

results in a combined �D2 which is � 80% of the sum

of the individual �D2 for each algorithm.

Table 2.12 lists the tagging methods we expect to

exploit, the e�ective tagging e�ciency measured in
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Run I, and the elements of the CDF II detector up-

grade that impact these algorithms. The dilution ef-

fects due to mixing and mistags for the opposite{side

tagging algorithms are included in the values given

for �D2.

For Run II, we expect improvements in the total

�D2 from the following sources:

� An improvement is expected for lepton tagging

by extending the coverage beyond the central re-

gion, giving a total �D2 = 1:7% from lepton tag-

ging.

� The increased coverage of the SVX II, together

with its three-dimensional track reconstruction

capability, will result in a cleaner selection of

fragmentation tracks around the B meson. We

expect �D2 for Same Side Tagging to increase to

2%.

� A signi�cant improvement in �D2 is possible for

the Jet Charge algorithm. The extended cov-

erage of the SVX II and ISL and their added

pattern recognition capability will enhance sub-

stantially the purity of this algorithm. Monte

Carlo studies indicate that �D2 � 3% is possi-

ble.

� Further improvement in �D2 is expected if a

Time{of{Flight system is eventually installed.

In the current baseline detector design a TOF

system is not included; however, there are pro-

visions (i.e. empty space) for the installation

of such a system at some point in the future.

The main motivation for such an addition is the

added tagging e�ciency (�D2 � 3%) from using

the charge of kaons opposite to theB0 ! J= KS

decay.

The uncertainty expected on the measurement of

sin(2�) is given by

� sin(2�) �
1 + x2d
xd

1p
�D2N

s
S +B

S
(2.8)

where xd=(1 + x2d) = 0:47 accounts for the dilution

due to the time evolution of the signal B0 in a time{

integrated asymmetry measurement (for the time be-

ing we ignore the improvement a�orded by �tting the

time development of the asymmetry). The Run II

expectation based on the above yields and e�ective

tagging e�ciencies is listed in Table 2.13. The ef-

fective tagging e�ciency includes the 80% derating

for overlaps among the avor tagging algorithms em-

ployed.

We consider the estimate of � sin(2�) = 0:13 to be a

very conservative scenario which is essentially estab-

lished based on Run I data. In the optimistic scenario

with the inclusion of dielectron triggers, improved Jet

Charge avor tagging and a TOF system, we could

obtain a total �D2 = 7:8% yielding � sin(2�) = 0:076.

Finally, in addition to the above expectation of

15; 000 B0 ! J= KS events in 2 fb�1, the B0 !
J= KS yield can be increased by employing (a) the

increased tracking coverage and (b) new ways of trig-

gering using the SVT upgrade:

(a) The additional coverage of the IMU for the

dimuon trigger can increase the event yield by

about 30%. The acceptance forKS decays is also

expected to increase by using tracks at higher

pseudorapidity from the ISL.

(b) Simulations of the SVT indicate that it may

be possible to trigger requiring one lepton and

one additional track with large impact parame-

ter [17]. In the o�ine analysis, the second lepton

is found primarily using tracking information.

In summary, based on the results we have ob-

tained so far, we expect that the dimuon channel,

with the improved trigger and coverage, combined

with the tagging methods established already, will

yield � sin(2�) = 0:13. Standard Model predictions

for sin(2�) are sin(2�) > 0:17 [18] and sin(2�) =

0:65� 0:12 [19]. Thus, even in the most conservative

case, with � sin(2�) = 0:13, we will have a very in-

teresting measurement of sin(2�) that will probably

result in the observation of CP violation.

It is likely that we will do better than the conser-

vative case. The addition of the di{electron channel,

improved detector performance for Jet Charge avor

tagging and a TOF system would increase the accu-

racy to � sin(2�) = 0:076. This level of sensitivity

is similar to that which might be achieved after two

years of running at 1033 cm�2sec�1 at the B factories

by (appropriately) summing over several �nal states.

As we gain experience, additional triggering and re-

construction techniques may allow an even more pre-

cise measurement that will tightly constrain the pa-

rameters of the Standard Model.
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Tagging Method �D2 (%) �D2 (%) Relevant CDF II Upgrade

(measured) (expected)

Central Muon 0:6� 0:1 1.0 Complete CMX/Add IMU

Electron 0:3� 0:1 0.7 Plug calorimeter/ISL

Same-side pion 1:5� 0:4 2.0 SVX II/ISL

Jet Charge 1:0� 0:3 3.0 SVX II/ISL

Opposite-side Kaon 3.0 Time{of{Flight

Table 2.12: Flavor tagging methods currently under consideration, the e�ective tagging e�ciency, �D2, for algorithms
established with Run I data, the expected �D2 in Run II, and the list of detector upgrades that will improve �D2.

Scenario �D2 (%) N(J= KS) � sin(2�)

�+�� triggers; \measured" tags only 2:7 10,000 0.16

Improved lepton and same{side � tags 3:8 10,000 0.13

Add J= ! e+e� triggers 3:8 15,000 0.11

Improved Jet Charge tag 5:4 15,000 0.09

Add Time{of{Flight 7:8 15,000 0.076

Table 2.13: The expected uncertainty on the measurement of sin(2�) under di�erent assumptions on the total e�ective
tagging e�ciency and the number of J= KS events.

2.6.4.2 CP Asymmetry in B0 ! �+��

A measurement of sin(2�) in conjunction with

sin(2�) provides powerful constraints on the unitarity

triangle [20]. The greatest challenge in this measure-

ment is the trigger requirement at a luminosity of

1� 1032cm�2sec�1. Our plan (described in detail in

Reference [21]) consists of

Level 1: Requiring that two oppositely{charged

tracks be found with the XFT track processor

(capable of �nding tracks in the COT with pT >

1:5 GeV/c with �pT=p
2
T < 0:01 [GeV/c]�1). Im-

posing �� cuts on oppositely{charged 2 GeV/c

track pairs yields an expected Level 1 accept rate

of 16 kHz as measured using Run I data.

Level 2: Using the SVT processor (capable of ex-

trapolating the XFT tracks in the SVX II de-

tector and determining their impact parameter,

d, with resolution �d � 25�m). Demanding

d > 100 �m yields an expected Level 2 accept

rate of less than 20 Hz.

Level 3: Here the full event information is available.

We expect to be able to reduce the rate out of

Level 3 to about 1 Hz.

With these trigger requirements we expect � 5

B0 ! �+�� events per pb�1 for a yield of 10,000

events in 2 fb�1. Since these events must pass the

SVT requirement, they have a proper lifetime distri-

bution starting at � 1:5 lifetimes. After �tting the

time development, the dilution of the CP asymmetry

due to the time evolution of the signal B will be 0.82,

rather than the time averaged value, 0.47, which we

assumed for sin(2�).

To measure the CP asymmetry in B0 ! �+��

events one needs to extract the physics backgrounds

from B0 ! K�, Bs ! K� and Bs ! KK decays.

Figure 2.64 displays the expected mass distribution

for the combination of the above four signals, assum-

ing [21] all charged kaons to be pions, equal partial

rates for the four decay modes and a 3 : 1 production

ratio for B0 : Bs. The B
0 ! �� and B0 ! K� peaks

are separated by 40 MeV=c2. An initial simulation

of the upgraded detector indicates that the resolu-

tion at pT (B) � 6 GeV/c will be about 20 MeV=c2.

Note that the Bs ! KK peak lies directly under the

B0 ! �� peak and is not resolved by improved mass

resolution and thus particle ID will be required.

In order to extract the �� signal it will be essential

to make use of the dE=dx information provided by

the COT. With the CTC we achieve a one standard
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Figure 2.64: Mass distribution for the combination
B0
! �+��, B0

! K�, Bs ! K� and Bs ! KK

assuming all charged kaons to be pions. The as-
sumed mass resolution is �20 MeV/c2. (Note that
the vertical scale should be treated as arbitrary.)

deviation separation between the K and � signals for

momenta > 2 GeV/c. We expect the COT dE=dx

performance to be as good as that for the CTC and

perhaps better due to the increased number of sam-

ples and e�ciency for dE=dx hit usage. With dE=dx

information and the mass distribution we can sta-

tistically extract the B0 ! �� component from the

total invariant mass distribution. It is useful to point

out that this evaluation will be carried out with the

full sample, that is, before B avor tagging.

Another issue for this analysis is the combinato-

rial background under the B peak. Although in the

Run I data we expect only a fraction of a signal event,

we can estimate the background level for the CDF II

detector using inclusive electron data. Using stan-

dard cuts on the decay vertex and the isolation of the

two-track combination, we obtain an observed back-

ground N comparable to the expected signal S for

pT > 4 GeV/c on each track: S=N � 1 : 1. Lowering

the pT threshold to 2 GeV/c will allow us to double

our e�ciency. We expect to do this with the CDF II

detector while maintaining S=N better than 1 : 1 by

exploiting the 3D information from the SVX II and

optimizing cuts.

The �nal issue related to the extraction of the an-

gle � from the measured CP asymmetry in B0 ! ��

is the extraction of possible penguin contributions

in addition to the tree diagram which is expected

to dominate this decay mode. We can estimate this

penguin contamination, and thus extract �, from a

combination of experimental measurements and the-

oretical inputs. A detailed analysis can be found in

reference [22]. Assuming a avor-tagging e�ciency

(�D2) of 7:8% as in the J= KS case, and a conserva-

tive S=N = 1=4, we expect an overall uncertainty on

sin(2�) of 0.10.

2.6.4.3 CP Asymmetry in Bs ! J= �

While the CP asymmetry in B0 ! J= KS measures

the weak phase of the CKM matrix element Vtd, the

CP asymmetry in Bs ! J= � measures the weak

phase of the CKM matrix element Vts. The latter

asymmetry is expected to be very small in the Stan-

dard Model, but in the context of testing the Stan-

dard Model has the same fundamental importance as

measuring the more familiar CP asymmetries. This

measurement is most accessible, if not unique, to ex-

periments at a hadron collider.

Our Run IBs mass analysis indicates that our yield

of reconstructed Bs ! J= � events is 60% that of

B0 ! J= KS (see Figure 2.65). Since the modest

trigger improvements for B0 ! J= KS (� 15; 000

events) apply equally to Bs ! J= �, we can expect

� 9000 events for this decay mode in Run II.

The avor tagging techniques described for the B0

case apply to the Bs with one exception: The frag-

mentation track correlated with the Bs meson is a

kaon instead of a pion. A PYTHIA study indicates

that a Time{of{Flight system, by identifying kaons,

would allow us to increase the e�ciency of the same-

side kaon algorithm from 2% to 5% [23]. In this

case we could assume a total avor tagging e�ciency

(�D2) for Bs mesons of � 10%.

The magnitude of a CP asymmetry in Bs ! J= �

decays will be modulated by the frequency of Bs os-

cillations. Thus, for a meaningful limit, we must be

able to resolve Bs oscillations. If we neglect (c�) reso-

lution e�ects, we can expect a precision on the asym-

metry of �0:09 from a time dependent measurement.

However, resolution e�ects smear the oscillations and

produce an additional dilution. For our Run I data,

if we determine the primary vertex event-by-event,

the proper lifetime resolution for fully reconstructed

B decays is � 30�m [24]. We expect that the proper

lifetime resolution for the SVX II will be � 10% bet-
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Figure 2.65: Left: The reconstructed mass distribution for Bs ! J= � decays. SVX track information has been
required for the muons from the J= . Right: The uncertainty on the CP asymmetry for Bs ! J= � as a function
of the Bs mixing parameter xs.

ter than that for the Run I detector [25]. Figure 2.65

shows our expected precision on the asymmetry as a

function of xs.

2.6.4.4 Feasibility of measuring 

Measuring the third angle, , in the unitarity triangle

completes the test of the unitarity of the CKM ma-

trix. The angle  can be probed via the decays [26]

1. B0
s ! D�

s K
+ and D+

s K
�

2. B+ ! �D0K+, B+ ! D0K+, and

B+ ! D0
CP+K

+

where DCP+ refers to the CP even state (jD0i +
j �D0i)=

p
2.

These decay modes have been considered in Refer-

ence [27]. As with the B0 ! �+�� decay mode, these

analyses depend on an all{hadronic decay mode trig-

ger (i.e. charged tracks). Assuming a Level 1 trigger

of two tracks with opposite charge and pT > 2 GeV/c,

and a Level 2 trigger cut of 100 �m on the impact

parameter, we expect an overall e�ciency times ac-

ceptance of � 3 � 10�4 for the Bs and B� decay

modes above.

Unfortunately, the decay modes B0
s ! D�

s K
+ and

D+
s K

� require a time-dependent analysis and there-

fore their utility depends on the Bs mixing param-

eter, xs. Moreover, the results in Reference [27] in-

dicate that a very small tagged signal is expected.

However, if ��=� for the Bs is large enough and

can be measured independently,  can be extracted

by measuring the relative fraction of the two lifetime

components in the untagged DsK sample. [28] Also,

it has been recently noted [29] that a determination of

the CKM angle  may be obtained through measure-

ments of the time evolution of angular distributions

for Bs decays into �nal states which are CP admix-

tures.

The charged B modes are very interesting since the

observation of an asymmetry between B+ and B�

would indicate the presence of direct CP violation.

Experimentally, measurement of the asymmetry in-

volves only time{integrated quantities; these decays

are self{tagging. The uncertainty on the observed

CP asymmetry is now a function of (a) the angle 

and (b) the strong phase di�erence, �. In the most

favorable case,  = �=2 and � = �=2. Then the CP

asymmetry, ACP , and the uncertainty on it, �ACP ,

are ACP = 0:2 and �ACP = 0:05 respectively. The

detailed discussion of the uncertainty on ACP is con-

tained in [27].
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2.6.5 Determination of jVtd=Vtsj

Within the CKM model, jVtd=Vtsj is constrained at

95% con�dence level to lie in the range [18]:

0:11 �
����VtdVts

���� � 0:36 (2.9)

Experiments operating on the �(4S) can deter-

mine jVtd=Vtsj by measuring the ratio of decay rates of

radiative B decays B(B ! �)=B(B ! K�) [30].

However, recent studies [31] have shown that such

decays have potentially large long-distance contribu-

tions, making extraction of jVtd
Vts
j di�cult.

In contrast, experiments at hadron colliders can

also use Bs mesons, which are amply produced, and

determine jVtd=Vtsj using several independent tech-

niques, including some with quite small theoretical

uncertainties as discussed below. Combining these

techniques, CDF II should, with 2 fb�1 of data, not

only be able to constrain jVtd=Vtsj, but also measure
its value over the full range permitted by the Stan-

dard Model.

2.6.5.1 Bs Mixing

Mixing in the B system has been discussed exten-

sively in the literature [18]. In the Standard Model,

BB oscillations occur dominantly through top quark

contributions to the electroweak box diagram. The

size of the mixing is expressed in terms of the pa-

rameter x � �m=� where �m is the di�erence in

mass between the heavy and lightB meson states and

� = �h=� where � is the average lifetime of the states.

The value of x depends on the top quark mass, the B

decay constant, the QCD bag parameter and correc-

tions due to the breaking of SU(3) avor symmetry.

Theoretical uncertainties in the determination of the

CKM parameters can be greatly reduced by consid-

ering the ratio of xs to xd:

xs

xd
=

(mBs
�Bs

BBs
f2Bs

)

(mBd
�Bd

BBd
f2Bd

)

����VtsVtd
����2 (2.10)

where �Bi
are QCD corrections of order 1 (i = d; s),

BBi
are B meson bag parameters, and fBi

are B

meson weak decay constants.

In the limit of SU(3) symmetry, the factors in front

of the ratio of CKM elements would be unity. Lattice

Gauge theory determines the value of these factors to

be 1:3� 0:2 [32]. Since xd=xs depends on jVtdVts
j2, the

theoretical uncertainty on jVtd=Vtsj is � 10%.

Because xs is large, it must be determined by �t-

ting the time-dependent oscillation

Prob(Bs ! Bs) =
1

2
e�t=� (1� cos(xst=�)) : (2.11)

The quality of the measurement depends upon the

experimental proper decay time resolution and the

ability to tag the avor of the B at production time.

CDF has already performed measurements of xd (see

Figures 2.66 and 2.67) [33]. Because Bs oscillations

are rapid, an xs measurement will place stringent de-

mands on the experiment's ability to determine the

proper time of the decay.

Vertex �nding requirements for the xs measure-

ment are discussed in detail in Reference [34]. In

general, the proper time resolution can be parame-

terized in terms of two constants

�t =
p
a2 + b2t2 (2.12)

Here a is determined from the resolution on the pri-

mary and secondary vertex positions and b depends

on the accuracy with which the momentum of the

Bs is known. The decay time t and its uncertainty

�t are measured in units of proper time, relative to

the Bs lifetime. The values of a and b depend upon

the decay mode under consideration. In general, the

resolution is signi�cantly worse for semileptonic de-

cays (Bs ! Ds`�) than for fully{reconstructed events

(Bs ! Ds+n�). The number of semileptonic decays

is, however, signi�cantly larger. The xs reach of both

decay modes has been studied [35].

CDF already has experience analysing semilep-

tonic Bs decays. In the Run I data [36], 254 � 21

Bs ! Ds`� events were reconstructed and a Bs life-

time measurement of 1:37 � 0:13 � 0:04 ps was ob-

tained (see Figure 2.68). For Run II, triggering and

reconstruction of this channel with very high statis-

tics is straightforward. Our xs reach will be limited

by our proper lifetime resolution. Simulation studies

of the SVX II detector [25] have determined that for

semileptonic decays a = 0:11 and b = 0:15. This res-

olution limits the measurement to values of xs less

than about 15.

For fully{reconstructed decays a = 0:06 and b =

0:03 [37]. This value of a is based on our Run I

proper lifetime resolution using fully reconstructed

B events for which we determine the primary vertex

event by event. Figure 2.69 shows that with su�-

cient statistics (the �gure contains 2000 fully recon-

structed events with perfect tagging) oscillations can
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Figure 2.66: Two studies of B0
�

�B0 mixing performed by CDF using di�erent dilepton triggers. Results of
a �t to the like-sign fraction vs proper lifetime are shown on the left for a Run Ia sample (20 pb�1) collected
using a dimuon trigger and on the right for a combined Run Ia and Run Ib sample (110 pb�1) collected with
an electron-muon trigger. In both cases, one lepton was associated with a secondary vertex and the other lepton
served as a avor tag. For these �ts, maximal Bs mixing is assumed.

still be clearly resolved in the SVX II for xs = 20. In

practice, the ultimate xs reach for fully reconstructed

decays will depend on the number of decays available

in the channel rather than on the proper lifetime res-

olution. The challenge for CDF II is to trigger on,

and isolate from background, signals of this type.

One trigger strategy is to trigger on a single lep-

ton (e or �), which will serve as the avor tag, and

then reconstruct Bs decays in this sample [34]. For

a 6 GeV lepton threshold in Run II, and using selec-

tion criteria similar to those commonly used in Run I

analyses, the expected yield is low, � 250 events.

However, it is likely that the lepton trigger threshold

could be lower with some of the decay products of the

Bs included in the trigger requirement as well. We

note that the presence of a Time{of{Flight system in

CDF II could signi�cantly improve the reconstruction

purity by allowing e�cient selection of kaons and re-

jection of pions at low PT , where the backgrounds

are largest.

A promising strategy is to use a fully hadronic

trigger, in which case all tagging techniques may be

applied. In fact, the Level 1 and Level 2 triggers

designed for B ! �+�� will also provide good ac-

ceptance for the decay products of the Bs. Using

the same assumptions as for Bd ! �+��, we ex-

pect a yield of more than 1600 fully reconstructed

and tagged Bs decays. We show in Figure 2.69 the

resulting precision on xs as a function of xs.

2.6.5.2 ��s=�s

The calculation of xs depends upon the evaluation

of the real part of the mass matrix element. The

imaginary part of the same matrix describes the de-

cay widths of the two mass eigenstates BH
s and BL

s .

Within the Standard Model it is possible to calculate

the ratio ��Bs
=�mBs

[38]:

��Bs
=�mBs

= �
3

2
�
m2
b

m2
t

�
��Bs
QCD

�
�mBs

QCD

(2.13)

where the ratio of the QCD correction factors (�)

in the numerator and denominator is expected to be

of order unity [39]. This ratio does not depend on

CKM parameters. Thus, a measurement of ��Bs
de-

termines �mBs
up to QCD uncertainties. Moreover,

the larger �mBs
becomes the larger ��Bs

is. Thus,

2-79



Figure 2.67: Two studies of B0
�

�B0 mixing performed by CDF using lepton triggers and di�erent tagging
strategies. Left: The b�b same sign fraction as a function of proper time for events from the Run Ib inclusive
electron and muon triggers. The trigger lepton is associated with a secondary vertex which gives the proper
time. An additional soft lepton or the jet charge of an opposite side jet is used for a avor tag. The dashed
histogram represents the result of an unbinned likelihood �t for �md. Right: Measurement of the asymmetry
(NR � NW )=(NR + NW ) as a function of proper time for charged B (upper plot) and neutral B (lower plot)
mesons reconstructed from a single lepton trigger sample and avor tagged using a same-side pion tag. Here, the
charge of the B meson is determined by reconstructing the D0 or D�+ meson from the semileptonic decay. A
clear mixing signal is present for the neutral B while no mixing is observed for charged B mesons.
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as it becomes more di�cult to measure xs, �� be-

comes more accessible. Using the above expression,

Browder et al. [39] show that if xs = 15, a 7% dif-

ference in lifetime is expected.2 They estimate that

the uncertainties in calculating ��=�m contribute

an uncertainty of � 30% on jVtd=Vtsj2 (i.e. a 15%

uncertainty on jVtd=Vtsj). This contribution to the

theoretical uncertainty should be added in quadra-

ture to the 10% uncertainty discussed in the previous

section, for a total uncertainty of � 20%.

Several techniques can be used to determine

��Bs
[40]. First, the proper time distribution of a

avor-speci�c Bs mode (e.g. Bs ! Ds`�) can be �t

to the sum of two exponentials. Second, the average

lifetime of such a avor speci�c mode can be com-

pared to the lifetime of a mode that is dominated by

a single CP state (it is expected that Bs ! J= �

will be such a mode) [41]. Finally, a decay such

as Bs ! J= � can be decomposed into its two CP

components (via a transversity analysis [42]) and �t

for a separate lifetime for each component. It is

noted that CDF has measured the helicity struc-

ture of the decays B ! J= K� and Bs ! J= �

2This large ��Bs
is possible because there are large branch-

ing fraction common decay modes available to the Bs and Bs

(e.g. D
(�)+
s D

(�)�
s ).

using Run Ia data [7]. The results obtained are

�L=� = 0:65 � 0:10 � 0:04 for B ! J= K� and

�L=� = 0:56� 0:21� 0:03 for Bs ! J= �.

The statistical uncertainty on the Bs lifetime from

semileptonic B decays in Run II will be below 1%.

The Run II expectation, including only the mod-

est set of trigger improvements described in sec-

tion 2.6.4.1, is for � 9000 Bs ! J= � events. The

Bs ! J= � helicity structure should then be known

to about 1% 3. Using the current CDF number for

the Bs ! J= � helicity structure, with 2 fb�1, the

lifetime di�erence could be determined to 2 � 3%.

Including current theoretical uncertainties of 20%,

this determination of ��Bs
would either measure

jVtd=Vtsj or set an upper bound on xs � 15. Thus, us-

ing the direct xs measurement and ��s=�s, CDF II

should be able to measure jVtd=Vtsj over the full range
permitted by the Standard Model in Run II.

It is important to note that the discussion of Bs
mixing (and CP violation) has been in the context of

the three generation Standard Model. New physics

3The systematic uncertainties in the polarization measure-

ments are dominated by the estimate of the size and helicity

of the background under the B mass peak. These systematic

uncertainties should scale with the square root of the number

of events in the sample.
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associated with large mass scales can also reveal itself

through a study of the mass and width di�erences for

the neutral B mesons [43].

2.6.5.3 Radiative B Decays

In the absence of long distance e�ects, radiative B

decays provide an alternative approach for measuring

jVtd=Vtsj.

B(B� ! ��)

B(B� ! K��)
=

B(B0 ! �0) + B(B0 ! !)

B(B0 ! K�0)

=

����VtdVts
����2 �


where 
 is a phase space correction and � is a model

dependent factor in the range 0.58 - 0.81 [30]. The

relative rates for �0 and ! decays are equal in the

quark model. Based upon a 2 fb�1 sample containing

13 K� candidates (with an estimated background

of 1.9) and 2 � + ! candidates (with an estimated

background of 4.1), CLEO has used this technique

to set a bound on jVtd=Vtsj in the range 0.64 - 0.76,

depending upon theoretical model [44].

CDF has already installed a trigger to collect radia-

tive penguin decays (see Reference [45] for details).

The limited bandwidth available of the Run I trigger

and data acquisition system required the trigger to

have quite high thresholds (10 GeV photon plus two

2 GeV tracks). The expected yield with this trigger

is � 20 K� events per 100 pb�1. In Run II, we ex-

pect to lower the photon Et threshold to 5 GeV and

the track Pt threshold to 1.5 GeV, with a resulting

yield of � 135 events per 100 pb�1 or � 2700 for 2

fb�1.

The mass resolution of the reconstructed B is dom-

inated by the resolution on the photon energy and is

� 140 MeV. We have studied our ability to reject

combinatorial background using Run Ia photon data

and have studied with Monte Carlo the discrimina-

tion againstB ! K��0 and ��0 and higher multiplic-

ity penguin decays [45]. These backgrounds are man-

ageable. However, the o�ine cuts to remove back-

ground are expected to reduce the signal by about

a factor of 2. The mass resolution is not adequate

to separate � from K� on an event-by-event basis;

however, a statistical separation is possible. In addi-

tion, the COT dE=dx system should provide 1� K-�

separation in the momentum range of interest.

These radiative B decays can also be observed us-

ing converted photons. The probability for a photon

to convert (� 5%) will be o�set by a lower photon

Et threshold. Also, the mass resolution is � 5 times

better than for the signals with unconverted photons

and the =�0 separation is �20 times better, allowing

a cleaner separation between B ! K� and B ! �.

At the Tevatron it is possible to study Bs penguin

decays as well. Information on jVtd=Vtsj can be ob-

tained in the same manner as above from studying

the ratio of B(Bs ! K�)=B(Bs ! �). The size

of the Bs penguin sample is expected to be 1/2 to

1/3 the size of the Bd sample. Comparison of the

two results would help constrain the size of the long

distance contributions to the decays.

2.6.6 Bc and Cabibbo suppressed decays

CDF II will continue to search for and study addi-

tional b hadron states. Figure 2.70 shows the CDF

limit on Bc production and decay to J= �. The

study of this q�q systemwould be particularly interest-

ing because of the unequal heavy quark masses [46].

We also note that the decay B+ ! J= �+ is a

Cabibbo and color suppressed decay which may ex-

hibit a direct CP violating e�ect at the few percent

level [47]. The mode is self{tagging and no time

dependence is required. Any non{vanishing e�ect

would immediately exclude the superweak model of

CP violation. In Run II, extrapolating from the � 30

events observed, we expect about a 3% error on the

asymmetry.

2.6.7 Rare B decays

Rare B decays provide a stringent test of the Stan-

dard Model for possible new physics e�ects, such as

an anomalous magnetic moment of the W and the

presence of a charged Higgs. Experimentally, these

rare decays are accessible via the dimuon trigger. Us-

ing these triggers, CDF has performed a search for

the decay modes B� ! �+��K�; B0 ! �+��K�0

and Bd;s ! �+��. The Standard Model predic-

tions [48] for the branching ratio for these decay

modes, together with the expected sensitivity for

CDF II, are listed in Table 2.14. The projections

for B� ! �+��K� and B0 ! �+��K�0 conserva-

tively assume the same signal-to-noise (� 1 : 10) as

obtained for the Run Ia searches. We expect that a

CDF II analysis will bene�t from a much improved

signal-to-noise.

Assuming Standard Model branching ratios for

B+ ! �+��K+ and B0 ! �+��K�0, we will have
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~ 110 pb-1 Data

Figure 2.70: On the left: Limit from Run I on the ratio of production and decay of Bc ! J= � vs. B+
! J= �+

as a function of lifetime. On the right: the signal for B+
! J= �+ is seen as an enhancement in the J= �

distribution at the upper edge of the J= K contribution which dominates the lower edge of the plot.

B Decay Mode Standard Model CDF Run I CDF II

�+��K+ (2 { 5)�10�7 1:0� 10�5(20 pb�1) 2� 10�7

�+��K�0 (2 { 5)�10�6 2:5� 10�5(20 pb�1) 4� 10�7

Bd ! �+�� (0.6 { 1.9) �10�10 2:6� 10�7 (110 pb�1) 1� 10�8

Bs ! �+�� (1.5 { 4.5)�10�9 7:7� 10�7 (110 pb�1) 4� 10�8

Table 2.14: Rare B decay modes, Standard Model predictions for their branching ratios, 90% limits set with Run I
CDF data and the expected sensitivity (90% CL) for CDF II.
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visible signals for these decays. In particular, we ex-

pect � 100 to 300 B+ ! �+��K+ and � 400 to

1100 B0 ! �+��K�0 events. This will enable us to

study both (a) the invariant mass distribution of the

dimuon pair and (b) the forward-backward charge

asymmetry in the decay. Both of these distributions

are sensitive to physics beyond the Standard Model,

e.g. the presence of a charged Higgs or charginos [49],

[50],[51].

2.6.8 Concluding remarks

From the previous discussion it should be clear that

CDF II plans to fully exploit the copious production

of b hadrons in all of the species produced at the

Tevatron. We believe we will have a complete and

competitive program, with unique strengths for ex-

ample in rare decays and Bs physics.

With the experience gained so far in the analyses

of Run I data and the planned capabilities of the

CDF II detector we are able to con�dently project

our expectations for Run II which include:

� Observation of CP violation in B0 ! J= K0
S

and measurement of sin(2�) to better than

�0.13.

� Observation of CP violation in B0 ! �+�� and

measurement of sin(2�) to better than �0.14.

� Determination of jVtd=Vtsj with a precision of

20% over the full range allowed by the Standard

Model

� Observation of the rare decays B0 ! ��K�0 and

B� ! ��K�

With these and other measurements that we will

pursue with b hadrons with CDF II, we expect to

impose severe constraints on the Standard Model of

weak quark mixing and CP violation and be very

sensitive to new physics.
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Chapter 3

Overview of Tracking

We now begin discussion of the tracking systems
for the CDF Upgrade. In this chapter we describe the
general context of tracking measurements in CDF,
and our plan for the Upgrade. The individual detec-
tor components are described in detail in Chapters
4, 5, 6. The projected performance of the proposed
system is described in Chapter 7.

3.1 History and Capability

Charged particle tracking has played a major role
in almost every physics analysis done with the CDF
detector.

The CDF Run I tracking system consisted of a
Central Tracking Chamber (CTC), used to measure
charged particle momenta, a vertex drift chamber
(VTX) used to measure event z vertices, and a sili-
con vertex detector (SVX) used to detect secondary
vertices. The CTC, designed for L = 1030cm�2s�1

and in use since 1987, has performed well up to lumi-
nosities of 2�1031cm�2s�1. This detector provides 84
measurement points over the radial range of 31 to 132
cm, covering the j�j range � 1:0. The VTX, installed
in 1992, makes time projection r-z measurements at
radii inside of 31 cm to �nd the vertex z position,
which is important for stereo pattern �nding in the
CTC.

Track reconstruction in the CTC is highly e�cient
for the detection of charged particles down to mo-
menta of 300 MeV/c, with a momentum resolution
of �pT=p2T � 0:002(GeV=c)�1. When combined with
beam constraint or inner silicon tracker information,
this improves to �pT=p2T � 0:001(GeV=c)�1 at high
momentum.

The correlation of CTC tracks with EM calorime-
try and muon chamber information is the basis of
lepton identi�cation. Correlation at the trigger level
allows low pT thresholds for e�cient collection of top

candidates,W boson decays, and high rate B physics
triggers. At the o�ine level, more precise versions of
this correlation, using shower position and E=p for
electrons, and stub position and slope for muons give
high purity, high e�ciency lepton selection.
The CTC is also used for in situ calibration of the

central calorimeter. A J= peak, recorded with low
pT muon triggers is compared with the world av-
erage J= mass to normalize the momentum scale
of the tracking system. This calibration is trans-
ferred tower-by-tower to the EM calorimeter using
the electron tracks in a large sample of inclusive elec-
trons. The response of the hadron calorimeter is mea-
sured using a large sample of isolated tracks, and
this is combined with test beam data to normalize
the absolute scale. The scale of the hadron system is
then checked against the EM calibration using events
where a single jet recoils against a well-identi�ed pho-
ton or a Z ! e+e� decay.
In 1992, a silicon vertex detecor (SVX) was added

to CDF. This device provided r-� points with reso-
lution of approximately 10 �m at four radii between
3 and 10 cm. For high momentum tracks the ex-
trapolated impact parameter resolution is � 15�m.
Midway through Run I, the SVX was replaced with a
new device, SVX0, of similar geometry but using AC-
coupled silicon detectors and a radiation-hard chip.
In this report, \SVX" is sometimes used to refer to
either of the Run I silicon devices.
Precise measurement of the track impact param-

eter and azimuth in the SVX is complementary to
the precision measurement of pT and dip angle in the
CTC. The combination of these measurements allows
the identi�cation of secondary vertices in jets and the
measurement of particle lifetimes and masses. This
capability has been key to many of the Run I physics
highlights at CDF:

� The ability to identify displaced vertices was
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crucial in the �rst direct observation of Top in
1994. The top samples isolated using the SVX
b-tagging are very pure, with a signal to noise
ratio of almost 4 to 1, and ultimately lead to ac-
curate measurements of the t�t production cross
section and the top mass.

� The combined CTC-SVX tracking system has
been used to isolate a number of exclusive B
decays, including the world's largest sample of
B! J= KS events. This decay will be used for
a CP asymmetry analysis in Run II.

� The combined CTC-SVX system has been used
to measure the lifetime and masses of B hadrons.
Exclusive measurements at CDF are competitive
with the combined results of the four LEP exper-
iments.

3.2 Run I Tracking Strategy, and

Shortcomings of the System

In Run I, the tracking strategy was fully dependent
upon the performance of the CTC. Tracks were found
in the CTC by �rst looking for segments in the ax-
ial super-layers. These segments were then linked
together and an r-� or 2D track was formed. Since
each stereo super-layer had only 6 wires (compared to
12 in an axial super-layer), segment �nding in these
layers, in a manner similar to the axial super-layers,
was not practical. Instead, attaching stereo hits to
the r-� CTC track required the additional external
input of the z0 supplied by the VTX. Once 3D tracks
were found in the CTC, the resulting helix param-
eters were then used to extrapolate tracks into the
SVX. Hits were attached to the CTC track in each
layer of the SVX, beginning with the outermost. At
each layer where a hit was found, the helix parame-
ters were recalculated, and the search continued into
the next innermost layer. This procedure leads to
a multiplication of e�ciencies, with the primary loss
being track reconstruction e�ciency in the CTC. In
addition, association of an incorrect SVX hit with
a CTC track results in large errors in the measured
track parameters.

This tracking strategy produced excellent physics,
but as we have gained experience with this system,
we have come to understand its intrinsic weakness.
Looking ahead, in addition to the expected deteri-
oration in tracking performance at high luminosity,

we realize the limitations are inherent to the basic
design of both the SVX and CTC.

� Length of the SVX:

Both the SVX and SVX0 detectors were 50 cm
long. Since the p�p luminous region can be de-
scribed by a Gaussian of width � 30 cm, many
events are not contained, and the overall geomet-
rical acceptance is only 60%. This has a direct
impact on analyses which depend critically on B
identi�cation (such as the top analysis), but also
has a broader impact.

If the SVX had covered the entire luminous re-
gion, then a CTC track which could not be linked
to hits in the SVX would most likely be a con-
version (from material outside the SVX) or a
daughter of a long-lived particle such as a KS .
The presence or absence of hits can thus be an
integral part of the pattern recognition. With a
short SVX this is not possible.

� Too few layers in the SVX:

Ideally, one would like to �nd track segments
in the SVX, and link these with tracks found
in the CTC, instead of the present scheme of
a tree search in the SVX within a road de�ned
by the CTC track. The e�ciency and the ac-
curacy with which one �nds segments will de-
pend on the number of points used in de�ning
the segment. Both the SVX and SVX0 detectors
had four single-sided layers. The average hit ef-
�ciency for each layer was � 90%, dominated by
the gap between barrels. Therefore the proba-
bility for a track within the acceptance of SVX
to have four or three measurements was � 60%,
and � 30% respectively. Since any three hits de-
�ne a circle, only combinations of four hits are
useful for identifying track segments, and 60%
is an unacceptably small tracking e�ciency. In
addition, with only four hits, the fraction of fake
SVX segments (those with at least one hit in-
correctly assigned) is quite high. Finally, due
to the short lever arm, the resulting momentum
resolution of such tracks is poor.

� No stereo in SVX:

The SVX was a two-dimensional device, provid-
ing measurements in the r-� plane only. The ad-
dition of the SVX information to a CTC track
improved the determination of the impact pa-
rameter and �0 dramatically. Lack of a stereo
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Figure 3.1: Conversion rate vs. luminosity in Run

I.

view in the SVX prevented similar improvement
in the r-z parameters cot � and z0.

� Weak stereo in CTC:

The number of stereo measurements in the CTC
is small, 24 out of the 84 total. These are ar-
ranged as four stereo super-layers of six wires
each. In contrast, the CTC has �ve axial super-
layers with 12 wires each. This choice lead to
two e�ects. As mentioned above, the stereo view
could not be completed without an externally
supplied z0. In addition, at high luminosity,
the occupancy related e�ciency loss on the in-
ner stereo layers caused a signi�cant decrease in
3D reconstruction e�ciency. Figure 3.1 shows
the rate of reconstructed conversion electrons as
a function of instantaneous luminosity in Run
I. In the upper plot we require at least two ax-
ial super-layers with six or more hits each. The
rate is independent of luminosity up to 2� 1031.
In the lower plot we apply the additional crite-
rion of at least two stereo super-layers with four
or more hits each. Now a decrease in e�ciency
with increasing luminosity is observed, demon-
strating that the CTC performance is limited at
high luminosity by the stereo reconstruction.

During Run I the only stand-alone tracker in CDF
was the CTC. The SVX functioned only as a source
of additional points to attach to tracks already found

Figure 3.2: Tracking E�ciency vs. track � in CTC.

in the CTC, a particularly unfortunate arrangement
in light of the fact that the SVX coverage extended
to � � 2.0. In Fig. 3.2 we show the track �nding
e�ciency vs � in the CTC. One can see a strong
fall-o� in e�ciency at � � 1:0. Basically, at higher
� tracks traverse fewer CTC layers, and the CTC
pattern recognition has more di�culty reconstruct-
ing the track helix parameters. This a�ects many
analyses. In the top analysis, approximately 40% of
the acceptance in the lepton + jet channel is inacces-
sible due to inability to cleanly identify leptons with
rapidity � � 1:0, and another 30% of the b-tagging in
all events is lost because the b-jets are in this region.
A much more robust approach would be to have

a tracking system with the ability to track not only
from the outer tracker to the inner tracker, but also
from the inner tracker to the outer. In what follows,
we describe such a design.

3.3 Overview of the proposed sys-

tem

CDF will upgrade the tracking system to accommo-
date the higher luminosities and shorter bunch cross-
ing times planned for Run II and to correct the known
limitations of our old system.
The proposed upgrades include a replacement of

the CTC with a small cell, high luminosity variant -
the COT, and a replacement of the SVX with a much
more powerful silicon system. However, the baseline
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tracking con�guration that we propose is extremely
similar to that which worked successfully in Run I.
It is a two component system comprising a silicon
vertex detector at the smallest radii, and a large open
cell drift chamber covering the radial range from 48
to 131 cm. Both of these detector types are well-
proven technologies with which CDF has a great deal
of experience. However, this system will have truly
integrated pattern recognition and will almost double
the tracking coverage.
The main parameters of the tracking system are

summarized in Table 1.1 and reviewed briey below
in the context of our observations on tracking strat-
egy. The component designs are described in detail
in Chapters 4, 5, and 6, and a detailed study of the
system performance is describe in Chap. 7.

� Central Outer TrackerThe anchor of the Run
II CDF tracking system is a large open cell drift
chamber for charged particle reconstruction in
the central region j�j � 1:0.

The design goal of the COT is to reproduce the
functionality of the CTC with drift times less
than 100 ns by using smaller drift cells and a fast
gas. The COT will use many of the construction
techniques developed for the CTC, and occupies
about the same volume. The basic drift cell will
make 12 measurements along a radial track, but
will have a maximum drift distance of � 0.9 cm.
The CTC stereo de�ciency will be removed by
increasing the number of stereo measurements
from 24 to 48. In the COT four axial and four
stereo super-layers with 12 wires each will pro-
vide 96 measurements between 48 and 131 cm,
using a total of 30,240 readout channels for the
entire detector.

The complete chamber is roughly 1.3% of a radi-
ation length at normal incidence. The similarity
of the device to the CTC is used extensively in
our performance studies below, and also has a
very practical impact in the economies of con-
struction time, expense, and code development.

� SVX II+ISL For Tevatron Run II, we propose
a \second-generation" silicon detector which is
optimized for the CDF/Tevatron environment.
SVX II is composed of three cylindrical barrels
with a total length of 96 cm. It covers � 2:5�
of the luminous region, raising the geometrical
acceptance for b-tagging from the present 60%

to almost 100%. Each barrel supports �ve lay-
ers of double-sided silicon microstrip detectors
between radii of 2.4 and 10.7 cm. One side of all
layers is r-�; on the other sides three layers are
r-z and two are small angle stereo.

The Intermediate Silicon Layers (ISL) use sim-
ilar technology to that of SVX II, from the sil-
icon itself, through the readout electronics. In
the central region, a layer of double-sided silicon
is placed at a radius of 22 cm. In the region
1.0� j�j �2.0, two layers of double-silicon are
placed at radii of 20 cm and 28 cm. All layers
make an r-� and a small angle stereo measure-
ment.

This system of COT+SVX II+ISL addresses all
of the shortcomings of the Run I con�guration men-
tioned in the previous section:

� The inner detectors, SVX II+ISL, cover the en-
tire luminous region.

� The inner tracker now has stand-alone capabil-
ity, with 6 layers in the central region, and 7
in the forward region. With at least 6 possible
measurements there is very good e�ciency for �
5, where the signal to noise ratio for stand-alone
segments is very good.

� All of the silicon layers have stereo capability.

� The stereo capability of the outer tracker, the
COT, is doubled in comparison to the CTC.

With this system, we can envision two primary
tracking scenarios:

� COT+ISL+SVX II:
In this case, we can get a good estimate of the
tracking performance based on our current ex-
perience. However the SVX II+ISL will form
an additional \anchor" for track �nding, hence
boosting tracking e�ciency, as well as track res-
olution.

� ISL+SVX:
This is a new feature. It allows tracking at high
rapidity, and addresses the fact that many anal-
yses su�er from the fall-o� in tracking e�ciency
at j�j � 1. All of the capability described in Sec-
tion 3.1 previously possible only in the central
region, can now be extended to the plug region.
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Comparisons of this system proposed for Run II with
the system we actually used for Run I demonstrate
that the Run II tracking system, if used with Run I
algorithms, will perform at least as well as our Run
I system. However, the new system is much more
powerful. In Run I, we could �nd tracks in the COT
and extrapolate inwards, but for Run II we will be
able to link to segments not just individual hits in
the SVX II + ISL system. In addition, we can envi-
sion �nding track segments in the six (or seven) layer
SVX II + ISL, and then extrapolating these outward
to link with segments found in the COT. In the for-
ward region, where there is no COT, seven silicon
points give a good stand-alone momentum measure-
ment. The rapidity coverage of the COT + ISL +
SVX II system should almost double compared to
that of Run I, with e�cient and precise tracking out
to j�j � 2.
Instead of a tracking strategy which is critically

dependent on the performance of the outer tracker,
CDF II will use a truly integrated tracking system,
described in the next four chapters.
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Chapter 4

Central Outer Tracker (COT)

4.1 Overview

As in Run I, tracking at large radii in the region

j�j � 1:0 is done with a large open cell drift cham-

ber. The goal of the Central Outer Tracker (COT) is

to reproduce in the high luminosity Run II environ-

ment the positive characteristics of the Run I Central

Tracking Chamber (CTC), improve upon identi�ed

de�ciencies in the CTC design, and �t into an inte-

grated tracking plan. In this Chapter, we discuss the

detailed design of the COT and some performance ex-

pectations based on a straightforward scaling of CTC

data.

The simplest strategy for operating a wire cham-

ber in Run II is to ensure that the maximum drift

time is less than the 132 nsec bunch spacing. The

COT is designed to operate with a maximum drift of

100 nsec (compared with 706 nsec for the CTC) by

reducing the maximum drift distance and by using a

gas mixture with a faster drift velocity. A gas mix-

ture containing 50:35:15 Ar-Et-CF4 has drift velocity

of � 100 �m/ns which implies a maximum drift dis-

tance of � 1 cm, about 1/4th that of the CTC. The

simplest COT geometry would then be reminiscent

of the CTC, but with 4 times the number of cells.

The similarity of the COT and CTC geometries

implies that the COT and CTC performance should

be similar at equal occupancy. Since both chambers

integrate just one crossing, equal occupancy occurs

for equal luminosity per bunch, and to lowest order

the COT is expected to perform as the CTC, but

at luminosities higher by the ratio of the number of

bunches. An additional factor for increased luminos-

ity reach comes from faster electronics and an advan-

tageous geometry for more uniform charge collection.

In Run I, the CTC performed well in 6 bunch opera-

tion at luminosities exceeding 2�1031 cm�1s�1. In 36

bunch operation, the COT would be expected to have

the same performance at luminosities approximately

eight times greater. In 108 bunch operation, the COT

will expected to provide similar performance at a lu-

minosity of � 4 � 1032 cm�1s�1 { well above the

anticipation for Run II.

We emphasize that this extrapolation from CTC

performance does not include the e�ects of changes

and improvements in the COT design. An accurate

performance measure requires a detailed simulation,

and we present the results of such a study in Chap-

ter 7. However, the simple data driven nature of the

scaling argument gives us deep con�dence in this de-

sign.

One improvement in the COT is to remedy the

weak stereo in the CTC. CTC r-z (stereo) recon-

struction has four superlayers each having only six

stereo wires, and Sec.3.2 discussed its weakness rela-

tive to the axial layers. At higher Run II luminosities,

the stereo reconstruction in such a design would be

further degraded by the presence of overlapping hits

from multiple interactions. To improve the robust-

ness of the COT stereo capabilities, the four stereo

COT superlayers each consist of 12 sense wires, just

like the axial layers. This design commonality also al-

lows all superlayers to use the same electronics, wire

guides, etc.

Besides a larger number of cells and additional

stereo wires, several other geometric features of the

CTC are modi�ed in the COT design. In the CTC,

the electrostatics of a cell is shaped by �eld wires

whose potential varies to account for the tapered

shape of the cell. In the COT, the �eld wires are

replaced by a cathode \�eld panel" which is gold on

a 0.25 mil thick Mylar sheet. Figure 4.1 illustrates

the cell geometry using SL2 as an example. To adjust

the electrostatics for the cell taper, the COT adjusts

the voltage on the sense and potential wires within

the cell. With a solid sheet for the cathode, the drift
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�eld and cathode surface �eld are the same, which

allows for a much higher drift �elds than is possi-

ble with the CTC. With the smaller drift length it

is advantageous to use a smaller tilt. We therefore

raise the electric �eld to � 2:5 kV/cm (compared

with 1.3 kV/cm in the CTC) for a 35� Lorentz angle

(compared with 45� in the CTC).

The ends of each cell are closed, both mechani-

cally and electrostatically, by Mylar strips with �eld-

shaping wires attached. These are referred to as in-

ner (smaller radius) and outer (larger radius) \shaper

panels." This is the electrostatic equivalent of the

CTC's \shaper wires." The �eld and shaper panel

design has an additional advantage of being able to

contain a broken wire within one cell, minimizing the

loss. The cell design with �eld and shaper panels also

allows for a smaller gap between superlayers so that

eight superlayers each with 12 wires can �t between

the radii of 40 and 137 cm.

Between the �eld panels, sense wires alternate with

potential wires in a plane. Wires are held and posi-

tioned by epoxying and soldering to a G10 board. We

use 1.6 mil gold-plated tungsten wire for both sense

and potential wires. Limitations in the range of gains

and drift �elds imposed by this choice of wires is dis-

cussed in the electrostatics section.

Figure 4.2 shows the (East) endplate layout. The

longer slots are for �eld sheets, the shorter ones with

a notch are for shaper panels and sense wires.

Table 4.1 summarizes the di�erences between the

CTC and COT. In short, the design of the COT is

guided by our experience with the similar CTC. The

technology of operating such a wire based tracking

chamber in a hadron collider environment is proven.

The design di�erences of the COT allow for overall

improvements and include straight-forwardmodi�ca-

tions of proven principles while allowing for operation

in a Run II environment. We now turn to detailed

descriptions of the design speci�cs.

4.2 Mechanical

The mechanical construction of the COT uses a com-

bination of similar techniques used in the CTC con-

struction and improved techniques to achieve bet-

ter intrinsic precision as well as provide needed sup-

port for the COT speci�c geometry. Aluminum end-

plates are precision-machined with slots which hold

pre-made �eld panel sheets and sense/potential wire

planes.

4.2.1 End Plates

The design of the COT calls for precision-machined

endplates as shown in Fig. 4.2. Compared with the

CTC beginning at a radius of 27 cm from the beam

axis, the COT covers a radial span beginning at 40 cm

and ending at 137 cm.

A detailed drawing of sense and �eld slots is shown

in Fig. 4.3. The number of precision edges with tol-

erance at 1 mil is small { only one surface of the slot

edge for both sense and �eld slots and one edge of

the notch on the sense slot. These edges de�ne pre-

cision surfaces onto which sense wire planes and �eld

sheets can be positioned. This intrinsic precision aids

the track trigger resolution and minimizes the size of

o�ine-determined alignment corrections.

The two endplates will be machined as mirror im-

ages. A stereo angle is generated analogous to the

CTC: stereo cells will be strung using an o�set be-

tween slots on opposing endplates. The CTC used

a two cell o�set and the COT will use an eight cell

o�set. Since each COT cell is a quarter the size, the

COT eight cell o�set will provide the same nominal

3� stereo angle as with the CTC. The stereo angle

varies slightly with superlayer due to the quantiza-

tion of cells.

The total force on the end plates from a single cell

is given in Tab. 4.3. Each plate is made from 1.625"

6061-T651 aluminum. Finite element analysis (FEA)

shows this is su�cient to support the 40 ton load with

300 mil maximum deection, which is substantially

more compared with the CTC's estimated deection

of 55 mil. The endplate deection has no e�ect on the

axial layers but causes a small change for the stereo

layers. The stereo angle for each superlayer will be

calculated accounting for the deection.

The large deection and use of pre-made parts re-

quires we accurate pre-tensioning of the endplates

to have them in their �nal position before installing

wires or sheets. The COT's tungsten wire and Mylar

sheets have approximately the same stretch as the

CTC wires, so we need comparable precision on the

pre-tension. We will use the same technique as the

CTC: spring-loaded \piano wire" through each sense

wire slot, with tension set by hanging a 15 kg weight

on the wire. The procedure is iterative with each iter-

ation obtaining a higher precision on the pre-tension.

The �rst pre-tension with a 1" spring gives at worst

250 mil=100 = 25% precision. The pretension process

repeats until an accuracy of 1% (3-4 mil in deection)
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CTC COT

Gas Ar-Et (50:50) Ar-Et-CF4 (50:35:15) [1]

Max. Drift Distance 3.6 cm 0.88 cm [2]

Max. Drift Time 706 ns 100 ns [2,3]

Lorentz Angle 45� 35�

Drift Field 1.35 kV/cm 2.5 kV/cm

Radiation Lengths 1.7% 1.6%

Total layers 84 96

Layers/SL 12-6-12-6-12-6-12-6-12 12-12-12-12-12-12-12-12

Stereo angle �3� �3�

Total sense wires 6156 30,240

Total wires 36,504 63,000

Endplate Load 25 ton 40 ton

1. Can also operate with Ar-Et-CF4 at 2.34 kV/cm or Ar-Et at 1.9 kV/cm

2. Typical at center of superlayer.

3. Assuming Ar-Et-CF4; 200 ns with Ar-Et.

Table 4.1: Comparison of CTC and COT.

Number of Layers 96

Number of Superlayers 8

Stereo Angle +3 0 -3 0 +3 0 -3 0�

Cells/Layer 168 192 240 288 336 384 432 480

Sense wires/Cell 12 12 12 12 12 12 12 12

Radius at Center of SL 46 58 70 82 94 106 119 131cm

Sense wire Spacing 0:300 (7.62 mm) in plane of wires

Wire Diameter 1.6 mil gold plated Tungsten

Wire tension 135 g

Tilt Angle 35�

Length of Active Region 310 cm

Total number of Wires 63000

Endplate Load � 40 metric tons

Drift Field 2.5{3kV/cm (depending on gas)

Table 4.2: COT Mechanical Summary.
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SL2
52 54 56 58 60 62 64 66

R

Potential wires

Sense wires

Shaper wires

Bare Mylar

Gold on Mylar (Field Panel)

R (cm)

Figure 4.1: Nominal cell layout for SL2. Other superlayers | including stereo | are similar except for the taper.
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Figure 4.2: East endplate slots Sense and �eld planes are at the clock-wise edge of each slot.
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Figure 4.3: Slot details
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Cell Area 
(cm2)

Density 
(g/cm3)

Cell Density 
(g/cm)

Sag 
(cm)

Cell 
Tension 

(kg)
Modulus 

(Mpsi)
Stretch 

(inch)
Stress 
(kpsi)

X0 

(g/cm2) <L>/X 0

Field Sheet 0.023069 0.0278 9.98 0.40 0.61%
0.25 mil Mylar 0.006452 1.39 0.008968 0.67 2.12 39.95 0.10%

4.50E-06 cm Gold 0.000091 19.32 0.001767 6.44 0.12%
12 mil SS wire 0.001459 7.75 0.011310 28.00 88.65 13.84 0.37%

Epoxy 0.001025 40.00 0.01%

Wire Plane 0.006572 0.0234 3.38 0.44%
1.6 mil Tungsten 0.000324 19.30 0.006259 148.0 6.76 0.42%
5% Gold 0.000313 6.44 0.02%

Shaper Panel 0.005224 0.0445 1.40 0.38 0.11%
0.25 mil Mylar 0.002250 1.39 0.003127 0.67 2.03 39.95 0.04%

4.50E-06 cm Gold 0.000016 19.32 0.000308 6.44 0.02%
Rohacell+Epoxy 0.000375 40.00 0.00%

3 mil SS wire 0.000182 7.75 0.001414 28.00 84.93 13.84 0.05%
Total (2520 cells) 37,187 1.15%

Fraction
Length 

(cm) X0  (cm) <L>/X0

Gas 0.54%
Argon 50% 92.49 10,983 0.42%
Ethane 35% 92.49 34,035 0.10%
CF4 15% 92.49 64,000 0.02%

Total 1.69%

Table 4.3: Material in COT active volume

is achieved.

4.2.2 Field Panels

The �eld panels consist of 0.25 mil Mylar with 450 �A

gold completely covering both sides. The edges have

12 mil stainless steel (SS) wires epoxied to the Mylar

in a parabola (very small curvature), as shown in

Fig. 4.4. The parabolic shape of these edge wires

converts wire tension to a uniform lateral tension on

the Mylar. Mass, tension, and radiation lengths are

given in Tab. 4.3. Note > 90% of the load is carried

by the stainless steel wire.

For prototyping the �eld panel and its manufac-

turing process, we have used � 500�A aluminum on

0.25 mil Mylar, as well as with gold-on-Mylar sheets.

With these prototypes we have investigated a num-

ber of areas of potential concern and have found that

the gold on Mylar �eld panel design should work well

with the COT.

A mechanical concern associated with the �eld

panels is whether a constructed panel is stable after

installation so that a drift cell experiences uniform

and understood electrostatic properties. The elon-

gation of the sheet is 0.35 cm, or 0.11%. We have

checked published creep properties of Mylar and �nd

the creep of Mylar is small, and most of it occurs

within a few days. We have checked the atness of

�eld panels as a function of time over a period of

several weeks and �nd no measurable variation.

The measured sag in the longitudinal direction is

300 �m with an additional 100 �m sag along the lat-

eral direction, in agreement with the expected prop-

erties of the sheet. The lateral variation cannot be

matched by the wires, resulting in � 1% variation

in drift �eld. Note this uniform shift does not a�ect

wire gain since the sheets on both sides sag the same

amount, and the (small) e�ect on drift parameters

can be mapped out.

Ripples of � 100 �m amplitude (� 200 �m peak-

to-peak) are also observed on some sheets. We have

simulated the e�ect of such ripples on drift trajec-

tories and wire gain using an electrostatics program

which varies the amplitude while keeping the spacing

�xed. Based on this, we �nd up to � 300 �m rip-

ples cause < 10% variation in sense wire gain and no

measurable e�ect on resolution.

The electrostatics program also shows that �

100 �m variation in sag (where two sheets adjacent

to a wire plane move in opposite directions) gives

� 10% variation in gain. This e�ect, rather than rip-

ples, is expected to dominate potential gain variation.

Unfortunately, it is di�cult to distinguish sag from

ripple in a simple test �xture. Therefore, for mass

production, we de�ne a �100 �m envelope around

the nominal sheet position using a large grid of test

4-7



probes, and require all sheets lie within this window.

We have also done qualitative checks for the e�ect

of local damage to the sheet by creating small tears in

it. We found no visible impact on the surface quality

beyond the tear itself. Visual inspection (using the

mirrored surface) allows us to check for ripples at the

20 �m level.

We are also investigating the use of slightly conduc-

tive epoxies in order to prevent a possible charge-up

problem on the Mylar. Adhesion to the epoxy to the

material has been shown to be more than adequate

in several tests at full tension.

4.2.3 Shaper Panel

The shaper panel consists of 0.25 mil Mylar coated

on one side with 450 �A gold, plus two 3 mil stainless

steel wires. The metalized Mylar is kept at ground,

while the wires are connected to their nearest po-

tential wires. Electrostatically, this gives adequate

closure of the cells' end-e�ects.

By varying the assumed position in an electrostat-

ics program, we have determined that 1000 �muncer-

tainty in the position of the side panel has less e�ect

on the drift trajectories and sense wire gain than the

100 �m uncertainty in the �eld plane.

Because the shaper panel is narrow, and its posi-

tion is not critical, it is held by simple tension on the

Mylar and wires (no curve like that of the �eld pan-

els). Electrostatic attraction between the wires (at

� 2 kV) and metalized Mylar (at ground) is counter-

acted by three evenly spaced Rohacell spacers. The

mass of the Mylar-epoxy spacers is a negligible 6 mg

per spacer (including epoxy).

4.2.4 Wires

The sense and potential wire planes are designed

for precision placement and for having uniform elec-

trostatic properties over the length of the chamber.

Sense and potential wires are gold-plated tungsten

(450 �A gold on 1.6 mil diameter tungsten) strung at

135 g tension.

The smaller drift length in the COT requires a cor-

respondingly smaller \di�erential sag" than allowed

in the CTC (600 �m sag on �eld wires, 230 �m on

sense wires, 370 �m di�erential sag). We design for

300 �m nominal sag on sense wires and �eld wires

which is equal to the sag expected for the �eld pan-

els, i.e. zero di�erential sag. We allow no more than

100 �m variation in distance between the wires and

the �eld panel.

To improve electrostatic stability at drift �elds up

to 2.5 kV/cm, the wire plane includes a wire support

at the center. The wire support mechanically ties the

wires to each other, removing \stepping" arising from

wire-to-wire repulsion.

The 135 g tension per wire is required to assure

stability against the coherent motion (i.e., all wires

together) of the wire plane toward the �eld sheets.

The wire sag at this tension is slightly less than the

�eld sheets (Tab. 4.3); we deliberately increase the

mass of the wire support until the wire sag matches

the �eld sheet sag.

Wire planes are manufactured by winding � 40

cells worth at one time on a large winding machine,

analogous to the procedure used for MWPC con-

struction. The winding machine has attached pre-

cision �xtures to de�ne the location of the wires rel-

ative to a reference pin (for position along the wire

plane) and a support rib (for position perpendicular

to the plane) on the wire plane end-boards. These

precision �xtures duplicate the geometry of the end-

plate and will allow wire planes to be inserted into

the precision machined endplate with �1 mil accu-

racy. There will be some adjustment on the wire

plane winding �xtures to allow for slightly di�erent

lengths due to the 300 mil expected endplate deec-

tion.

Two additional advantages of the wire plane man-

ufacturing procedure are that the wire planes can be

built in advance of the chamber and that the com-

pleted wire planes can be tested prior to installation.

We plan to expose each wire plane to a �-source to

emulate high-rate operation. We expect this will sub-

stantially reduce the burn-in time and failures during

data taking.

4.3 Material Count and Radiation

Lengths

The contribution of each material is given in Tab. 4.3.

We use:

L=X0 =
L

A
|{z}

1=width

�
%

X
0;g=cm2

where % is the linear density in g=cm. The \width"

of a cell is simply the circumference of the superlayer

divided by the number of cells; this is � 1:76 cm
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Figure 4.4: Field panel construction Curved string introduces a lateral force.

(twice the drift distance).

The various materials are combined by summing

L=X0 contributions and we �nd a total L=X0 of

1.69%.

4.4 Electrostatics and High Volt-

age

In setting actual voltages, a full electrostatics cal-

culation and �tting program is used. However, the

following simple relations are useful in designing the

HV system.

Treating the wires as lines of charge and ignor-

ing edge e�ects, the drift �eld (E far from the line

charges) is related to the wire surface �eld by

Ed =
�

s
(Esrs +Eprp)

where: s is the spacing between sense wires; Es (Ep)

are the surface �elds of the sense (potential) wires;

and rs (rp) are the radii of the sense (potential) wires.

For uniform gain, Es must be the same for all wires.

The above relation assumes Ep are also the same,

but by treating this as operative over a subset of the

wires, we see that uniform Ep (given uniform Es) is

a requirement for a uniform Ed.

For uniform Es (Ep), the �eld in the vicinity of

each sense (potential) wire is the same; by design,

far from the wires, ~Ed is also everywhere the same.

Then the voltage of a wire is

V = V0 + dEd

where: d is the distance along ~Ed, i.e. perpendicular

to the �eld panels; and V0 is a constant for all sense

or potential wires.

We can immediately get the variation of voltage

across the sense or potential wires as being

�V =
�R

R
Edd0

where: R is the radius at the center of the superlayer

(varies); �R � 4:3 cm is the radial extent of the su-

perlayer; and d0 � 0:75 cm is the distance between

the wires and the �eld panel at the center of the su-

perlayer. SL1 (smallest R) and Ed = 3 kV/cm (a

reasonable safety margin over the anticipated oper-

ating point of 2.5 kV/cm) has a �V of 210 V.

4.4.1 Currents (Voltage sags and space

charge distortions)

The �eld panel design has been examined for poten-

tial electrostatic problems. We consider the expected

current on the �eld panels. The resistance of 450 �A

gold is � 0:36 
=cm for our �10cm wide sheet. We

can estimate the expected current on the �eld panels

by extrapolating from the sense wire current observed

with the CTC. The sense wire current in SL1 of the

CTC at L � 1031cm�2s�1 is � 0:5�A/wire. Extrap-

olating to L = 1033cm�2s�1 to be conservative, with

one quarter the drift length, the maximum expected

current per sense wire is 12:5�A. Most of the ions end

up at the �eld panel for a total current of 75�A at

each surface. Based on the VTX experience, we ex-

pect this current is spread uniformly in z along each

wire. Then the voltage drop from the end plates to

z = 0 is

�V = 1
4
� 75 �A � 0:36 
=cm� 160 cm = 1:1 mV

which is certainly not a problem.

At most, half the ions from the inner and outer

most sense wires will go to the wires on the shaper

panels. Therefore the voltage sag here will be at most

half that along the sense wire.

Due to the higher drift �eld (about 2.5 kV/cm ver-

sus 1.3 kV/cm) and much shorter maximum drift

length (0.88 cm versus 3.5 cm) of the COT compared

with the CTC, space charge distortions in the COT

should be less than a few percent of those in the CTC
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for the same sense wire current. Since the COT sense

wire current is a factor of four less than the CTC's

at the same luminosity, space charge distortions will

be very small in the COT during Run II.

4.4.2 High Voltage System

The high voltage system is similar to the system used

for the CTC. Supplies and crowbars are located in the

�rst oor counting room; �ltering and fanout is done

in the collision hall o� of the chamber face and volt-

age is delivered to the chamber by superlayer and by

quadrant. The precision required and high current

draw (12.5 �A maximum) for the sense wires rules

out a resistor divider chain. Current draw on the po-

tential wires is low, but for simplicity and exibility

we will distribute these voltages in the same way as

sense wires.

4.4.2.1 First Floor

High voltage will be supplied by VME-based pods.

200 HV channels are required, 25 per superlayer (12

sense wires and 13 potential wires). Each pod deliv-

ers up to 3 mA at 3.5 kV. The system is controlled

by a PC.

Short RG-58 cables bring the voltage from the

power supplies to the crowbar system. The crowbar

system discharges the cables in the event of a trip in

order to minimize the amount of energy dumped into

the chamber. The crowbar relays are in-hand from

the existing system, but a new crowbar driver board

will need to be built.

After the crowbar system, the 200 channels fanout

1-to-4 for distribution by quadrant. 800 RG-58 cables

carry the HV from the fanout to the collision hall.

4.4.2.2 Collision Hall

The 800 RG-58 cables connect to eight di�erent �l-

ter boxes within the collision hall, one �lter box per

quadrant. The �lter boxes electrically isolate the

chamber ground from the �rst oor, as well as per-

form the transition from RG-58 to ribbon cable.

Although the sense wires are run at � 3 kV, and

potential wires are run at � 2 kV, the voltage di�er-

ence from wire-to-wire for all sense, or all potential,

is < 300 V; di�erence between neighboring wires is

< 25 V. Therefore, a 300 V rated ribbon cable is used

for all sense wires, a second ribbon cable for all po-

tential wires. The cables are isolated from ground by

kapton wrap and plug in to mass-terminated connec-

tors on both ends. The cables are also covered by

copper cloth to eliminate shock hazard. There is one

sense wire ribbon cable and one potential wire rib-

bon cable per superlayer per quadrant. The voltage

for the wires on each the shaper panel is the same as

for its neighboring potential wire; they will be tied

to the corresponding potential wires.

An interlock ensures that the �V across any ca-

ble does not exceed the cable rating. This is done

by putting a 1.5 kW, 200 V \transient suppression"

diode per line, which absorbs a large energy dump in

a short time period and causes a high voltage supply

trip.

4.4.2.3 Chamber End Plate

High voltage is distributed to the chamber on the end

opposite the readout. The ribbon cables plug into a

400 � 200 two-layer printed circuit board. This board

brings the HV into the chamber and has 25 capac-

itors, 25 HV feed resistors, 12 termination resistors

(sense wires only), two headers for the ribbon cables,

and pin receptacles to mate to the gas seal board.

4.4.2.4 Failure Modes

In the case of a \bad" (e.g. glowing) wire, without

access to the chamber face, it is possible to drop the

gain of one layer of the quadrant by a factor of 2{4 by

reducing the sense wire voltage by 100{200 V. Also,

it is possible to drop the gain of any two layers of

the quadrant by a factor of � 8 by raising the volt-

age of the intermediate potential wire. For a broken

wire without access to the chamber face, the entire

quadrant must be turned o�.

With access to the chamber face, any one wire can

be disconnected by clipping the HV feed resistor. It

is also possible to disconnect an entire cell by pulling

the connector from the termination board. This kills

one cell and degrades the two neighboring cells be-

cause of the electrostatic pull on the �eld sheets.

4.4.3 Electrostatics

Figure 4.5 shows equi-potential and equi-jEj-�eld

surfaces for the preferred drift �eld (2.5 kV/cm), wire

size (1.6 mil) and gain setting (180 kV/cm surface

�eld). The �eld along the drift trajectories is found

to be very uniform. In this case, the electrostatics

program used only 4 free parameters: the voltages at
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SL 1 2 3 4 5 6 7 8

%/fb�1 64 54 36 28 23 18 15 12

Table 4.4: Ageing rate vs SL. Assumes same gain loss per
unit charge at sense wire as CTC toward end of Run-1B
and chamber gain equal to CTC outer layer. We consider
this an overly conservative projection, as explained in the
text.

the inner and outer most sense and potential wires.

Shaper panel voltages were set the same as the neigh-

boring potential wire, and intervening wires were set

by uniform steps. More uniform gain is possible by

�ne-tuning the individual wires.

The 2.5 kV/cm drift, 180 kV/cm surface �eld solu-

tion gives a potential wire surface �eld of 118 kV/cm

(positive charge). So, it will have negligible gain.

The sense wire gain changes a factor of two for ev-

ery 6 kV/cm change in surface �eld, and the simple

model given earlier tells us the potential wire charge

has to change an equal amount in the opposite direc-

tion to keep the drift �eld �xed. Since the gain on

the potential wires does not change by much, a wide

range of drift �elds and sense wire gains are accessi-

ble.

4.5 Gas System and Wire Ageing

4.5.1 CTC Wire ageing CTC in Ar-Et

The CTC drift gas was Argon/Ethane (50/50) bub-

bled through ethanol during the entire operation. We

have mademeasurements of ageing e�ects in the CTC

and in \Magic Chambers," drift tubes located at the

gas input and output. We consider measurements

beginning in March 1995 (after the gas system was

cleaned). Table 4.4 scales the ageing e�ects to COT

operation using charge collection rates of the CTC

superlayers, scaled down a factor of four for the re-

duced drift length. We further scale the rate of the

SL1 and SL2 by a factor of two (the chamber gain

of the CTC is a factor of two lower in these layers).

The e�ect of ageing is to reduce the sense wire gain.

The estimates shown in Tab. 4.4 are pessimistic for

several reasons. First, they assume that the chamber

gain is kept at the value used in the CTC outer layers,

whereas the inner CTC layers were at approximately

half that gain. Second, there is reason to believe

the ageing in standard Ar-Et alcohol mixtures can

be substantially improved by further cleaning of the

CDF gas system and more e�ort to reduce alcohol

mist entering the CTC. For example, the ageing of

SL3 was twice as high before the gas system cleanup

began. Also, a Magic Chamber at the CTC gas input

showed a factor of two reduction in ageing in the last

few weeks of Run IB, after the cleanup was complete.

Further improvements were observed in the input

Magic Chamber (another two orders of magnitude)

after the system was modi�ed so that only a small

fraction of the gas was run through the alcohol bub-

bler and heated copper �lters were added. Both

changes were intended to reduce alcohol mist arriv-

ing at the Magic Chambers and CTC. Unfortunately,

there is insu�cient integrated luminosity to get a di-

rect measurement of the e�ect on the CTC. However,

chemical analysis of CTC and Magic Chamber sense

wires show they have similar contaminants after age-

ing so that we hope that the CTC ageing rate was

also signi�cantly reduced by the changes to the alco-

hol delivery system.

Additional cleaning of the CDF gas system will

be done. However, since there is not a conclusive

demonstration of a substantially lower ageing rate in

the CTC with Ar-Et alone, the ageing rates for the

COT would be worrisome in Run II if Ar-Et alone

were to be used (without CF4).

4.5.2 COT Wire Ageing in Ar-Et-CF4.

Adding as little as 5% CF4 has been found to reduce

or eliminate wire ageing in Ar-Et [2]. Therefore, for

operation with 396 ns bunch spacing, we have mea-

sured the drift velocity and Lorentz angle at 14.1 kG

for the gas mixture of Ar-Et-CF4 (50:45:5) bubbled

through isopropyl alcohol. The expected COT oper-

ating point in this mixture is 2.3 kV/cm drift �eld

and 64 �m/ns drift velocity.

For 132 ns bunch spacing, we require a much faster

drift velocity in order to resolve crossings and min-

imize the occupancy. The gas mixture Ar-Et-CF4

(50:35:15) bubbled through isopropyl alcohol was also

measured at 14.1 kG. It has an operating point of

88 �m/ns at 2.5 kV/cm, giving a 100 ns maximum

drift time in the COT. We have measured the ageing

properties of this gas mixture using a realistic pro-

totype COT cell, including �eld panels constructed

from vapor deposited gold on 0.25 mil Mylar. Sense

wires in the chamber were irradiated using a range

of beta source intensities corresponding to instan-
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Figure 4.5: Equi-potential lines in SL1 (the superlayer with the largest taper).

taneous luminosities of approximately 1032 cm�2s�1

to 1033 cm�2s�1 resulting in charge accumulations

of 0.05 Coul/(cm of sense wire) to 0.5 Coul/(cm of

sense wire), respectively. Note that the COT in-

ner layers will accumulate roughly 0.1 Coul/(cm of

sense wire) at an integrated luminosity of 2 fb�1. No

where in the chamber did we observe Malter-e�ect

currents, visible cathode etching, visible cathode or

anode growths, or signi�cant gain loss. In particular,

the resistance of the cathode changed by less than

10% (the uniformity of the unirradiated material),

the gain loss averaged over all sense wires was (0.7

+/- 0.8)%/Coul/(cm of sense wire), and the mea-

sured rate of gain loss for wires irradiated at Run II

intensities implies a gain loss of less than 10% for the

COT inner layers at 2 fb�1. The ageing tests will

continue with this gas mixture, the mixture with 5%

CF4, and other candidates.

The major drawback to CF4 is cost. To keep this at

a tolerable level, it may be necessary to re-cycle the

gas. Of course, besides the impact on the chamber

design, re-cycling requires a pumping and cleaning

system. The Fermilab Physics Department will assist

CDF in the design of the re-cycling system.

4.6 Readout Electronics and Trig-

ger

The COT has 30,240 channels: 16,128 axial and

14,112 stereo. The breakdown by superlayer is shown

in Table 4.5. The electronics and trigger systems of

the COT are largely based upon the designs utilized

for the CTC. Data acquisition is based upon stan-

dardized modules used elsewhere in the Run II CDF

design.

The overall layout of the COT readout elec-

tronics chain is shown in Figure 4.6. Pulse

ampli�cation, shaping and discrimination is car-

ried out on the chamber face using an Ampli-

�er/Shaper/Discriminator (ASD) chip developed at

the University of Pennsylvania. The di�erential dis-

criminated signal is carried o� the chamber face to

TDC boards mounted in VME crates on the end-

walls by a two-piece cable consisting of 4 meters of

0:02300 coaxial cable followed by 6 meters of a stan-

dard 50 mil spacing ribbon cable. Time-to-digital

conversion is performed with TDCs designed at the

University of Michigan for the Run II upgraded muon

system. The TDC boards contain Level 1 and Level

2 trigger event bu�ering. TDC auxiliary cards latch

hits for the eXtremely Fast Tracker (XFT) track trig-
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Layer Number of Cells Sense Wires ASD Boards

1 168 2016 84

2 192 2304 96

3 240 2880 120

4 288 3456 144

5 336 4032 168

6 384 4608 192

7 432 5184 216

8 480 5760 240

axial total (2,4,6,8) 16,128 672

stereo total (1,3,5,7) 14,112 588

total 30,240 1260

Table 4.5: Numbers of cells and sense wires per superlayer. Twelve sense wires per cell.

ger processor. (See Section 12.3 for details of the

XFT.) Latched hit data are multiplexed and sent up

to the �rst oor counting room via Ansley cables (we

plan to reuse existing Ansley cables). Trigger seg-

ment �nding and linking is done in 6 VME crates

in the �rst oor counting room. Digitized timing in-

formation for the COT is readout via serial link to

�rst oor VME readout bu�ers (VRBs) in a fashion

similar to the readout of the SVX II.

This design o�ers the advantage of having all of the

electronics except the ASDs o� the face of the cham-

ber and therefore accessible. The elements on the

chamber face operate continually: no timing signals

need to be sent to the chamber.

The following sections will describe the major ele-

ments of the COT electronics: front end, ASD, TDC,

DAQ, and chamber cooling.

4.6.1 Front End

This section describes the front end board, the ASD

chip, signal cables and low voltage power distribu-

tion.

4.6.1.1 Boards and connections

A two-layer printed circuit board holds pin recepta-

cles which attach to the pins on the wire board. This

motherboard plugs into two cells, holds high voltage

decoupling capacitors (1 nF,3 kV for potential wires

and 470 pF, 4 kV for sense wires) and provides a

portion of the gas seal. Signals are brought out on a

single-inline, 36-pin, 0:100 spacing connector.

A second multi-layer PC board plugs into the

motherboard and houses three Penn ASD chips (see

Section 4.6.2). The ASD board also holds a calibra-

tion receiver, HV protection, crosstalk cancellation

resistors, and low voltage bypass capacitors. The

board receives �3VDC for the ASD power.

4.6.1.2 Signal Cables

The ASD provides a programmable di�erential cur-

rent output, typically 2 mA into a characteristic cable

impedance of 40 
 to ground. The di�erential sig-

nals are carried o� of the chamber face through the

gap between the endplug and endwall calorimeters

by 0:02300 coaxial cable. Limited cable space through

this gap is the motivation for the thin coaxial ca-

ble. Outside the endplug-endwall gap, a transition is

made to standard 50 mil spacing ribbon cable which

carry the signals the remaining � 6 meters to the

TDC. The larger cable is less expensive and has bet-

ter transmission properties. The total cable run is

approximately 10 meters from the chamber face to

the TDC cards on the endwall.

For each ASD board, there is one 50 conductor ca-

ble which carries di�erential signals from 24 channels

(�2 per channel for di�erential output) plus two cal-

ibration lines.

The signal cables are terminated by hand into

printed circuit boards which plug into the ASD

boards and the mass-terminated ribbon cable.

Measurements with sample cables indicate that
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Figure 4.6: An overview of COT readout electronics.

impedance matching between the two cable types, as

well as cable compensation, can be done in a straight-

forwardmanner. We are in the process of de�ning the

optimal cable compensation circuit.

4.6.1.3 Low Voltage distribution

Two supplies per side per quadrant provide low volt-

age power (�3 VDC) to the ASD cards mounted on

the chamber end plate. Six cables distribute the volt-

age from each supply to the chamber. The number

of cables is determined by current-per-cable safety

requirements.

4.6.2 ASD

An Ampli�er/Shaper/Discriminator (ASD) chip was

developed for the SDC detector by the University of

Pennsylvania group. The Penn ASD chip was op-

timized for straw systems in the SDC and ATLAS

detectors [4]. Given that the charge collection and

signal pro�le for hits in the COT will not be markedly

di�erent than for straws, the basic ASD design is ap-

plicable to both systems. The ASD provides all of

the analog signal processing between the chamber

and the TDC. The chip is fabricated by the inher-

ently radiation hard bipolar process. Each channel

of the eight-channel chip has a fast, low noise pream-

pli�er, ion tail cancellation stage and discriminator.

The shaping and discriminator stages are fully di�er-

ential, the preampli�er is pseudo-di�erential.

In the proposed version of the ASD, a baseline re-

storer stage will be included before the discrimina-

tor to prevent changes in the e�ective threshold at

high hit rates. A measurement of the charge will

be encoded into the width of the discriminator out-

put pulse in a manner similar to that employed by

the CTC outer superlayers. This dE=dx measure-

ment will cover about 16 bins of 1 ns resolution. The

24-channel ASD board, located on the chamber end

plate, handles two 12-wire drift cells with three 8-

channel ASDs per board.

4.6.2.1 Baseline Restoration

The multihit nature of the COT requires that the

ASD not only shape the signal for optimal two-track

resolution but also that high rates and/or large hits

do not cause large baseline variations. Changes in

baseline can distort the pulse shape and degrade

the time resolution performance of a second hit. A

version of the ASD with baseline restoration has

been developed for the ATLAS Transition Radiation

Tracker [5]. Optimization of the shaping and base-
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line restoration for the COT will be done using data

from the CTC and COT prototype chamber, as well

as from SPICE model simulations of chamber and

circuit performance.

4.6.2.2 dE=dx

The ASD will also be designed to encode the magni-

tude of the charge deposited in the chamber cell in

the trailing edge of the discriminator output pulse.

In this scheme, the leading edge of the discrimina-

tor output indicates the time of arrival of the pri-

mary ionization and the trailing edge (e.g. the pulse

width) is logarithmically related to the total charge

deposited on the sense wire.

For the CTC, superlayers 3{8 (54 layers) are in-

strumented with dE=dx circuitry. The resolution for

the CTC is dominated by the sampling statistics and

is measured to be approximately 10%. The dE=dx

resolution and hence, particle identi�cation capabil-

ity of the COT will be better because all 96 layers

will be instrumented with charge measurement capa-

bilities. Also, due to the more uniform drift �eld of

the COT near the cathode planes, a larger fraction

of hits will be used to determine the dE=dx for each

track.

In a fashion similar to the CTC, a tradeo� between

two-hit resolution and dE=dx resolution is achieved

by implementing a logarithmic relationship between

the measured charge and the time over threshold

(�t � log(Q)). This keeps the time for the trail-

ing edge encoding short (approximately 10{15 ns be-

yond the width of the shaped pulse) while maintain-

ing good resolution at the lower end of the dE=dx

spectrum.

4.6.3 TDC

The signals from the ASD boards are sent di�eren-

tially to TDC modules via a combination of coax-

ial cables (two per channel) and ribbon cable (sec-

tion 4.6.1. A total of 315 TDC modules are located

in the 17 VME crates on the endwall of the detector.

The DT96TDC[6] is a 96-channel VME module,

being designed for the Run II CDF muon system

by University of Michigan group. The TDC is de-

signed to replace the existing Fastbus LeCroy 1879's

and includes the necessary event bu�ering capability,

su�cient pipeline length, and the necessary timing

resolution[7].

The DT96TDC uses a custom chip, JMC96[8],

which has been speci�cally developed for this TDC

module. The JMC96 chip has 1 ns timing, multihit

capabilities, and L1/L2 storage bu�ers. The TDC

module contains a standard VME interface, receivers

for 96 signals, a Xilinx based register �le and a dig-

ital signal processor to perform the zero suppression

of empty channels. The design of the module is ex-

ible to allow for di�erent readout options using a 32

bit word to encode board/channel ID, the time of the

leading edge and the width. The output of the zero

suppression is loaded into an on-board FIFO for the

transmission via the VME Readout Controller to the

1st oor memories, the VME Readout Bu�er mod-

ules.

Each TDC crate contains 18 or 19 TDC modules,

a CPU crate controller and a TRACER[9]. The Mo-

torola MVME162 is currently being considered for

the CPU crate controller to download programs, di-

agnostics and global control from the DAQ network.

The TRACER is a system interface module to pro-

vide an interface to the Trigger System Interface and

the Master Clock. It also provides a path for sending

the event data to the VME Readout Bu�er.

4.6.4 DAQ

Data from the TDCs are read by a local processor

in the crate and sent to the VME Readout Bu�er

(VRB)[10] through a TRACER type module. The

VRB is a VME based slave module designed to be

used in the calorimetry and SVX DAQ system. The

VRB receives data via transition module data links,

which are typically serial optical connections. The

VRB can accept input data at a combined rate of up

to 600 MBytes/sec on multiple channels.

The VRB crate is located in the counting room and

is controlled by SRCs[11] to the trigger system. Each

VRB has 10 channels input up to 50 Mbytes/sec. The

output is driven at >40 Mbytes/sec using VME64

protocol.On board SARAM bu�ers (30 kB/channel)

are programmable in terms of number of bu�ers and

sizes. The J3 backplane is used for commands and

status.

4.6.5 Trigger

The TDC signals for the axial superlayers are also

tapped o� of the modules and sent to the track pro-

cessor (XFT) located in the 1st oor counting room.
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The TDC Auxiliary card will take the 96 TDC sig-

nals, latch TDC hits in time bins, and send 3-to-1

multiplexed signals to the XFT Auxiliary card via

336 Ansley cables, two cables per TDC Auxiliary

card.

The XFT Auxiliary cards reside in the �rst oor

counting room. They demultiplex the latched TDC

hits and pass them along to the XFT cards, which

house segment �nder and linker chips. See Sec-

tion 12.3 for details of the XFT.

4.6.6 Calibration

Circuit operation can be veri�ed and the system time

and charge behavior can be calibrated by injecting

charge into the front end of the ASD chip. The cur-

rent design of the TRACER module will be slightly

modi�ed to include calibration capability. In calibra-

tion mode, the modi�ed TRACER sends pulses along

the VME backplane to each TDC board in the VME

crate. The TDC in turn transmits the pulse down

to the ASD cards through a single channel which is

a part of the 50-conductor signal cable. The signal

is received on the ASD board and injected into the

chips via a pulse forming network.

4.6.7 Cooling

In the Run I tracking system, the total heat dissi-

pated from the VTX is 150 W and from the CTC

is 310 W, for a total of 460 W. The maximum heat

load is on the axial side with 75 W (VTX) + 225 W

(CTC) = 300 W. The CTC and VTX are cooled

by the solenoid cryostat and chilled water lines con-

nected to the CTC endplate at the inner diameter

and outer diameter. Under the present cooling con-

ditions, temperature probes near the CTC preamps

read 2{7�C below ambient (\ambient" being the tem-

perature when both power and cooling are turned

o�).

Assuming that the COT ASD

dissipates 30 mW/channel, the total heat load due

to the preamps is 907 W. At 4 � 1032cm�2s�1 we

expect a positive ion current in the drift gas of ap-

proximately 0.011 Amps per superlayer for a total of

0.089 Amps. For a voltage drop of 3 kV, the heat

dissipated in the chamber gas is 266 W. The total

heat load becomes 1.2 kW.

To handle this heat load, cooling lines are placed

on both ends of the COT at the inner and outer di-

ameters, as well as between each superlayer. Better
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Figure 4.7: COT un-biased resolution using no
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rects for combined error of three points, see text.
Fit is Gaussian plus line.

estimates of cooling requirements will be done in the

near future, but we do not anticipate a signi�cant

engineering e�ort.

4.7 Chamber Performance

The expected performance of the COT can be de-

rived from measured performance of the CTC ac-

counting for the COT-speci�c geometry and Run II

operating conditions. We leave a detailed discussion

of expected track reconstruction performance until

Chap.7. In this section, we describe the detector-

level performance issues in terms of the intrinsic po-

sition resolution and the resolution for separating two

tracks. We measure the �rst quantity from an actual

COT prototype cell and extract the second quan-

tity from arguments based on the COT geometry

and expected electronics performance. From these

discussions, we can describe the expected COT per-

formance in Run II conditions at a given luminosity

based upon our measured CTC performance in Run

I conditions.

4.7.1 Position Resolution

The single hit position resolution has been measured

in a full-length COT prototype cell by �tting the

4-16



width of the residual distribution for hits on a track.

To avoid biases due to the speci�cs in the pattern

recognition algorithm, we use the following proce-

dure. For each set of hits on three consecutive wires,

we use the inner and outer hits to predict the loca-

tion of the middle hit. We take the di�erence between

the measured and predicted hit location. For three

consecutive wires hit, there are eight combinations of

possible hits since each wire in the prototype has two

possible drift signs. The result is shown in Figure 4.7.

All drift signs are considered: each \triplet" makes

23 = 8 entries, only one of which is correct. So the

size and shape of the entries contributing under the

peak is as expected.

We �nd a hit resolution of the prototype cell of

110 �m. CTC prototypes without a magnetic �eld

gave a resolution of � 120 �m, while the the CTC

for pp data at 14 kG gives 180 �m. Based on this,

we expect the resolution of the full COT chamber

(including calibration uncertainties, wire position er-

rors, etc.) to be 180 �m, the same as that measured

by actual data in the CTC.

4.7.2 Two-track Resolution

The ability of the CTC and COT to distinguish be-

tween two closely overlapping hits is determined by

the pulse shape at the discriminator input. The

width of the pulse multiplied by the drift velocity

gives the spatial extent of a single hit. For the pur-

poses of this discussion (since prototype front-end

electronics is currently under development), we as-

sume that the electronic pulse shaping for the COT

has a performance equal to that achieved in SL0-SL2

in the CTC (the outer CTC layers used slower elec-

tronics).

The pulse shape can be treated as the convolution

of two terms.

� The response to a �-function of charge arriving

at the sense wire. The �nite width comes from

the avalanche response and electronic shaping.

The contribution to the pulse width is the same

for the CTC and COT ignoring improvements of

the COT electronics. In terms of distance, the

spatial resolution for two hits to be separated

scales with drift velocity, i.e. the higher drift ve-

locity of the COT would give an expected worse

2-track resolution.

� Variation in charge collection time. This is a

function of track angle and electrostatics of the

chamber.

The COT is intended to operate above the v vs.

E saturation point. The CTC operated just be-

low this point which caused an additional spread

in the pulse shape especially in the weak �eld re-

gions between sense and potential wires. For a

worst case estimate, we ignore the expected im-

provement in the COT, then the relative varia-

tion of the charge collection time depends on the

track angle and path through a cell. In terms of

2-track spatial resolution, we �nd that this is

better for the COT due to shorter drift length

and a narrower charge collection region.

The discriminated pulse width has been measured

for the CTC and can be characterized by the time

over threshold. We use the pulse width for high-pt
tracks (muons in W ! �� data) for the COT's re-

sponse to radial tracks. To this, we add a \geometric

width" set by the COT cell size and track angle as

given by the angular distribution in minimum bias

Monte Carlo (tuned to match CTC data). The sim-

ulation is further tuned so that the occupancy repro-

duces that observed in the CTC. Figure 4.8 shows

the \dead space" (pulse width times drift velocity)

given by the radial width, Tr, and geometric width,

Tg, for typical tracks at low, medium, and high-pt.

Figure 4.9 shows the resulting average spatial 2-

track resolution for the CTC and COT as a function

of superlayer. We see that, despite a �70% increase

in drift velocity for the COT for 132 ns operation,

the overall dead space per track or 2-track resolution

is lower by a factor of 0.87. For 396 ns operation,

an improvement in resolution of 0.79 is predicted.

The anticipated faster gas planned for 132 ns opera-

tion accounts for the di�erence between the two COT

scenarios. The improvement relative to the CTC pri-

marily comes from two sources:

1. We assume fast electronics (like the CTC has on

SL0 { SL2) used throughout the COT. This gives

a factor of 1.5 reduction in pulse width for radial

tracks, partially compensating for the increase in

drift velocity.

2. The cell boundaries help \hide" the radial re-

sponse term (Fig. 4.8) resulting in less variation

of charge collection time.
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Figure 4.8: Contributions to \dead space" in COT. On the left is a track far from the cell boundaries. The case shown
to the right has the e�ective dead space clipped by the cell boundary.4-18
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4.7.3 Luminosity Scaling

In the overview to this chapter we described a scaling

rule for anticipating the performance of the COT at

Run II luminosities by comparing to the CTC perfor-

mance at certain Run I luminosities. In the simplest

version of the argument, the luminosity scale factor is

the ratio of the number of bunches. We now include

an additional factor related to the relative 2-track

resolution as determined in the previous section and

then take a quantitative look at the prediction.

The 2-track resolution of the CTC, as measured by

the average dead space per track in minimum bias

simulation is approximately 0.45 cm averaged over

superlayer. For the COT, we expect a 2-track res-

olution improvement by a factor of 0.79 for 396 ns

operation and 0.87 for 132 ns operation.

The corrected scale factors between the CTC in

Run I (6-bunch) and the COT in Run II are then

given by the following:

�
36=6
0:79 = 7:6 @396 ns

�
108=6
0:87 = 20 @132 ns

i.e. The COT performance at 7:6 � 1031cm�2s�1 in

396 ns operation and 2�1032cm�2s�1 in 132 ns oper-

ation is expected to be comparable to the CTC per-

formance at 1� 1031cm�2s�1 in Run I.

We note that luminosity scale factor still does not

account for COT improvements in stereo reconstruc-

tion and possible improvements in the front-end elec-

tronics. Nevertheless, it gives us a data driven tech-

nique for anticipating in a rough way some details of

expected COT behavior.

One very interesting benchmark is hit �nding ef-

�ciency as a function of radius and luminosity. We

have used conversion electrons as a control sample to

study this in the CTC in Run I. Figure 4.10 shows hit

usage as a function of superlayer for conversion elec-

trons measured by the CTC; the abscissa also shows
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Figure 4.10: CTC conversion electron hit usage vs CTC and expected COT luminosities. The average hit usage for
SL4{SL8 fall within the indicated band.

the equivalent luminosity for the COT performance.

The exact shape of these curves depends on the data

sample being analyzed and the nature of the track-

�nding and track quality requirements. In the �g-

ure, a maximum hit usage of approximately 80% is

a consequence of optimizing track reconstruction by

including only the best measured hits in a �t. The

fraction of hits which are used on average at higher

luminosities is smaller because hits are more likely

obscured by those from other tracks. The density of

overlapping tracks is higher at the smaller radii of the

inner superlayers. Note that mid-point of Superlayer

1 for both the CTC and COT are at about the same

47 cm in radius.

A standard o�ine requirement for accepting a

track as being \well-measured" is that the track uses

at least 33% of the hits on a minimum of two su-

perlayers. This requirement convoluted with the dis-

tribution shown in the �gure shows that tracking ef-

�ciency for the COT is expected to remain high at

the luminosities expected for Run II. However, we see

that at luminosities in excess of 1� 1032cm�2s�1 the

inner superlayers of the COT will be most e�cient

with 108 bunch operation, and the ability to link to

a real silicon segment will be essential.

A detailed simulation study of the COT and com-

plete integrated tracking performance is given in

Chapter 7.
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Chapter 5

Silicon Vertex Detector (SVX II)

5.1 Introduction

In 1992, a silicon vertex detector (SVX) was added

to CDF to detect secondary vertices from heavy a-

vor weak decays and has proved to be an excellent

tool for b-tagging in top searches and for b-physics.

To control radiation damage, the original SVX was

replaced with the SVX0 detector of similar geometry

but using AC-coupled silicon detectors and a radia-

tion hard readout chip.

The planned increase in the number of p and p

bunches in the accelerator for Run II, and the result-

ing shorter bunch spacing (132 ns or 396 ns) requires

a replacement for the SVX0 detector. We call the

Run II silicon vertex detector SVX II [1]. The overall

speci�cations of the SVX II detector are as follows:

� SVX II will be longer to provide more complete

geometric coverage of the luminous region and

to provide track information to j�j < 2 as shown

in Fig. 5.1.

� The detectors will be double-sided to provide r-z

readout for improved pattern recognition and 3-

D vertex reconstruction with an impact param-

eter resolution �� < 30 �m and �z < 60 �m for

central high momentum tracks.

� The detector should be su�ciently radiation

hard for operation after a delivered luminosity of

up to 3 fb�1. The expected radiation dose for the

Layer 0 sensors is approximately 0.5 Mrad/fb�1.

� A 42 cell analog pipeline will store the data dur-

ing the formation of the Level 1 trigger for either

396 ns or 132 ns between bunch crossings.

� The pipeline will be bu�ered and dual-ported to

support simultaneous digitization and readout of

data while additional analog data is entering the

pipeline (\SVX3" chip). This permits a high

Level 1 trigger accept rate of order 50 kHz with

minimal deadtime.

� Digitization and readout of the SVX II analog

data for Level 2 processing will take approxi-

mately 6-7 �s following a Level 1 trigger. The

high speed of the readout is required in order to

use the SVX II data in a Level 2 vertex trigger

processor. A new Silicon Vertex Tracker (SVT)

will �nd tracks with large impact parameters to

be used in the trigger.

SVX II Single Track Geometric Acceptance
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Figure 5.1: SVX II single track acceptance.

Table 5.1 compares SVX II design parameters with

those of the current SVX0. The new detector will

consist of three barrels, each 29 cm long. There are

12 wedges in �, each with �ve layers of silicon. Of

the �ve layers, three have 0�-90� stereo while two
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Detector Parameter SVX0 SVX II

Readout coordinates r-� r-�; r-z

Number of barrels 2 3

Number of layers per barrel 4 5

Number of wedges per barrel 12 12

Ladder length 25.5 cm 29.0 cm

Combined barrel length 51.0 cm 87.0 cm

Layer geometry 3� tilt staggered radii

Radius innermost layer 3.0 cm 2.44 cm

Radius outermost layer 7.8 cm 10.6 cm

r-� readout pitch 60;60;60;55 �m 60;62;60;60;65 �m

r-z readout pitch absent 141;125.5;60;141;65 �m

Length of readout channel (r-�) 25.5 cm 14.5 cm

r-� readout chips per ladder 2;3;4;6 4;6;10;12;14

r-z readout chips per ladder absent 4;6;10;8;14

r-� readout channels 46,080 211,968

r-z readout channels absent 193,536

Total number of channels 46,080 405,504

Total number of readout chips 360 3168

Total number of detectors 288 720

Total number of ladders 96 180

Table 5.1: Comparison of SVX0 and 5-layer SVX II.

have 1.2� small-angle stereo. This is designed to

permit good resolution in locating the z-position of

secondary vertices and to enhance the 3-D pattern

recognition capability of the silicon tracker. For each

barrel, the silicon ladders are mounted between two

precision-machined beryllium bulkheads which also

carry the water cooling channels for the readout elec-

tronics. Figure 5.2 shows a drawing of the SVX II

bulkhead. The radial locations of the numbered la-

bels shown in the �gure are given in Table 5.2.

A sketch of the SVX II data acquisition system is

shown in Fig. 5.3. The readout chips are mounted

on an electrical hybrid on the surface of the silicon

detectors. Including both sides of the detectors (r-�

and r-z or r-�0) there are 44 chips in a wedge with

12 wedges per barrel end and six barrel ends in to-

tal. Each readout chip set (SVX3) has 128 channels,

each with a charge-sensitive ampli�er, a 42-cell dual-

ported pipeline with four additional cells for bu�ers,

and an ADC. The chips from each wedge are read

out over �ve high density interconnects (HDI), one

per layer. The HDI's from each wedge are connected

to a port card (PC) located around the periphery of

the barrel ends. The PC decodes the control signals

from the �ber interface board (FIB). Also at the PC,

the analog data, already in digital form, are converted

from electrical to optical signals by dense optical in-

terface modules (DOIM's). Each DOIM drives a rib-

bon of optical �bers (eight data and one clock) at 53

MHz approximately 10 m to VME crates located on

the sides of the CDF detector. This highly parallel

readout permits the entire detector (� 406,000 chan-

nels) to be read out in approximately 10 �s. The r-�

information is delivered to the SVT before the r-z/�0

information is read out.

Three VME crates on the west side of the CDF

detector together house the FIB's and FIB fanout

modules. Each PC is controlled by its respective FIB

through a set of copper control lines with one FIB

controlling 2 PC's. The FIB board generates con-

trol signals for the PC based on commands sent from

the silicon readout controller (SRC) located in the

CDF counting room. The command signals from the

SRC are transmitted serially over a single high speed

optical link (G-link) running at 1.5 GHz. They are

processed at the FIB crate by a fanout module which

distributes them to the FIB boards over the J3 back-

plane. In addition to its command function, each
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Figure 5.2: The SVX II bulkhead design
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Description R (cm)

1 Beam pipe outer radius 1.6700

2 Beam pipe ange outer radius 1.8542

3 Inner screen inner radius 2.0500

4 Bulkhead inner radius 2.1000

5 Layer 0a * 2.5450

6 Layer 0b 2.9950

7 Layer 1a 4.1200

8 Layer 1b 4.5700

9 Layer 2a 6.5200

10 Layer 2b 7.0200

11 Layer 3a 8.2200

12 Layer 3b 8.7200

13 Layer 4a 10.0950

14 Layer 4b 10.6450

15 Bulkhead outer radius 12.9000

16 Outer screen inner radius 12.9000

17 Outer screen outer radius 13.2500

18 Port card inner radius 14.1000

19 Cables 16.1000

20 Half cylinder inner radius 16.3000

21 Half cylinder outer radius 17.3000

* All layer radii are relative to center of silicon.

Table 5.2: SVX II Bulkhead Information

FIB serializes the data from 10 DOIM's onto high-

speed optical G-links. For each FIB the data from

90 low-speed �bers are sent by only four high-speed

�bers. These high-speed optical �bers carry the data

approximately 70 m to the counting room where the

data are stored in event bu�ers located on the VME

readout bu�er cards (VRB's) where it waits for a

Level 2 trigger decision and subsequent readout into

Level 3.

In the counting room there are three VRB VME

crates, one for each barrel of the detector, and each

containing 12 VRB's. Each crate is controlled by the

SRC through the VRB fanout board located in each

crate. The SRC in turn communicates by a serial

optical �ber with the CDF Trigger System Interface.

Control of the VRB boards by the VRB fanout mod-

ule is accomplished over the J3 backplane. A set of

optical splitters located just in front of the VRB mod-

ules sends a completely parallel stream of data to the

SVT trigger processor so that the silicon data can be

used in the Level 2 trigger decision.

5.2 Silicon Crystals

The primary physics goals of the CDF vertex detec-

tor are to allow good secondary vertex reconstruction

and pattern recognition. Monte Carlo studies showed

that these require �ve layers of double-sided silicon

microstrip sensors. Optimization of both vertex res-

olution and pattern recognition considerations lead

to the �rst, second and fourth layers (Layers 0, 1

and 3) having a \90� stereo" design while the third

and �fth layers (Layers 2 and 4) have a \small angle

stereo" design. Technically, the \90� technology" is

more di�cult to design and construct than the small

angle technology, so it will be described in greater

detail. Some mechanical and electrical properties are

given in Tables 5.3 and 5.4.

5.2.1 Silicon Detector Layout

Many characteristics are common to all the detectors

regardless of layer or stereo angle. The HV biasing

uses polysilicon resistors with 2.5 � 0.5 Mohm resis-

tance, and the readout is AC coupled. The detector

bulk silicon thickness is 300 � 15 �m for the double

metal layers and 275 � 15 �m for the small angle

layers. The thickness variation within one detector

is � 5 �m. Bowing should be less than 100 �m in a

detector. There should be fewer than 3% dead chan-
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Property Layer 0 Layer 1 Layer 2 Layer 3 Layer 4

number of � strips 256 384 640 768 896

number of Z strips 256 576 640 512 896

number of � chips 2 3 5 6 7

number of Z chips 2 3 5 4 7

stereo angle 90o 90o +1:2o 90o �1:2o
� strip pitch (�m) 60 62 60 60 65

Z strip pitch (�m) 141 125.5 60 141 65

total width (mm) 17.140 25.594 40.300 47.860 60.170

total length (mm) 74.3 74.3 74.3 74.3 74.3

active width (mm) 15.300 23.746 38.340 46.020 58.175

active length (mm) 72.43 72.43 72.38 72.43 72.38

number of detectors 144 144 144 144 144

Table 5.3: Silicon detector mechanical dimensions

nels per side and 50% of the detectors should have

fewer than 2% dead channels.

5.2.2 The 90� stereo sensors

The 90� stereo sensors have strips running lengthwise

on the sensor's p-n junction side to measure the r-�

position of the particle, and strips running laterally

on the ohmic contact side (n-side) to measure the r-

z position. Both sets of strips are read out from the

end of the sensors. For the r-z signals this requires

an additional layer of strips running longitudinally

and contacting the lateral r-z strips through a 5 �m

insulating layer of SiO2 by means of small \via's".

This is referred to as a double metal layer technology.

Key parameters associated with the SVX II 90�

stereo sensors have been chosen to minimize readout

capacitance, in order to minimize the ampli�er noise

level and to maximize radiation hardness. The read-

out capacitance is larger for the 90�, ohmic-side strips

than for the p-n junction side strips. This is caused

by several factors. One factor is that, to maintain

electrical isolation of the n-side readout strips un-

der high radiation levels, extra p-implant strips are

placed between the ohmic contact strips. This gives

operational simplicity and radiation hardness [2]. A

second factor increasing the ohmic side capacitance

is the double metal layer readout. It introduces ad-

ditional capacitance because the second metal (lon-

gitudinal) strips couple to the �rst metal (90�) strips

through the insulation layer.

Several steps were taken to reduce the 90� capaci-

tance. The coupling capacitance of the double layer

readout was minimized by making the insulating sil-

icon dioxide (SiO2) between the two metal layers as

thick as possible, while maintaining the via reliability.

SiO2 was chosen as the insulator because of fabrica-

tion reliability and good radiation resistance. A new

idea for the isolation p-stop pattern was introduced,

in which a combination of an individual p-stop and a

common p-stop is used.

The critical item limiting the useful lifetime of

the silicon sensors is the radiation hardness. For

a peak luminosity of 1032 cm�2s�1 the uence re-

ceived by Layer 0 is expected to be about 1.7 x

1013 particles/cm2/year, i.e. about a half Mrad/year.

This is the same order of magnitude radiation level

as expected on the LHC silicon trackers, which are

placed further from the beamline. This radiation

causes the silicon bulk to change from n-type to p-

type during the operation of Run II. This is referred

to as \type inversion" [3]. Because of type inver-

sion and accumulation of defects caused by radiation

damage, the bias voltage needed for full depletion of

the bulk can become as high as 150V. The rate at

which type inversion occurs depends strongly on the

operation temperature [4], being slower at lower tem-

peratures. High bias voltages need to be avoided if

possible because they cause micro-discharge noise [5],

which takes place before a junction breakdown. The

design of surface structures for the SVX II incorpo-

rated many ideas [6] from our research in order to

suppress the micro-discharge.

The coupling capacitors which are integrated onto
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Electric Properties of Detectors

initial Ileakage at Vbias=80 V, T=20
�C:

(bulk, surface and edge contribution) < 100 nA/cm2

initial full depletion voltage (Vfull): 45 V<Vfull<70 V

junction breakdown with open readout electrodes: > 200 V

The breakdown is de�ned as: Ibreak > 10 x Ileak with Vbias = 80V

onset voltage of micro discharge: p-side, n-side balanced bias (�Vbias=2),
both-side readout electrodes grounded

p-side > 150 V (total bias potential)

n-side > 150 V (total bias potential)

VBreakdown of coupling capacitor:

n and p-side: > 100 V

Interstrip resistance (DC): >2 Gohm

Poly-silicon resistor value:

mean value: 2.5 � 0.5 Mohm

variation within one detector: < 0.5 Mohm

resistivity of implant-strip: <100 kohm/cm

resistivity of all metal layers: n & p-sides <30 ohm/cm

capacitance of coupling capacitor:

n and p-side: >10 pF/cm

total capacitance (full length, at bias voltage of 1.2 x Vfull):

p-side (Layers 0, 1 and 3): <10 pF

n-side (Layer 0): <13 pF

n-side (Layer 1): <14 pF

n-side (Layer 3): <15 pF

p-side and n-side (Layer 2 and 4): <10 pF

Speci�cations for Radiation Damage Tests for Pilot Detectors

Ten days after irradiation of 500 krad Gamma-ray:

leakage current at 20 �C: <3 �Amp/cm2

bias resistor change: <20%

p-strip, n-strip Rinterstrip: >1 Gohm

junction breakdown voltage: >200 V

onset voltage of the micro discharge: >150 V

total capacitance (full length, at bias voltage of 1.2 x Vfull)

p-side (Layers 0 and 1): <11 pF

n-side (Layer 0): <14 pF

n-side (Layer 1): <15 pF

n-side (Layer 3): <16 pF

p-side and n-side (Layer 2 and 4): <11 pF

Table 5.4: Electrical Properties of Detectors
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the sensor are another critical technological issue.

They must be free of \pin holes" which allow break-

down. A double layer structure consisting of SiO2

and silicon nitride (Si3N4) is employed to improve

the capacitor production yield. But careful design

and processing is required to avoid problems of elec-

trical charge-up between the SiO2 and Si3N4 layers.

5.2.3 Small Angle Stereo Detectors

The Layer 2 and Layer 4 sensors utilize \small angle

stereo" for the strip layout instead of the 90� layout.

The design requirements for radiation resistance, ca-

pacitance, etc. are very similar to those of the 90�

sensors, so that discussion will not be repeated here.

One di�erence is the wafer construction, which will

be discussed.

Recent technological developments in the silicon

detector manufacturing industry have increased the

size of available wafers from 4 inch to 6 inch. The

design of the detectors for Layers 2 and 4 takes ad-

vantage of the availability of 6 inch wafers. Such

large wafers can host both a Layer 2 and a Layer 4

detector reducing dramatically the mask fabrication

and processing costs. The 6" wafers are a new tech-

nology, but they have been proven to work on large

area detectors. However, because our 90� sensors re-

quire challenging technology such as the double metal

processing, they have intrinsically some extra degree

of di�culty. For this reason it seemed appropriate

to choose the 6" technology only for the small an-

gle stereo design, shown in Fig. 5.4, where we do not

require the double metal processing. If production

problems happen to arise, the use of the standard

4" wafer approach is still possible for Layer 2 with-

out any design modi�cations, but some modi�cations

might be required for Layer 4.

The technical speci�cations we have required for

Layer 2 and 4 are very similar to those of the other

layers, though here the radiation hardness demand

is less stringent. For example, the Layer 2 detectors

are expected to receive only about 1=7 of the Layer 0

expected dose. One big di�erence is the fact that the

6" wafers available for manufacturing at the moment

have a relatively low resistivity of about 3 k
-cm.

Consequently we decided to reduce the thickness of

the detectors to about 275 �m in order to keep the

depletion voltage below 80 V. There are a minimum

of 13 masks needed for the double side process. We

added 2 more to allow for 1) the option of Si3N4

α = -1.2°
65 µm

DC pads (50x50)

Guard Ring

Poly Resistors

Bias Line
(metalized)

AC pads (150x60)

metal jumpers

implanted n+ 
strips (10x72380)

5353 µm 

4850 µm

Scribe
Line

50µm 150µm

Layer 4, Z-side

Figure 5.4: Silicon detector small angle stereo de-
sign.

deposition to enhance the breakdown voltage of the

coupling oxide and 2) a n+ well implant extending to

the junction side scribe line to avoid large currents

being injected into the active area from the edges of

the detector.

5.2.4 Silicon Detector Tests

A substantial R&D program on silicon sensors has

been carried out to achieve the full potential of the

silicon tracker upgrade. This program has resulted in

signi�cant technical developments in the areas of ca-

pacitance and microdischarge minimization, geomet-

rical layout optimization, large area detectors from

6 inch wafers, and determination of processing and

operating conditions. The program has also inves-

tigated the sensors' signal-to-noise (S/N) ratio, e�-

ciency, and position resolution before and after radi-

ation damage similar to what is expected at Layer
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0 during Run II. The program included full charac-

terization of sensors utilizing many design options.

These sensors were manufactured by three di�er-

ent vendors|Hamamatsu, SINTEF/SI and Micron

Semiconductor. The characterization program in-

volved the measurement of the electrical properties

of the sensors on a probe station [7, 8, 9, 10, 11, 12],

the study of the charge collection e�ciency and de-

termination of the optimal operating conditions with

a pulsed laser system [13], and the operation of the

detectors in conjunction with the SVXH [14] and

SVX2 [15] chips in two beam tests [16, 17].

5.2.4.1 Capacitance Minimization

The detector capacitance plays a key role in deter-

mining the S/N ratio. The important components are

the many parallel capacitances that load the ampli-

�er front end, including Cis; the capacitance between

implant strips, Cback ; the backplane capacitance (be-

tween the implant strip and the opposite side of the

detector), Cir ; the capacitance between the readout

traces, and Coverlap; the capacitance between the sec-

ond metal traces on the z-side and the AC-coupled

�rst metal electrodes.

On the p-side (whose strips measure the r-� co-

ordinate), Cis and Cback have the largest e�ect. The

capacitance with respect to the ground of the implant

depends primarily on the ratio of the strip width to

the pitch. To minimize this contribution to the total

detector capacitance, the strip should be as narrow

as possible.

The capacitance of the n-side strips (which mea-

sure the r-z coordinate) is the sum of Cis, Cir, Cback ,

and Coverlap. We measured the n-side capacitance

of prototype detectors [9, 11] and found agreement

between the direct measurement of the capacitance

with respect to ground and the sum of the various

capacitive components. A �t of the measured total

capacitance to a geometrical model [18] and a SPICE

simulation [11] agree within 20%. For example, the

measured n-side capacitance of the Layer 0 proto-

type detectors from Hamamatsu is 17 pF, in good

agreement with two independent simulations which

together predict a capacitance between 17 and 21

pF. The same two simulations applied to the Layer

0 production detectors predict an n-side capacitance

for them between 10 and 12 pF.

By comparing detectors with di�erent geometries,

we have designed a readout scheme to minimize the

n-side capacitance by

1. maximizing the thickness and minimizing the di-

electric constant, �r , of the insulator between the

metal layers,

2. limiting the multiplexing,

3. minimizing the width and length of the second

metal strips and

4. avoiding ganging and intermediate strips.

A summary of the predicted capacitance for a full

electrical unit consisting of two double metal produc-

tion detectors wirebonded together is in Table 5.5.

Layer p-side p-side n-side n-side

Husson Spice Husson Spice

0 15 17 20-24 21-25

1 15 16.5 22-26 22-26

2 19 19 24 26

3 15 17 24-28 24-29

4 19 19 26 27

Table 5.5: Predicted capacitance in pF

The RMS noise of the SVX2 chip versus input

capacitance has been measured [19] for integration

times of 107 ns and 371 ns and is shown in Fig. 5.5.

Using a linear extrapolation between the measured

data points an input capacitance of 25 pF predicts

noise values of � 2100 e� and � 1100 e� for integra-

tion times of 107 ns and 371 ns, respectively.

5.2.4.2 Optimal Geometry and Processing

Studies of prototypes having a variety of geometri-

cal options allowed us to investigate several issues,

including the e�ect of intermediate strips on the p�
and n-sides, the performance of double metal readout

compared with readout by interconnects on glass or

Kapton, and the optimal insulator to be used in the

double metal structure and/or for passivation. One

of the major results of these investigations was the

elimination of the option for intermediate strips on

the n-side. Laser studies [13] and results from our

�rst KEK run [16] showed that double metal detec-

tors with intermediate strips lose e�ciency by more

than 90% when the beam strikes directly on the in-

termediate strip.
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Figure 5.5: SVX2 measured noise as a function of input
capacitance for integrations times of 107 ns (triangles) and
371 ns (circles).

5.2.5 Radiation Issues

The radiation levels experienced by silicon detectors

have a multitude of e�ects. These have been investi-

gated by irradiating detectors at TRIUMF and then

checking them in the lab and in KEK test beams.

Below we discuss the radiation levels we expect to

encounter during Run II and the e�ects we have ob-

served during our radiation tests.

5.2.5.1 Run II Expected Radiation Levels

The radiation levels in SVX II have been estimated

for the Run II beam intensities and CDF geome-

try [20, 4]. The expected radiation dose is shown

in Fig. 5.6 for SVX II Layers 0-4 as a function of

time during Run II [4]. For the purpose of this study

the CDF yearly integrated luminosity for Run II is as-

sumed to be 1 fb�1 and 2 fb�1 for years 1 and 2, then

0 fb�1 for year 3, followed by 2 fb�1 and 3 fb�1 for

years 4 and 5. We assume that SVX II Layer 0, and

possibly Layer 1, will be replaced part way through

Run II. This is shown happening during year 3 for

SVX II Layer 0. The radiation dose is given as the

equivalent uence of 500 MeV protons [4]. This al-

lows for a direct comparison with radiation damage

results in the SVX II sensor prototypes at the TRI-

UMF radiation tests. As shown in the �gure, the

maximum uence at TRIUMF (� 0.9 Mrad) is com-

parable to the maximum uence expected for SVX II

sensors. Also shown in the �gure is the approximate

uence when the silicon sensors will change from n-

type bulk to p-type bulk, i.e., undergo type inversion.

At inversion the n-p junction moves from the p-strip

side of the sensor, which measures r-�, to the n-strip

side, which measures r-z.

5.2.5.2 Radiation e�ects

The expected radiation levels in SVX II require radi-

ation hard electronics and sensors. The SVX3 chips

will be fabricated using Honeywell's radiation hard

CMOS processing. This is guaranteed radiation hard

to 1.5 Mrad. A measurable but acceptable level of

degradation is expected up to radiation levels of 5

Mrad [21]. Thus the SVX3 chip should perform satis-

factorily at the expected radiation levels of 1-2 Mrad.

The e�ects of radiation on the SVX II sensors are

more complex than on the SVX3 chip. The indi-

vidual structures on the SVX II sensors, including

bias resistors, n- and p-implants, p-block implants,

metal readout strip geometry, AC coupling capac-

itors, etc., were chosen to be as radiation tolerant

as possible [22, 23, 5]. The SVX II production sen-

sors will have SiO2 (�r = 3.8) as an insulator be-

tween the double metal layers because of its demon-

strated hardness to high radiation. Extensive pre-

and post-irradiation testing of SVX II sensor proto-

types from Hamamatsu, Micron and SINTEF/SI are

continuing. Initial results [7, 24, 8, 25, 10, 26] are all

consistent with a stability at the 10% level of these

structures against radiation except for the interstrip

resistance, where a substantial decrease with radia-

tion was found [8]. Nonetheless, the value of the in-

terstrip resistance remains large enough, > 100M
,

that the sensor performance is not expected to be

compromised.

Several other features of the silicon microstrip sen-

sors show signi�cant changes with radiation. These

include the detector leakage current, the depletion

voltage, and the interstrip capacitance. The changes

in the leakage current and depletion voltage are a

result of radiation damage in the bulk silicon and

have been extensively studied [4]. Initial measure-

ments of the radiation-induced bulk damage in the

SVX II prototypes are in good agreement with ex-

pectations [25, 26]. The leakage current and deple-

tion voltage changes a�ect the power dissipated in

the detectors, which has implications for the SVX II

cooling and power system designs. Furthermore, the

increased leakage current decreases the S/N because

of increased shot noise [27, 28].
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Figure 5.6: Estimated radiation levels for Layers 0-4 of SVX II in Tevatron Run II. The integrated luminosity is
assumed to be 1 fb�1, 2 fb�1, 0 fb�1, 2 fb�1, 3 fb�1 for years 1, 2, 3, 4, and 5 respectively.

The change in the sensor interstrip capacitance is

a result of surface damage caused by radiation at or

near the silicon-SiO2 interface. The observed trends

at the sensor p-side are for the interstrip capacitance

to increase by 20%-40% for the �rst few 100 Krads

and then to become independent of radiation until

type inversion occurs [29]. Following inversion the

p-side interstrip capacitance becomes 1.4 to 2 times

the unirradiated value [30]. Before inversion, the de-

pendence on radiation of the interstrip capacitance of

the sensor n-side with double metal readout should

be much weaker than the p-side. Following inversion

the n-side interstrip capacitance should decrease to a

value less than that seen before irradiation [29].

Measurements of the interstrip and total input ca-

pacitance for unirradiated and irradiated SVX II pro-

totype sensors are being made [11, 9]. The initial

measurements are consistent with the above expec-

tations [25, 26]. Because the sensor interstrip capaci-

tance is a major component of the preampli�er input

capacitance, increases in the sensor interstrip capac-

itance result in an increase in the noise [28].

Another issue is charge trapping due to radiation.

Present evidence is that the radiation levels for Run

II should not be enough to cause SVX II signal loss

due to charge trapping [31].

5.2.5.3 KEK Test Beam Results

The principle di�erence between the two beam tests

at KEK was the type of chip used to read out the

sensors. In the �rst beam test the well-understood

SVXH chip was used, while in the second test the

prototype SVX2 chip was used [16, 17].

In the �rst KEK beam test, �ve (SINTEF/SI

and Hamamatsu) double metal detectors were tested.

The position resolution of these detectors as a func-

tion of angle is shown in Fig. 5.7. At normal incidence

the strip pitch/
p
12 accounts for the resolution. For

particles with oblique incident angles the resolution

varies between 12 and 25 �m.

The S/N of irradiated and unirradiated SVX II

prototype sensors was measured in the two beam

tests at KEK. The unirradiated detectors have n-side

S/N ratios of 17, 21 and 16, while detectors irradi-

ated with between 0.25 and 1.0 MR have S/N ratios

of 13 and 14. In the second KEK beam test, S/N ra-

tios were measured for seven double metal detectors
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Figure 5.7: Silicon detector resolution versus par-
ticle angle of incidence.

supplied by SINTEF/SI, Hamamatsu, and Micron.

Unirradiated detectors have ratios of 11, 14 and 10,

while irradiated detectors, having doses between 0.1

and 0.7 MR, have ratios of 9, 10, 10 and 7.

The S/N measured during the second test beam is

somewhat lower due to several e�ects. The dominant

e�ect is from the increased noise of the SVX2 chip as

operated for the KEK test, i.e. there was excess noise

beyond what can be expected for optimized running

conditions. Several � 10% e�ects, including charge

loss from the limited integration time window and

the clustering algorithm, appear to account for the

majority of the remaining di�erence. The gain of

the SVX2 chip is a parameter in the calculation of

the theoretical signal and noise, but it cancels in the

calculation of the S/N ratio.

Prior to the beam test the leakage currents were

measured in the sensors. The increases seen as a

result of the radiation dosages were consistent with

values found in the literature [27]. The noise as a

function of average radiation dose is plotted for the

p-side in Fig. 5.8 and for the n-side in Fig. 5.9. The

p-side detectors had strips of two di�erent lengths,

4.1 and 8.2 cm. The results for these are plotted sep-

arately. Whereas the n-side shows no evidence for

an increase of noise with radiation dose, the p-side

shows an increase. The n-side results are consistent

with our expectation based on the �rst KEK test re-

sults, where the increase in noise could be accounted

for by an increase in the shot noise. Since the SVX2

chip has an integration time an order of magnitude

shorter than the SVXH chip, we expect almost no

contribution to the noise due to shot noise. For the

p-side, the solid lines in Fig. 5.8 indicate a range of

expected noise as a function of dose. We have as-

sumed the interstrip capacitance increases between

20% and 40%, representing the lower and upper lines.

We have included the e�ect of the increased leakage

current based on the radiation dose.

There are several potentially large uncertainties in

these measurements. First, the temperature was not

well controlled, an e�ect which could easily introduce

a 10% variation in the noise. Second, the radiation

dose used is an average value, whereas the dose pro�le

is known from foil measurements to be non-uniform.

Nonetheless, the observed increase in the noise on the

p-side is consistent with our expectations.

Figure 5.8: p-side noise versus average radiation
dose for the 5 long and 7 short detectors. The
solid lines in the �gures indicate a range of ex-
pected noise as a function of dose. The dotted
line indicates the average unirradiated noise value.
None of the detectors were believed to have been
inverted at the time of the measurements.

The signal, aside from clustering e�ects, is not ex-

pected to degrade with radiation dose. The data are

consistent with this expectation. The S/N prior to

irradiation was measured on average to be 10 on the

p-side and 11.5 on the n-side. However, there was

considerable variation in the p-side signal, so e�orts

are continuing to understand the p-side S/N.

5.2.5.4 Layer 0 and Layer 1 Replacement

It is anticipated that Layer 0 and possibly Layer 1

will need to be replaced after a delivered integrated

luminosity of 2 or 3 fb�1. This replacement could

be silicon or a more radiation-hard device. Detectors

based on chemical-vapor-deposition (CVD) diamond
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Figure 5.9: n-side noise versus radiation dose.
The dotted line indicates the average unirradiated
noise value. The irradiated n-side results are all
of the short variety. None of the detectors were
believed to have been inverted at the time of the
measurements.

�lm rather than silicon o�er a potential solution to

this problem.

CVD diamond has numerous properties which

make it attractive as a detection medium: it is highly

electrically resistive, has high material strength, high

thermal conductivity, low thermal expansion, and low

density. The high electron and hole mobilities result

in a very fast signal, on the order of 2 ns. Its sti�

crystal lattice and low neutron transmutation cross

section lead to extremely good radiation tolerance.

Figure 5.10 shows, as an example, the relative signal

size as a function of exposure to 300 MeV pions. No

loss of signal appears after 1014 ��=cm2.

The main challenge in making CVD diamond-

based detectors lies in the fact that electrons and

holes travel only a certain distance in the crystal be-

fore being stopped by traps or lattice imperfections.

This \collection distance" limits the size of the in-

duced signal to a fraction of the deposited charge,

which is 3600 e� per 100 �m thickness. The expected

signal size is thus the ratio of the collection distance

to 100 �m times 3600 e�.

Collaboration with industry led to great improve-

ments to CVD diamond quality, resulting in a CVD

diamond calorimeter in 1993 [32]. Attention then

turned to tracking detectors, and early in 1995 mi-

crostrip detectors made from CVD diamond wafers

with collection distances in the range of 70-90 �m

resulted on the pulse height and position resolution
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Figure 5.10: Charge collection in CVD diamond as a func-
tion of exposure to 90Sr electrons and 300 MeV/c �� rel-
ative to that of an unirradiated detector.

distributions shown in Fig. 5.11.

The goal in the near term is to obtain a 2 cm � 4

cm sample of the best possible quality, and test a mi-

crostrip detector made from it it in beam tests which

commence late this fall. Construction of smaller pro-

totypes with CDF SVX II electronics will begin in

the mean time to gain experience.

5.2.5.5 Future Detector Testing at Fermilab

During the upcoming �xed target running period the

SVX II detector groups will use the Fermilab Booster

AP4 line for irradiating prototype detectors and the

CDF test beam in Meson for detector studies. The

Booster area has been used previously on at least

a couple of occasions for irradiating single detector

elements. The Booster cycles 8 GeV/c protons. One

can achieve detector uences well in excess of a Mrad

in the course of a week by extracting a few percent of

the normal 84 bunches. Most of the Booster protons

are, of course, eventually delivered to �xed target

areas.

The Meson Test line has historically been the site

where CDF has conducted test beam studies during

�xed target operations. The SVX II upgrade group

intends to take full advantage of this facility, which

is scheduled to commence operations starting in the

fall of this year. A rotatable and translatable detec-

tor box is being prepared along with a set of \anchor

plane" boxes, which will be �xed along the beam-

line. The primary focus of the silicon tests will be to

study the detector ladders' response to negative pion

beams (ranging from 100 to 200 GeV/c) as a function
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Figure 5.11: Pulse height in central three strips (above)
and position resolution (below) for 50-micron-pitch CVD
diamond microstrip detector.

Figure 5.12: Perspective view of the �-side of a
Layer 0 ladder.

of the incident angle. The S/N, position resolution,

cluster size, etc. will be of particular interest. The

test beam activities will serve as an invaluable focus

for the various sub-groups of the SVX II project, and

results from test beam running will help re�ne de-

tector design and construction techniques. It is also

important to irradiate and beam test pilot versions of

each detector type so that any future signal-to-noise

degradation, due to long-term radiation damage, can

at least be anticipated if not avoided.

5.3 Mechanical Design

5.3.1 Ladder Design

Shown in Figs. 5.12 and 5.13 are perspective views of

a Layer 0 ladder. A notch on the ladder end is used

during ladder construction and will precisely locate

ladders relative to the support structure. The �-side

of the detector, i.e. the side with implant strips par-

allel to the beam line, is on the top of the ladder with

the �-side SVX3 chips directly opposite the cooling

channel. This is the side shown in Fig. 5.12. The

z-side SVX3 chips are on the underside of the ladder

located inboard of the cooling channel. This this is

the side shown in Fig. 5.13.

The SVX3 chips are mounted on hybrid integrated

circuits. Two hybrid technologies are currently under

consideration; copper on kapton thin �lm and BeO

thick �lm (see Section 5.3.2). By the end of 1996 we

expect to choose one of these two technologies. The

hybrids are mounted directly on the surface of the
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Figure 5.13: Perspective view of the z-side of a
Layer 0 ladder.

silicon. The spacial requirements of the hybrid for

passive components dictates the length of the hybrid,

hence the location of the wirebonding pads on the z-

side of the detector.

The thin �lm hybrids are mounted on beryllium

substrates, chosen due to the structural integrity of

beryllium, its thermal conductivity, and its favorable

radiation length. The thickness of the substrate is

chosen in order to adequately cool the z-side SVX3

chips. Cooling will be discussed in the next section.

The BeO hybrid can be designed in such a way that

it requires less space for passive component place-

ment than the thin �lm copper/kapton hybrid. For

this reason, two rows of wirebond pads have been

placed on the z-side of all detectors in order that the

choice of technology may be delayed beyond the mask

design of the silicon detectors.

The ladders will be constructed in halves, of length

two crystals each. Once the �-side hybrid is adhered

to the surface, the second detector will be located pre-

cisely relative to the �rst and the two detectors will

be wirebonded. After passing inspection the support

rail will be adhered to the surface to make a single

structure which can be ipped and the z-side com-

pleted.

The support rail itself is constructed of a mix of

foam, epoxy, and �ber not unlike those used for SVX

and SVX0. Fiber is adhered to Rohacell foam by

applying an epoxy mix on the foam surface, and cur-

ing in a compression mold. The expansion coe�cient

of pure carbon �ber (as used in SVX and SVX0) is

lower than that of silicon (� 0 ppm/�C for carbon

�ber vs. 2.6 ppm/�C for that of silicon) and could

present structural bowing problems when the ladder

is cooled to operating temperature. For this reason

the rails will be constructed of a mix of carbon and

boron �ber, which combined have an expansion coef-

�cient equal to that of silicon [33]. The ladders will

be joined in halves, once completed and tested, using

an overlap joint in the ladder middle.

5.3.2 SVX II Readout Hybrid

The SVX II readout hybrid processes the detector sig-

nals into a format suitable for the port card. The hy-

brids are being developed in two technologies: (1) the

high density ex circuit technology, and (2) the thick

�lm (beryllia) technology. One of these will be chosen

for the �nal detector depending upon the behavior of

the prototypes. Associated with the readout hybrid

is a cable that connects the power/signal functions

from the hybrid to the port card. Hybrid prototypes

which accommodate the SVX2 readout chip have al-

ready been fabricated using both technologies. The

hybrids to read the SVX3 chip set have been designed

and are being ordered. Their delivery time coincides

with availability of the SVX3 chip.

5.3.2.1 Structure of the Flex Technology Hy-

brid and Cable

The hybrid and cable have both been fabricated using

the multilayer ex technology. The hybrid has four

layers of 10 �m Cu metal interconnect separated by

three layers of 50 �m thick polyimide dielectric. This

is covered with a top and bottom `coverlay' dielectric.

The coverlay provides 100% coverage of the ground

planes on the back side of the hybrid. On the top side

it has windows for the surface mounting of passive

components and the wire bonding to SVX3 dies. The

top layer metal includes Ni/Au layers to facilitate the

surface mount soldering of passive components and

the wire bonding to the readout dies. The signal line

path and pitch are 100 �m and 200 �m, respectively.

The layer to layer interconnect is provided by 150 �m

diameter vias with 380 �m diameter connect pads.

The minimum via pitch is 480 �m which gives a pad-

pad gap of 100 �m. This is consistent with the signal

line gap. The total thickness of the 4 layer hybrid is

nominally 4 � 10+3 � 50+2 � 25 = 240 �m, while the

cable is nominally 2 � 10 + 1 � 50 + 2 � 25 = 120 �m

thick.
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The hybrid and cable are designed to be separate

parts which are surface soldered together during the

assembly process. Identical arrays of via pads on

both the cables and hybrids provide for interconnect-

ing the cable and the hybrid. The SVX3 hybrid de-

sign, with di�erential paired readout signals, has 48

to 53 separate interconnections between the hybrid

and the cable. The cable has fanout regions to the

test connector �eld on one end and the hybrid/cable

term �eld on the other end. The present cable design

is � 8000 �m wide between the fanouts.

The connection between the � and z-side hybrids is

a `wrap' design. The � and z-side hybrids are inter-

connected along their edges by a short `wrap' cable,

with the power cable connected to the end of the �-

side hybrid.

5.3.2.2 Beryllia Hybrid

Beryllia hybrid prototypes for the SVX2b chip and

for the SVX3 chip set are being manufactured by

two di�erent vendors. They are constructed of thick

�lm artwork printed on 95% beryllium oxide ceramic.

This is a technology widely used for commercial chip-

on-board assemblies. Both manufacturers use low

temperature �ring (800 �C) after the printing of each

layer, but one vendor uses tape dielectric while the

other vendor prints the dielectric as well as the metal

layers. The minimum features on the artwork in both

cases are 100 �m traces on 200 �m pitch, with 250

�m square vias for one vendor and 100 �m round

via's for the other. These feature sizes are standard

for these companies. Both hybrids consist of 6 in-

terconnected gold ink layers, separated by dielectric,

on top of the ceramic substrate. This is a standard

ink for applications that require wire bonding. Ad-

ditionally, there are palladium-gold ink pads on the

top layer to permit soldering of surface mount com-

ponents. Both vendors have manufactured parts with

a larger number of layers. The total thickness of the

printed material is less than 250 �m for the SVX2 hy-

brid. It will be 50% larger for the SVX3 prototypes,

but can be special-ordered to be about 250 �m for

production quantities.

Both hybrids are Layer 0 prototypes, which is to

say that they contain 2 side-by-side chips. The width

is determined by the ladder width, while the length

is determined by the layout and component require-

ments. The length is 3.1 cm in the SVX2b case and

3.3 cm for SVX3. The SVX2 hybrid was not designed

to minimize length, while the SVX3 was. Both hy-

brids have 2 rows of solder pads with 750 �m pitch

on the end opposite the chips. This permits the sol-

dering of a exible circuit cable to connect the hybrid

to the port card. Soldering of these test cables was

found to be simple and reliable. Only one generic pro-

totype SVX2 hybrid design was manufactured, with

no special provision for interconnecting the � and z-

side hybrids on the ladder.

The SVX3 design is also a single layout, rather

than separate � and z- side designs. It includes a

bonding pad �eld on one side to allow for the same

hybrid to be used on the � and z-sides of a ladder.

The �� z interconnection is accomplished via a cus-

tom thin �lm jumper which is glued to the side of the

ladder. This jumper has not yet been prototyped,

but a technology choice and prospective vendor have

both been identi�ed.

5.3.2.3 Test Results on Hybrids

Figure 5.14: Hybrid Test Results: Pedestal and
Noise Measurements.

Prototype hybrids equipped with SVX2 chips were

tested using a prototype DAQ test stand. Noise, dif-

ferential noise and chip gain were monitored for pos-

itive and negative input pulses. All of the measure-

ments shown here were made with the SVX II DAQ

system working at half speed (25 MHz). Future tests

are planned at full speed (53 MHz). The test results

show almost identical performance of both circuits.
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ADC counts J1 J2 US1 BeO

Ped. r � � 30:67 28:70 25:59 28:55

Ped. r � z 28:94 28:21 26:95 26:39

Noise r� � 0:53 0:57 0:58 0:53

Noise r � z 0:54 0:53 0:54 0:62

Dnoise r� � 0:53 0:56 0:59 0:48

Dnoise r� z 0:53 0:52 0:54 0:57

Table 5.6: Pedestal, Noise and Dnoise average values over
128 channels with chips con�gured in Positive Polarity

ADC counts J1 J2 US1 BeO

Ped. r � � 51:39 55:10 50:40 56:02

Ped. r � z 54:20 57:97 53:97 57:18

Noise r� � 0:61 0:59 0:58 0:62

Noise r � z 0:58 0:59 0:59 0:63

Dnoise r� � 0:61 0:59 0:59 0:60

Dnoise r� z 0:58 0:59 0:57 0:62

Table 5.7: Pedestal, Noise and Dnoise average values over
128 channels with chips con�gured in Negative Polarity

J1 J2 US1 BeO

Gain (r� �) + Pol. 4:49 4:57 4:54 4:48

Gain (r� �) - Pol. 4:81 4:38 4:34 4:72

Gain (r � z) + Pol. 4:67 4:51 4:41 4:70

Gain (r� z) - Pol. 4:61 4:58 4:47 4:57

Table 5.8: Hybrid gain measurements in ADC per fC for
positive and negative polarity

Figure 5.15: Hybrid Test Results: Linearity and
Gain Check.

The tests were done on four di�erent hybrids: 3

exible hybrids and 1 BeO. One of the exible hy-

brids was made in the USA (\US1") and the other 2

were made in Japan (\J1" and \J2"). The noise, dif-

ferential noise and the pedestal have been measured

channel by channel. The gain for positive and neg-

ative polarity has been calculated for every chip on

each test hybrid.

The noise for a given channel was de�ned as the

RMS of the digital output for that channel. Because

of the potential susceptibility of the system to exter-

nal noise we also de�ned the \di�erential noise" for

a given channel as 1=
p
2 of the RMS of the di�erence

between the output for that channel and the output

of a neighboring channel. Typical results for the �rst

chip of the J1 hybrid are shown in Fig. 5.14. Results

for all of the hybrids are summarized in Table 5.6 and

5.7.

The internal calibration capacitor, which is imple-

mented on the chip itself, is used to measure the gain.

It is connected at the input of every single channel.

A speci�c voltage is injected into this capacitance

and the output is read out for those channels that

have been pulsed. Figure 5.15 plots the channels'

output after pedestal subtraction versus the input

DAC counts (proportional to the injected calibration

voltage). It shows that the output of the chip is lin-
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ear with respect to the injected charge. The gain for

individual channels has been measured and shows a

variation of less than 2% within a chip. The results

of the gain measurements for the 4 hybrids are sum-

marized in Table 5.8.

5.3.3 Ladder Cabling

There are severe mechanical and electrical constraints

for cables from the portcard to the ladder. The ca-

bles must have a negligible pro�le, both for assem-

bly and for achieving a minimal barrel spacing. The

cables must exit through the bulkhead, which con-

strains the width of the Layer 0 cable to less than 5

mm. The cables must make several very tight bends

(radius � 1:5 mm). Electrically, the principal issues

are EMI and pulse shapes for the high speed clock

and data lines. In addition, the cables carry a sub-

stantial amount of power. The total length for the

longest (Layer 0) cable is about 25 cm.

The chosen technology is a conventional copper-

kapton laminate ex cable. We have made a design

of a prototype SVX3 cable, as shown in Fig. 5.16.

This cable is made of two conducting layers of 0.5

oz copper (18 �m thick) and a 3 mil kapton dielec-

tric layer. The signal traces are 100 �m on a 200

�m pitch. The power lines are made 700 �m wide to

limit the IR drop to less than 100 mV. The width for

this design is 8 mm, which is too wide for Layer 0.

Our preferred solution to this Layer 0 problem is to

split the cable into separate digital and analog cables.

To limit the cable pro�le, the connector on the lad-

der will be a permanent (probably solder) connection;

connections to the portcard will use a disconnectable

technology.

The electrical issues related to cross talk, pulse

shape, reections, etc. were studied with prototypes

and in simulation [34]. The cross talk was measured

to be small for microstrips (signal lines over ground

plane), and should be even smaller for broad-side

coupled lines. Reections were studied both in sim-

ulation and through prototype measurements. Ac-

ceptable digital pulse shapes were obtained. The re-

maining concerns were cross talk between neighbor-

ing cables and EMI picked up through detectors by

the analog front end. For the SVXH3 chip we mea-

sured a 10 percent increase in noise from a nearby 53

MHz asynchronous clock driven di�erentially across

two neighboring microstrip traces. While we expect

the EMI from di�erentially driven, broad-side cou-

Figure 5.16: Prototype portcard-hybrid SVX3 ex
cable. Total width of the cable is 8 mm. There are
separate analog and digital ground planes. The
data lines are broad-side coupled pairs of 100 �m
(4 mil) traces on 200 �m pitch.

pled lines to be reduced, this will be remeasured with

SVX3 prototype cables.

5.3.4 Bulkhead

The ladders are positioned between two intricately

machined bulkheads. These bulkheads support the

ladders at each end and serve as a heat sink for the

electrical components mounted on the ends of the

ladders. They establish the precision of the barrel

assembly and, therefore, must be machined to very

close tolerances. Beryllium is used because of its long

radiation length and high sti�ness. The bulkheads

have integrated cooling channels through which the

coolant is circulated at approximately -5 �C.

5.3.4.1 Baseline Bulkhead Design

The bulkhead geometry consists of 5 layers. Each

layer is a 12 sided ring with at faces corresponding

to the 12 wedges of the detector. The layers are con-

nected by 6 radial spokes that extend from the inner

most layer to an outer ring. Ladders are mounted on
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at surfaces of each layer, called ledges. Ledges of

adjacent wedges are at di�erent radii determined by

balancing the requirements for detector overlap and

clearance for ladder installation. Ladders are posi-

tioned by pins which are installed through notches in

each end of the ladder and matching notches in the

bulkheads.

Cooling channels are machined directly into the

bulkhead. Each layer has an independent cooling

channel. The cooling channels are formed by gluing

L-shaped covers to each layer of the bulkhead to form

a 1 mm� 8 mm rectangular channel. The design pro-

vides close proximity of the ladder mounting surface

to the cooling uid. The uid is distributed to each

layer by aluminum tubes which run radially to each

layer and are positioned in line with the bulkhead

spokes so not to interfere with ladder installation.

In order to allow possible replacement of the inner

two layers, the bulkhead assembly will be constructed

of two parts, with the inner two layers separate from

the outer three layers. This feature will allow for

removal and replacement of the inner two layers of

detectors part way through collider Run II without

requiring complete disassembly of the entire barrel.

The inner sections will be attached to the outer sec-

tion with pins and splice plates that lie along the

radial spokes.

During ladder installation into the barrel the bulk-

heads will be supported in a rotating �xture similar

to that used for construction of SVX and SVX0. Af-

ter ladder assembly is complete an outer screen will

be slid over the barrel and attached to the outer ring

of each bulkhead at 6 locations. Mounting blocks of

the kinematic support system that will position the

barrel in the spaceframe will also attach to the outer

ring. The screen and support mounting blocks will be

machined beryllium blocks that are glued with epoxy

to the bulkhead outer ring.

5.3.4.2 Bulkhead Prototype Tests

One beryllium prototype bulkhead and two alu-

minum prototype bulkheads have been constructed

for an earlier four layer design. Except for the �fth

layer these prototypes are very similar to the baseline

design. A number of tests have been conducted using

these prototypes.

� The beryllium bulkhead was inspected on a co-

ordinate measurement machine to compare the

actual dimensions to the drawing speci�cations.

� A test was conducted on a prototype of the pin

joint to be used to connect the inner bulkhead

section to the outer section. The joint was re-

assembled several times and provided repeatable

location of two parts within 3 �m.

� One aluminum prototype was used to measure

pressure drops in the cooling channels. It was

determined that the pressure drop will be ac-

ceptable for the ow rate required for a �T of

1.5�C of the cooling uid from inlet to outlet.

The measurements were made for pure water and

for a 30% ethylene glycol/water mixture.

� Two candidate epoxies have been selected for

gluing the covers to the cooling channels. Tests

are under way to study the e�ects on the epox-

ies from long term exposure to the cooling uids.

Cyclic heating/cooling tests are also under way

on cooling channel prototypes and the prototype

beryllium bulkhead.

5.3.5 Spaceframe Speci�cations

The alignment of the SVX II barrels with respect

to the beam axis is critical for the proper opera-

tion of the SVT. Studies indicate that the axis of

the barrels must be aligned to within a slope of �100
�rad relative to the beam axis, corresponding to a

placement of �25 �m from end-to-end along a bar-

rel. To achieve such tight tolerances, the barrels will

be mounted into a rigid spaceframe using high pre-

cision coordinate measurement machines to monitor

and adjust the barrel position. The frame will then

maintain the precise barrel alignment after the as-

sembly is removed from the measurement platform.

The full mounting requirements for the barrels are:

1. slope within �100 �rad of nominal,

2. transverse position within �250 �m, and

3. longitudinal position within �1 mm.

These values include internal mis-alignments. The

spaceframe and mounting speci�cations then follow.

1. The deections under full load must be stable

and repeatable to �10 �m before, during and

after installation into the ISL.

2. The transverse barrel translation error must be

less than �250 �m.
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3. The longitudinal barrel translation error must be

less than �1 mm.

4. The thermal stability must be better than �10
�m over a 25� C range.

5. The spaceframe should be of minimum mass.

6. The thermal resistance should be equal to 0.5

cm of foam, equivalent.

7. The torsional deection due to variations in the

strain from the cable, cooling pipe and other

asymmetric loads should be less than 10 �m at

the mounting points of the detector.

Because it is likely that the overall deection of the

spaceframe will be much larger than 10 �m, the frame

will probably be pre-loaded during barrel installation.

The barrel mounts will be adjustable at the level of

10 �m. Consequently, there must be accessibility to

these adjustment points as well as to the cables and

cooling pipes.

5.3.5.1 Baseline Mechanical Design of the

Spaceframe

The main structural element of the spaceframe is a

1.4 m long, carbon �ber composite cylinder that con-

tains the barrels. This geometry provides exceptional

sti�ness with a minimum of material. The cylinder

consists of two, 300 �m thick carbon �ber skins sep-

arated by a 1 cm thick layer of polymethacrylimide

foam. Each carbon �ber skin is made of three layers

of epoxy-empregnated carbon �bers, with the �bers

in each oriented for maximum strength. The tube is

kinematically supported at the ends by the ISL (see

Section 6.2.6). Carbon-�ber rings at the ends of the

cylinder and other strategically located positions will

prevent deformation of the cylindrical cross section

under load.

Initially, the spaceframe is constructed as two, in-

dependent half-cylinders. The barrels and associated

cables and cooling tubes will be mounted into the

lower half-cylinder. This open geometry allows full

access to the interior of the cylinder for the purpose of

surveying and adjusting barrel positions. Once bar-

rels are installed, the top half-cylinder will be bonded

to the lower half-cylinder. In order to preserve the

precise alignment of the barrels, this procedure may

introduce no signi�cant internal stresses. Experience

with similar problems in constructing the SVX and

SVX0 detectors suggests that this issue is easily solved

using common construction techniques.

The barrels are kinematically mounted inside

the spaceframe. Mounting blocks connected di-

rectly to the beryllium bulkheads transfer the

barrel loads to a corresponding set of blocks

located on the interior surface of the spaceframe.

Carbon �ber ribs inside the spaceframe at these lo-

cations distribute this load over the surface of the

frame. The initial positions of the blocks on the

spaceframe will be set by �xturing to a precision bet-

ter than 50 �m. The �nal position will be adjustable

over a range of �0.5 mm.
The radius of the outermost layer of the bulkhead

is expected to decrease by about 20 �m as the bulk-

head cools from room temperature to its operating

temperature. A judicious choice for the con�gura-

tion of the mounting blocks can signi�cantly reduce

the e�ect of this contraction on the barrel alignment,

and obviate the need to compensate the barrel align-

ment for thermal contraction of the bulkhead.

5.3.5.2 Barrel and Spaceframe Installation

Barrel installation will occur on a precision coor-

dinate measurement machine. Fiducial markers on

each barrel will allow the position of the internal bar-

rel axis to be measured without direct reference to

the silicon strips. Similar markers on the frame will

characterize the position of the spaceframe. Once

the barrels are mounted, the barrel references will be

transferred to these frame markers so that the barrels

can be aligned with external detectors.

The assembly of the barrels into the spaceframe

takes several steps. Each barrel will be placed into

the pre-loaded half-cylinder in an order dictated by

the cable and cooling pipe layouts, etc., and then

coarsely adjusted to some nominal position. After

all of the barrels are installed, the cables and cooling

pipes will be arranged into their �nal con�gurations.

With the full load to the spaceframe now �xed, the �-

nal adjustment of the barrel positions proceeds. Once

the �nal checks of the alignment are completed, the

top half-cylinder is bonded to the lower half, and the

end rings installed and glued in place.

After the cylinder is closed, the assembly will

be mounted to a transfer �xture that will guide

the frame through the ISL. The beam pipe is then

threaded through the SVX II and attached to the

spaceframe and transfer �xture. Once the detec-
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tor is installed inside the ISL, the pipe will be

rigidly attached to the ISL support cylinder at sev-

eral places. By carefully over-constraining the pipe,

we can greatly reduce the amplitude of oscillations

at the middle of the pipe induced by jarring the pipe

near its ends. The pipe mounts on the SVX II space-

frame will then serve only as deection limiters.

5.3.5.3 Alignment with the Beam Axis

After the installation into the CDF central detector is

complete, the position of SVX II will be adjusted by

moving the combined SVX/ISL assembly. The ini-

tial position of the detectors will be determined and

adjusted by referencing the �ducial markers on the

ISL and SVX II with markers on the quadrupoles in

B0. This alignment should place the detector within

1-2 mm of the correct position. Final adjustment

of the detector's position is performed using CDF

pp data to determine the position of the pp beams

relative to the SVX II detector and then by mov-

ing the detector. It is possible that steering of the

Tevatron beams can provide this �nal alignment in-

stead of moving the SVX II. In either case, pp beam

steering will certainly be used to maintain the posi-

tion and alignment of the beams between and during

stores so that adjustments in the SVX II detector's

position should be needed only rarely. Beam steering

is discussed in more detail in Sec. 5.9.2.

5.3.6 Cooling and Gas Systems

5.3.6.1 Ladder Cooling

Thin �lm copper on kapton hybrids mounted to

a beryllium substrate are currently considered the

baseline design, so the focus of the cooling analysis

has been on this technology. A full thermal analy-

sis of the CDF SVX II detector, assuming copper on

kapton hybrids mounted on beryllium substrates, can

be found in references [35, 36].

Two guidelines have been imposed which drive the

design of the ladder from a cooling perspective:

� The silicon should be under 10 �C for nominal

operating conditions.

� Thermal runaway does not occur in the inner-

most layer at the maximum expected chip power

dissipation for 2 fb�1 of integrated luminosity.

A two dimensional �nite di�erence cooling model

has been constructed of a ladder. A one mm wide

slice ladder is modeled with all proper scaling to rep-

resent the total 3 barrel, 5 layer detector. Nominal

operating conditions are determined by the expected

chip power dissipation under normal conditions; 300

mW per SVX3 front and back end chip pair. The

maximum permissible chip power dissipation is 500

mW per SVX3 chip pair.

The ladder modeling has been broken up into two

separate models in order to simplify the solution.

First, the conduction region of the ladder is that re-

gion from the ladder end at the cooling channel, in-

board to the end of the beryllium substrates. The

silicon temperature pro�le is dictated in this region

by SVX3 power dissipation, the coolant temperature,

and the hybrid substrate thermal resistance (which is

inversely proportional to the substrate thermal con-

ductivity and the thickness).

The region inboard of the substrates to the lad-

der center is composed (in the thermal model) of

only silicon, with a gap at the quarter points where

there are only wirebonds. The temperature pro�le

of the silicon in this region is dominated by convec-

tion. Conduction is inhibited in this region due to

the low conduction area of the wirebonds at the lad-

der quarter points, and the thin silicon detector (300

�m) along the ladder length. It is this region which is

heavily a�ected by external heat loads (such as high

power dissipation in the signal cables or poor insula-

tion between the detector region and the surrounding

environment), high SVX3 chip temperatures, and in-

ternal power dissipation in the silicon due to high

radiation damage.

Radiation damage in silicon detectors will result

not only in a higher required bias voltage, but also

a higher leakage current [4, 20]. The leakage current

is temperature dependent, so potentially leads to the

condition of thermal runaway in the ladders. Ther-

mal runaway occurs when the internal (temperature

dependent) heat generation within the silicon exceeds

the heat removal rate by conduction and convection.

The e�ect increases with radiation dose. Hence L0 is

the most susceptible to thermal runaway. This e�ect

has been observed experimentally [37] and the mea-

surements have been successfully simulated in a test

stand [37, 38]. Analytical approximations to thermal

runaway have been provided in [39], some of which

have been simulated using the �nite di�erence tech-

nique [38].

The baseline temperature pro�le of the ladders, at

the start of the run, is shown in Fig. 5.17. The tem-
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Figure 5.17: Baseline silicon temperature pro�le
at the start of Run II.

perature increases along the conduction region from 3
�C near the cooling channel to 10 �C at the end of the

conduction region. The temperature beyond the con-

duction region remains at 10 �C, due to the assumed

insulation between the surrounding environment and

the silicon region. These temperatures in the ladder

are obtained by providing coolant to the bulkhead

su�cient to keep the support ledge on which the lad-

ders rest at 0 �C.
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Figure 5.18: Silicon temperature pro�le after vary-
ing degrees of radiation damage assuming 300 mW
SVX3 chip power dissipation.

When considering radiation damage, the temper-

ature pro�le in the conduction region is determined

to be essentially constant for variations in the power

dissipation within the silicon. The convection region

temperature pro�le varies widely as a function of the

assumed level of radiation damage. Applying an up-

per limit for the bias voltage of 150 V at the end of

the run with approximately 1 Mrad radiation dam-

age [4], the leakage current at 0 �C is calculated using

the method described in reference [20]. The temper-

ature dependence of the leakage current is calculated

on a per-node basis in the �nite di�erence code. The

expected temperature pro�le is shown in Fig. 5.18

at the value of \ratio" equal to 1.0. The power dissi-

pated within the silicon is directly proportional to the

integrated luminosity, the damage coe�cient, and the

applied bias voltage. For this reason other solutions

of the temperature pro�le are determined by apply-

ing a multiplication factor to the leakage current at

0 �C, represented in Fig. 5.18 by other curves with

di�ering values of ratio, which allows simple extrap-

olation to other conditions.

The temperature pro�le shown for ratio equal to

1.0 is the expected temperature pro�le at the end of

Run II. Thermal runway occurs above the value of

2.506, which in some ways represents a safety factor

against thermal runaway in the inner ladders of the

SVX II.
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Figure 5.19: Silicon temperature pro�le with vary-
ing degrees of radiation damage assuming 500 mW
SVX3 chip power dissipation.

In order to satisfy all design requirements, the tem-

perature pro�le under higher SVX3 chip power is con-

sidered. Applying the same principles as for Fig. 5.18

above, the SVX3 chip power was increased to 500

mW (300 mW was used for Fig. 5.18). Figure 5.19
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Ladders Heat

load/

ladder

(W)

Ladders

/ barrel

Heat

load/

barrel

(W)

Layer 0 2.4 12 28.8

Layer 1 3.6 12 43.2

Layer 2 6.0 12 72.0

Layer 3 6.0 12 72.0

Layer 4 8.4 12 100.8

Total 316.8

Portcards Heat

load/

portcard

(W)

Portcards/

barrel

Heat

load/

barrel

(W)

12 24 288

Detector

Total

(W)

1814.4

Table 5.9: SVX II Detector Heat Load

shows the expected silicon temperature pro�le using

the 0 �C support channel assumption as for Fig. 5.18.

Although thermal runaway does not occur for the

nominal operating conditions after 1 Mrad radiation

damage (corresponds to ratio equal to 1.0), the level

of safety against thermal runaway is somewhat di-

minished from the factor of 2.506 as stated above to

1.615 as shown in Fig. 5.19.

The heat load from the detector electronics is sum-

marized in Table 5.9. The majority of the heat will be

removed by a water mixture cooling system. A very

small amount of heat will be removed by a nitrogen

ow through the detector.

A ow rate of 287 g/s will be required to limit the

rise in coolant temperature to 1.5 �C for the bulkhead

cooling channels and 2.0 �C for the portcard cooling

loops with a 30% ethylene glycol/water mixture. To

prevent coolant from leaking into the detector, if a

leak does occur, the system will be operated under

a partial vacuum so that the system pressure in the

cooling lines throughout the detector is less than 1

atmosphere.

The system will consists of a recirculating chiller,

reservoir, deionizer, ow control and vacuum pump.

The general design and operation of the system will

be similar to the system for SVX and SVX0. Most

components will be scaled in size or capacity for the

higher cooling and ow requirements.

The present design provides for separate manifolds

to distribute coolant for bulkhead and portcard cool-

ing. Separate manifolds will allow the more criti-

cal ow to the bulkheads to be balanced more ac-

curately. The insulated supply and return lines will

pass through the 3 degree cone of the modi�ed end

plug. The supply and return lines will feed from one

end of the spaceframe to simplify spaceframe instal-

lation into the ISL. The manifolds that distribute the

coolant to the bulkheads and portcard loops will be

located along the top half of the space frame to allow

access to make connections during barrel installation

into the spaceframe. Connections between the mani-

fold and bulkheads will be made with exible tubing

to eliminate the possibility of transmitting loads that

may a�ect barrel alignment.

The gas system for the detector will provide a con-

stant gas ow of nitrogen at 20 SCFH to the barrels.

The gas will be introduced to the detector at a tem-

perature 10 �C cooler than the average gas temper-

ature in the detector. The design of the gas cooling

system has not begun but a similar system was de-

signed for SVX and SVX0. The system will probably

employ a small heat exchanger between the inlet gas

and the outlet coolant lines of the portcard cooling.

The gas supply will be monitored to prevent impuri-

ties from entering the system.

5.4 SVX II Frontend Electronics

The SVX II frontend electronics consists of a pair of

radiation hardened CMOS custom integrated circuits

which are mounted on the ladder hybrids. These

chips are controlled over a high density copper cable

through so-called \Port Cards". The hybrids have

been discussed in Sec. 5.3.2, the readout chips and

the Port Card are described below. The rest of the

data acquisition electronics is discussed in Sec. 5.5.

5.4.1 The SVX3 Readout Chips

The silicon signals are readout by onboard, radiation

hardened CMOS integrated circuits called SVX3FE

and SVX3BE. Each chip set has 128 parallel input

channels. The SVX3FE chip contains the input am-

pli�er and integrator, the variable length pipeline and

the logic necessary to handle pipeline and bu�er con-

trol functions. Any four cells of the pipeline can be

set to hold data awaiting readout. The SVX3BE chip
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contains a Wilkinson ADC, a readout FIFO, and dif-

ferential output current drivers [15, 5]. The chips are

mounted in tandem on the hybrids.

SVX3FE Block Diagram

To SVX3BE

SVX3BE Block Diagram

From SVX3FE

8 bit Gray Code
      counter

8

counter
reset

8

8

8

FIFO Memory Cell

FIFO Memory Cell

FIFO Memory Cell

Sparsification 
Control

Sparsification 
Control

Sparsification 
Control

8

Sparsification 
Control

8

Memory Cell Latch

Memory Cell Latch

Memory Cell Latch

Ramp Generator 
common to all channels

To Output Drivers

Digital Threshold

8

Comparator Array 
128 Channels

Detector
Input

Test Input

BW
Control

Write Out

Read in

Write in

Read Out

........Write
Amplifier

Read 
Amplifier

46 Pipeline Capacitors + 1 Reference Cell

Preamp Reset

Figure 5.20: A block diagram of the SVX3 chip
set.

Figure 5.20 is a block diagram showing the func-

tionality of the SVX3 chip set. The analog SVX3FE

chip contains the integrator and dual-ported pipeline

while the digital SVX3BE chip houses the ADC

(comparator, ramp, and counter), the sparsi�cation

logic, data FIFO, and the output drivers (not shown).

This block diagram shows only one channel of the

chip.

The SVX3FE has two gain stages. The �rst stage

is a charge-to-voltage ampli�er with a large dynamic

range. The switch across the feedback capacitor re-

sets the front end integrator. This is only done dur-

ing abort gaps. Approximately 1.6 �s is required for

both reset and settling time of this ampli�er. The

preampli�er gain is speci�ed to be 5.0 mV/fC. The

rise time is bandwidth dependent and adjustable (see

below), but a 10-90% rise time of 60 ns with an input

capacitance of 30 pF is achievable. The integrator's

dynamic range is 450fC for unipolar operation.

During SVX3FE initialization, one has the option

of switching extra capacitors into the node associ-

ated with the dominant pole of the ampli�er. This

provides control of the integrator's bandwidth and is

used to optimize the chip set for the di�erent input

capacitances expected on the r-� and r-z sides of the

SVX II detector for a range of integration times down

to 100 ns.

The second analog stage is another integrating am-

pli�er with a 46 cell pipeline of capacitors in its feed-

back loop. This ampli�er writes the data to the ap-

propriate cell by selecting one and only one of the ca-

pacitors as a feedback element. Only the di�erence in

integrated charge from before and after a beam cross-

ing is placed in the pipeline. This allows the second

analog stage to have a smaller dynamic range. The

gain for the second stage is 3.0 V/V for a total gain

of 15 mV/fC or approximately 60 mV/MIP.

The pipeline cell is reset just prior to a beam cross-

ing. A reset time of 25 ns is required. The pipeline

must hold the data long enough for a Level 1 trig-

ger to arrive in order that the analog data can be

agged for eventual digitization and readout. The

pipeline depth can be set to a maximum of 42 cells.

At 132 ns between beam crossings this corresponds

to a maximum delay of 5.5 �s. If a Level 1 trigger

does not arrive in this time, the cell is overwritten.

If a Level 1 trigger does arrive, a pointer at the cor-

rect pipeline depth is set and that cell is bypassed by

subsequent pipeline write operations until the analog

information contained in the cell is digitized and read

out. These bypassed cells are digitized and read out

in the order in which Level 1 triggers are received by

a unity gain read ampli�er which feeds a compara-

tor on the SVX3BE chip. By having four extra cells

to hold data for later processing, and by being able

to continue to write analog data into pipeline cells

while bypassed cells are being digitized and readout,

the SVX3 chip set is capable of operating with very

little deadtime for Level 1 trigger rates up to 50 kHz.

Figure 5.21 shows a simpli�ed block diagram of the

SVX3FE pipeline controller. There are a total of 46

capacitors available in the pipeline for each of the

128 inputs. Up to 4 groups of cells can be queued for

digitization and readout at one time.

A central element in the controller is the write

pointer shift register. It consists of a ring of ip-

ops which pass a token in response to a beam cross-
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Figure 5.21: Simpli�ed block diagram of the
SVX3FE pipeline controller showing the bu�ering
and skip logic architecture required for deadtime-
less readout.

ing clock which is synchronized to the collider. Each

ip-op points to a set of 128 capacitor storage cells

corresponding to the 128 independent input chan-

nels. The ip-op which has the token causes the

128 pipeline write ampli�ers to store the di�erence

in integrated charge before and after the beam cross-

ing in one particular set of the 46 groups of storage

cells.

The 6-bit address of the set of cells corresponding

to the token's position is passed by the write address

encoder to a 6-bit 42 cell shift register and is shifted

along from cell to cell once each beam crossing. At

the time the chip is initialized a �xed delay from 1 to

42 beam crossings is set into its logic. This establish

the Level 1 trigger latency. After the programmed

number of crossings has occurred, the write address

is shifted back out of the write address shift register

and is passed to both the read address FIFO and the

skip address decoder. If this occurs in coincidence

with the arrival of a Level 1 trigger, then the write

address is saved by the read address FIFO and is

immediately acted on by the skip address decoder;

otherwise, it is ignored. If it is ignored, then those

pipeline storage cells referenced by the write address

are available to be cleared and overwritten by analog

data from subsequent beam crossings.

If a Level 1 trigger did occur, the skip address

decoder immediately sets a bypass condition on the

appropriate ip-op in the write pointer shift regis-

ter. This means that the token will be passed over

this ip-op and the corresponding pipeline storage

cells cannot be overwritten by the write ampli�ers.

Hence, this analog data is saved for later transfer to

the SVX3BE chip for digitization and readout.

The Level 1 trigger increments a counter which in

turn causes the next available cell in the four cell

read address FIFO to be loaded. The oldest address

in the read address FIFO, if any, is always available

to the read address decoder. When instructed by

commands coming from the SVX3BE chip, the read

address decoder causes the read ampli�ers to pass the

analog data from the appropriate group of capacitor

storage cells to the comparators on the SVX3BE chip

for digitization and readout.

Once the data has been digitized, the 128 pipeline

cells associated with this event can be returned to the

pipeline for further use. This is accomplished by a

signal called \move data" coming from the SVX3BE

chip. The signal is used in coincidence with the de-

coded address from the read address decoder to re-

move the bypass condition on the appropriate ip-

op in the write pointer shift register. Move data

is also use to decrement the counter which e�ectively

removes the oldest address in the read address FIFO.

The block diagram for the SVX3BE chip shown in

Fig. 5.20 starts with the array of 128 comparators

which are part of a Wilkinson ADC. This ADC si-

multaneously digitizes the analog voltages presented

by the read ampli�ers on the SVX3FE chip.

When digitization begins, the proper cell in the

pipeline is compared to a voltage ramp generated by

a capacitor connected to a current source. The size

of the current is �xed by the value of a resistor ex-

ternal to the chip. The ramp voltage rises linearly as

a Gray code counter counts cycles on both the ris-

ing and falling edges of a 53 MHz clock. The ramp

voltage exceeds the read ampli�er output voltage at

some point and the comparator turns on, latching the

counter's current value into the sparsi�cation FIFO.

This digital number is proportional to the charge col-

lected for that event. The maximumcount is 255, but

CDF intends to use only 7 bits which requires 1.2 �s

for the complete digitization cycle.

The SVX3BE chip can be con�gured to read out

either all channels, only channels above a user de-

�ned threshold, or channels above threshold and their

nearest neighbors. In normal operation the digital
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SVX3BE chip sparsi�es the data, keeping the data

only from channels which are above a preset thresh-

old and their nearest neighbors. After digitization at

least 500ns is required for sparsi�cation before read-

out can begin. During readout the data is presented

on an 8-bit di�erential I/O bus. The data are read

out on both the high and low levels of a 50% duty

cycle 26.5 MHz clock.

Before the readout starts, the I/O bus is acting as

an input to the chips and the chips are tri-stated.

During readout, a \priority-in" (PI) pad on the �rst

chip of a bus is set high, and it begins to download its

data. When that chip �nishes, it sends a \priority-

out" (PO) pin high which is connected to the PI of

the next chip. The last chip on a bus can be set to

always readout channel 127. This provides a marker

indicating the end of the readout of that bus. Because

of sparsi�cation, the actual readout time is highly

dependent on the occupancy of the detector. Current

estimates based on Monte Carlo studies indicate that

the complete readout of a bus will take approximately

10 �s. The �rst 5-6 �s if for digitization and readout

of the r-� side of the detector, and the remaining

time is for readout of the r-z side.

5.4.2 SVX 3 Port Card

The Port Card (PC) interfaces with the Fiber In-

terface Board (FIB) and with the hybrid containing

several (4{14) SVX3 chip sets. Most of the commu-

nication of the PC is with the SVX3BE chip, while

the SVX3FE connects directly to the silicon strip de-

tectors. A schematic diagram of the PC is shown in

Fig. 5.22. The basic features of the PC are as follows:

� Connects to �ve layers of SVX3 chips by means

of the high density interconnects (HDI's).

� Initializes, controls and reads out the SVX3

chips through the HDI's.

� Provides regulated power supplies for the analog

section of the SVX3 chips through the HDI's.

� Implements two digital-to-analog converters

(DAC's) to generate the calibration voltages for

the � and z-sides of the silicon detector.

� Implements the PC Decoder, which interfaces

with the FIB and decodes commands to the

SVX3 chips.

� Forwards the Level 1 Accept (L1A) control sig-

nal to the SVX3 chips.

� Selects the appropriate HDI to download the ini-

tialization bit stream during SVX3 chip initial-

ization.

� Transmits SVX3 event data (BUS[0:7]) with as-

sociated Odd Byte Data Valid strobe (OBDV)

to the FIB.

� Bu�ers the front end clock (FECLK) and back

end clock (BECLK) to the SVX3 chips.
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Figure 5.22: Schematic of SVX II Portcard.

5.4.2.1 Cabling

Data from the detector will travel over optical �bers

while control signals, power and bias (high) voltage

will travel over conventional copper lines. There are

11 di�erential control signals per PC, one of which

is a 53 MHz clock while the other is a beam cross-

ing clock. Each ladder will have an independent bias

voltage and three power voltages. In addition, the

PC requires 4 separate voltages. The complete cable

scheme is not yet designed, but will tend to follow

the SVX scheme whereby inside the detector conven-

tional cables will connect at some point to a lower

mass, copper-kapton ex cable.

We have estimated the amount of space required to

cable SVX II. The low voltages will require 19 AWG

20 pairs per wedge, and the bias voltage will require

10 coax cables per wedge. These connections are in

addition to 11 signal twisted pairs plus 5 optic �ber
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ribbons, possibly bundled within a single protective

coating. We expect 45-50 slots of the 125 available

slots on one side will be needed.

5.4.2.2 Power Supply Regulators

Analog voltages (2) for the operation of the SVX3

chip are brought in from the power supplies and sep-

arated and controlled for each layer by series voltage

regulators. The digital supply voltage is controlled

by the external power supply.

5.4.2.3 Digital Control

The control lines from the Fiber Interface Board

(FIB) that determine the operating mode (initializa-

tion, digitization or readout) are set and reset by in-

dividual commands via 5 control lines (C0 { C4), a

direction signal (DIR), and a strobe clock; the max-

imum rate for the strobe is 26 MHz. All control sig-

nals are transmitted from the FIB to the PC as dif-

ferential signals. Fanout of the command lines to the

hybrids are single ended (TTL) for some and di�er-

ential (PECL) for others. Enable logic in the control

logic block allows individual control for each layer,

i.e. commands can be fanned out to any one layer or

several layers simultaneously.

5.4.2.4 Clock Bu�ering

The two clocks necessary for the proper operation

of the SVX3 chips are the front end clock (FECLK)

and the back end clock (BECLK). These clock sig-

nals come from the FIB in di�erential format, are

bu�ered on board and repeated to each hybrid in dif-

ferential format. The maximum frequency for the BE

clock is 53 MHz. Except during initialization, the FE

clock is the beam crossing clock. The single ended

(TTL) asynchronous Level 1 Accept signal (L1A) is

also bu�ered on the port card.

5.4.2.5 Data Readback

Data is read back on 8 di�erential data lines and

a data valid signal (OBDV) from each hybrid. The

signals are bu�ered and transmitted over a 9 bit wide

�ber optic link (DOIM) to the FIB at a maximum

rate of 53 Mbytes/s. During idle times this driver is

disabled.

5.4.2.6 Calibration Voltage

A D/A converter in the control logic provides a cal-

ibration voltage in 2 ranges (0{0.5 V and 4.5{5.0 V)

at a 5 bit resolution. Setting of this D/A is through

the digital control by the FIB.

5.4.2.7 Port Card Construction

The PC circuitry will be packaged on a multilayer

thick �lm board on beryllia substrate. Because even

at the outer radius of the SVX II a uence of nearly

300 kRad is anticipated during the lifetime of the

detector, the PC components must be radiation hard.

All logic functions will be performed in 5 identical

multi-function ASIC's (one per layer). Additionally

the receiver necessary to bu�er the control signals

reaching the PC must also be radiation hard ASIC's.

Ten voltage regulators per PC will be implemented

using control circuitry inside the the multi-function

ASIC's together with Darlington pairs of commercial

power transistors. These transistors have been shown

to withstand the expected radiation dose.

5.5 SVX Data Acquisition

5.5.1 Dense Optical Interface Module

The dense optical interface module (DOIM) is the

data link between PC and the FIB. It is a �ber optic

transmission/receiver system that incorporates elec-

trical and optical components integrated into densely

packaged modules. The transmitter and receiver

modules are connected with ribbon �ber that carry 8

data bits and a clock in parallel to the FIB. Below we

will discuss the system requirements, characteristics

and functioning of the DOIM.

5.5.1.1 System Requirements

Five DOIM transmitters are mounted on each PC.

The total number of DOIM's for the 3 barrels is

360. The same number of receivers are located on

the FIB's. Some of the system requirements are as

follows:

1. Provide the path for 8 data bits and a clock.

2. The physical size should be as small as possible

to �t into a very densely packed PC.

3. The power consumption should be small to re-

duce the burden on the cooling system.
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Figure 5.23: Block diagram of DOIM

4. Introduce as little material as possible to reduce

the total radiation length.

5. Be radiation hard enough to run continuously

and reliably.

5.5.1.2 Function and Operation

The DOIM provides a virtual circuit between the PC

and the FIB. It accepts electric signals from the PC

and delivers electric signals to the FIB. The electro-

optical and opto-electric conversion are hidden from

both the PC and the FIB. A block diagram is shown

in Fig. 5.23 which demonstrates it's function and

operation. The transmitter is a 9 channel laser ar-

ray driven by a custom designed driver circuit. The

driver accepts low current di�erential signals from the

SVX3BE chip and provides the current necessary to

turn on and o� the laser according to the pattern of

the data. The data in optical format is coupled to

a ribbon �ber and transmitted to the FIB. On the

receiver end, the optical signals are converted back

to electric signals by a photodiode and an ampli�er

array which bring the signals to ECL levels.

Figure 5.24: Layout of transmitter DOIM

5.5.1.3 Integration and Package

Figure 5.24 shows the layout of the transmitter mod-

ule. The receiver module is the same in concept and

very similar in design. The laser diode array is at-

tached to its own individual submount. This sub-

mount, along with other components and the driver

chip, are mounted on an aluminum nitride substrate.

This material was chosen because of its good thermal

conductivity. The components on the substrate are

wire-bonded to provide the electric connections. The

coupling of the optical �ber to the laser diode array

is done with a silicon V-groove block. The V-grooves

on the block guide the individual �bers in the ribbon

so that they are face-to-face with one of the laser

diodes of the array. The other end of the ribbon is

terminated with a MT connector. The receiver chip

is very similar except that the array of laser diodes is

replaced with an array of PIN diodes and the driver

chip becomes a set of ampli�ers.

5.5.1.4 Characteristics

Both the laser and PIN diode arrays are being devel-

oped by the Telecommunication Laboratory in Tai-

wan. The transmitters are 1550 nm InGaAsP/InP

edge emitting laser diodes. The receivers are In-

GaAs/InP planar PIN's. Their characteristics are

listed in Tables 5.10 and 5.11.

Both the driver and receiver chips are also being

developed in Taiwan. The input of the driver chip is

a low current di�erential signal de�ned by a SVX3BE

chip. The driver will deliver approximately 20 mA to
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Laser Diode

1550nm InGaAsP/InP edge emitting laser diode

Wavelength 1550 nm nominal

Bias Current 20 mA

Threshold Current 10 mA

Optical Power � 200 mW

coupled to �ber

Forward Voltage 1 V

Operating Temperature 0{40 (�C)

Table 5.10: Characteristics of laser diode

Photo Diode

Description: InGaAs/InP planar PIN

Sensitive Wavelength 1000{1605 nm

Responsivity (A/W) 0.9 @1550 nm

Dark Current (nA) � 1:5 @-5V 25�C

Capacitance (pf) � 4

Breakdown Voltage 15 V

Bandwidth (GHz) 1.9 @3dB

Operating Temperature 0{40 �C

Table 5.11: Characteristics of photodiode

Driver Chip

Input Di�erential with

common mode voltage

2:5� 0:5 V and

di�erential swing

greater than 100 mV

Data rate 53 MHz

Switching time tr ; tf � 1:5 ns

Channel skew < 1ns

Supply Voltage 5 V

Control input TTL signal

to disable driver

Power dissipation < 2:3 mW

Table 5.12: Characteristics of driver circuit

Receiver Chip

Output ECL

Data rate (MHz) 53

Switching time (ns) tr; tf � 2:0

Channel skew (ns) < 1

Supply Voltage (V) 5

Power dissipation (mW) < 2:0

Table 5.13: Characteristics of receiver circuit

the laser diode for a data high bit. The receiver has

a transimpedance input stage followed by 2 or 3 am-

pli�cation stages. The output is an ECL level. Some

of the characteristics of driver and receiver are listed

in Tables 5.12 and 5.13, respectively. Prototypes of

both the driver and receiver chips are being imple-

mented in CMOS, bipolar and GaAs technologies.

The CMOS and bipolar versions have been submit-

ted through Eurochip. The GaAs versions will be

submitted to a local foundry in Taiwan.

5.5.2 Fiber Interface Board (FIB)

5.5.2.1 Functionality of the FIB

Commands and Timing
from SRC

(via FIB fanout)

FIB Command
Micro-sequencer

FIB
Data Pipeline

Processors (10)

PORT CARD
(A)

1 Wedge / 5 Layers

PORT CARD
(B)

1 Wedge / 5 Layers

Port Card
Control and

Timing

SVX-III
Data

Data to
SVT &
VRBs

FIB
Fiber Interface

Board

               FIB Simplified Block Diagram

(5 busses)

(5 busses)

Figure 5.25: Schematic diagram of the FIB.

The FIB will be used to both control the SVX3 chips

through the PC and to transfer collision event data

from the SVX3 chips to the VRB's and to the SVT

system [41]. A schematic diagram of the FIB is shown
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in Fig. 5.25. During operation, the FIB receives com-

mands and timing from the SRC via the FIB Fanout.

The FIB interprets these in-coming commands and

delivers encoded control and timing information to

the two target PC's. The control information is de-

coded on the PC's which then generate the logic lev-

els to control the SVX3 chips. Following a request

for data (readout command from SRC), the PC's

also transfer the SVX3 data back to the FIB where

header information is added, gray-code conversion,

pedestal subtraction, and gain corrections are com-

pleted, and end of record information is added. As

the data stream is being processed it is also being

transferred to the SVT and VRB's via �ber optic ca-

ble at a peak rate of 1.06 Gigabits per second.

The following is a list of the FIB requirements:

� 9U x 400 mm single width VME board.

� VME slave interface for status and control.

� Four G-Link transmitter daughter card inter-

faces for sending SVX3 data to the VRB's and

SVT system.

� Interface to custom J3 backplane for receiving

control and timing information from the SRC

via the FIB Fanout.

� Interface to control two PC's.

� Ten data ports to receive data from two PC's at

a data rate of 53 MBytes/sec in each.

� Append Bunch Crossing and HDI identi�cation

header frames to the data from the PC's.

� Gray Code convert all incoming data from the

SVX3 chips.

� Perform pedestal subtraction and gain correc-

tions on a channel by channel basis for all in-

coming SVX3 data.

� Append EOR frames at the end of the data from

the SVX3 chips. Either End of Record Normal

or End of Record Truncate (2x) followed by End

of Record Fill (2x).

� Synchronize and shape the clocks for the SVX3

chips.

� Allow diagnostic testing of the SVX3 chips and

PC.

VME
Interface

J3
Connector

Finisar Rx

Control
Logic

Clock
and

SYNC
Buffers

Glink
Receiver

Daughter Card

Figure 5.26: Schematic diagram of the FIB
Fanout.

5.5.2.2 FIB Crate Fanout Board

The FIB Fanout is a 9Ux400 VME card which re-

sides in a FIB crate. A schematic diagram of the

FIB Fanout is shown in Fig. 5.26. The FIB Fanout

provides the interface between the SRC module and

the multiple FIB boards within the FIB VME crate.

There is a single FIB Fanout board in slot 15 of each

FIB crate. The FIB Fanout board receives commands

and timing signals from the SRC module on a �ber

optic G-Link and places them on the J3 backplane

for use by the FIB's. The FIB Fanout is con�gured

by the VME master in the FIB crate.

The following is a list of the FIB Fanout require-

ments:

� 9U x 400mm single width VME board.

� VME slave interface for status and control.

� G-Link receiver daughter card interface for re-

ceiving SRC control and timing. Interface to

custom J3 backplane for sending control and

timing information to FIB's.

� Generate a VME crate reset on command from

the SRC.

� Provide MCLK and SYNC bu�ers for each FIB

slot.

5.5.3 High Speed Fiber Link

The high speed Gigahertz �ber transmitter or G-Link

TX is a daughter card that mounts on the FIB. Up
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Figure 5.27: Schematic diagram of the G-link data
path.

Device Supply Supply Power

Voltage Current

G-Link TX +5.0 V 120 mA 0.63 W

-5.2 V 400 mA 2.00 W

G-Link RX +5.0 V 90 mA 0.48 W

-5.2 V 520 mA 2.60 W

Table 5.14: Power requirements for G-link cards

to 20 bits of parallel data is serialized and transmit-

ted over �ber at data rate speeds up to 1.25 Ghz.

There will be four G-Link TX cards on a FIB. The

Finisar optical devices on the G-Link card use a ST

�ber connector and 50/125 �m or 62.5/125 �mmulti-

mode �ber. The four G-Link card �bers will have ST

connectors on the front panel of the FIB. The data

is transmitted over 4 individual �bers within a cable

to an optical splitter. The data leaves the optical

splitter on two �bers. One �ber goes to the G-Link

receivers mounted on the VRB while the other �ber

goes to the G-Link receivers at the SVT. A block di-

agram of the hardware that makes up the data path

is shown in Fig. 5.27.

The G-Link TX is a 2 inch by 3.75 inch card con-

taining a 60 pin AMP 104068-6 connector, a HP

HDMP-1012 transmitter, a Finisar FTM-8510 trans-

mitter, and a few discrete surface mount components.

The G-Link cards are general purpose serial optical

link cards that can be operated in several con�gura-

tions. Control signals are available at the AMP con-

nector to allow the motherboards to select the mode

of operation. Table 5.14 provides an estimate on the

power requirements for the G-Link TX and G-Link

RX.

5.5.4 VRB and VRB Fanout Modules
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Figure 5.28: Schematic diagram of the VRB mod-
ule.

The VRB (VME Readout Bu�er) serves as an input

bu�er for the Level 3 trigger processors. It receives

data from the FIB's following a Level 1 trigger accept

and holds that data while the Level 2 trigger decision

is made. To support very fast data readout, the VRB

can accept input data at up to 60 Mbytes/s on each

of ten channels. The output rate, following a Level

2 accept, is limited by VME bandwidth to approxi-

mately 50 Mbytes/s for each group of VRB modules.

A schematic diagram of the VRB module is shown in

Fig. 5.28.
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Figure 5.29: Schematic showing the use of the
VRB Fanout module in a multicrate system.

The VRB supports a programmable number of

internal dual-port bu�ers which are randomly ac-

cessible for simultaneous input and output. In the

SVX application, the selection of input and output

bu�er number for each event is determined by the

SRC module, which transmits this information to the

VRB's through the VRB Fanout module and a spe-

cial backplane in each VRB crate. Four bu�ers in

the VRB are assigned to the corresponding four CDF

trigger system bu�ers and the remainder are used to

hold events awaiting transmission to the Level 3 sys-

tem. The mapping of CDF trigger bu�ers to VRB

internal bu�ers is also handled by the SRC. The VRB

Fanout module serves as a repeater for SRC control

messages. This allows use of a single SRC module

which may be placed in or near one of the VRB

crates. Figure 5.29 shows how the fanout module

is used in a multicrate system.

When the VRB receives a write bu�er message, it

is accompanied by global SVX pipeline capacitor and

bunch crossing numbers. This information is used by

the VRB to check the integrity and synchronization

of arriving data. On output, the read bu�er message

is accompanied by a Level 2 event number which is

appended to the event for tracking by the Level 3

processors.

The VRB is a 9U X 400 mm, VME64 compatible

module. The VME interface is designed to be very

simple, with a 16 bit register providing the total byte

count for all active channels and a single FIFO regis-

ter for accessing the data in either 32 or 64 bit block

transfer mode. The data is read out by a standard

VME Processor module and transmitted to the Event

Builder.

Functionality of the VRB is highly programmable,

so that it can accommodate almost any input and

output data format, with error checking and op-

tional inline data processing. The bu�er logic is im-

plemented on mezzanine cards to allow upgrades in

bu�er size or processing features. The receivers for

the high speed serial links are on a transition module

which is common to that used in the SVT system.

This transition module accepts data from ten logical

channels multiplexed onto four physical data links.

Each channel corresponds directly to one layer of an

SVX wedge. The backplane which supplies SRC con-

trol messages and return status is identical to the FIB

crate backplane.

A small on-board processor is used to initialize the

programmable logic and to control an independent

fast serial interface. The serial interface allows statis-

tical sampling of the event stream without interrupt-

ing normal data ow. A non-volatile memory holds

the processor code, programmable logic con�guration

data and the current module initialization informa-

tion (active channels, number of bu�ers, bu�er sizes,

error detection features, etc). The VRB normally re-

quires no external initialization at startup.

5.5.5 The SRC

The Silicon Readout Controller (SRC) operates as

the interface of the SVX II DAQ subsystem with the

Trigger Supervisor and the CDFMaster Clock as well

as the upper level controller over the state of the read-

out electronics. It therefore controls the mediation,

interpretation, generation, execution and timing of

all the commands that initiate, realize and complete

the readout of the silicon detectors with the SVX3

chip set. The SRC is a D16 9U VME slave mod-

ule, with most of the logic implemented via Xilinx

FPGA's. Figure 5.30 shows the relation of the SRC

to the rest of the DAQ system. The links of the SRC

to the various components of the system are described

below.

1. The unidirectional Master Clock link is imple-

mented with 4 copper lines carrying the 53.104

MHz CDF Master Clock (synchronized to the

Tevatron) , the SYNC signal which is 1/7 of the

Master Clock rate and marks the time of possible

proton-antiproton interaction, the Beam Cross-

ing signal which tags the RF buckets with beam

particles and the Bunch Zero signal that marks a
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Figure 5.30: Schematic diagram of the SRC func-
tion.

reference bucket used for counting.The SRC pro-

vides a Phase-locked Loop to ensure the timing

stability required by the G-Links used through-

out the DAQ system.

2. The bidirectional Trigger Supervisor (TS) link is

implemented with 9 lines of optical �ber carry-

ing commands from the TS and 4 lines of copper

returning status signals to the TS. The TS can

broadcast up to 2 words every 132 ns: a Level

1 Accept (L1A) word and a Level 2 word (ei-

ther L2-Accept (L2A) or L2-Reject (L2R)). The

L1A word consists of the L1A code and a bu�er

number (0-3) in which to store the event while

waiting for the L2 decision. It is the responsibil-

ity of the TS to ensure that the bu�er allocated

is free for use. The L2 word consists of the ac-

cept/reject code and the bu�er number of the

corresponding L1A.

There are four signals returned from the SRC

to the TSI, namely: L1 DONE, DONE, WAIT,

ERROR. They serve as follows:

The L1 DONE signal marks the return of a L1-

Accepted cell to the chip pipeline. Upon receipt

of a L1 Accept from the TS, the SRC sets the

L1A line on the SVX3 chip high via the Fiber In-

terface Board (FIB), thus tagging a chip pipeline

cell as the L1-Accepted cell and removing it from

the pipeline. At a later time when the SRC is

free, it initiates the digitization and readout cy-

cle for the tagged event. Information about the

event is sent to the VME Readout Board (VRB)

as detailed in the following section. Once the

digitization of the data has been completed and

the beam structure allows it, the SRC issues a

command to the SVX3 chip to untag the cell el-

ement and send it back to the pipeline. At this

time L1 DONE is returned to the TS.

Upon receipt of a L2A the SRC deasserts the

DONE line to the TS. When the transfer of the

data for the L2-Accepted bu�er has been suc-

cessfully completed to a VRB bu�er location this

bu�er will then be marked as a Scan Bu�er indi-

cating that readout into L3 can take place. The

SRC then reasserts DONE.

If the VRB has no bu�er location available to

store another L2-Accepted event the SRC asserts

WAIT. This results in the TS inhibiting further

L2A's. When a bu�er in the VRB is freed WAIT

is deasserted.

The ERROR signal is asserted only in the case

of catastrophic error such as mismatch between

the event being read by di�erent wedges or loss

of synchronization between the chips. This will

cause the TS to initiate the HALT-RESET-RUN

sequence. The errors which are considered catas-

trophic by the SRC are programmable at run

time. A time history and statistics on each error

type is stored for readout via VME.

3. The bidirectional VRB link is implemented via

23 copper lines of which 10 are status/error lines

and 13 are command. The status/error lines

from all the VRB's are OR'ed together.

Upon receipt of a L1A the SRC sends to the

VRB the bu�er number in which the data is

to be stored, the pipeline cell number and the

bunch crossing number. The VRB indicates that

it will be busy reading data from the chip by as-

serting the READOUT BUSY line to the SRC.

Once the transfer of the data from the chip to
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this VRB location has been completed the VRB

deasserts the READOUT BUSY line. Upon re-

ceipt of L2A the SRC sends to the VRB the

bu�er number from which the data will be read

into L3 as well as the event id, at which time the

VRB asserts the SCAN BUSY line to the SRC.

When the data have been readout into L3, the

VRB deasserts the SCAN BUSY line.

It is the responsibility of the SRC to monitor and

manage the data bu�ers in the VRB.

4. The unidirectional FIB link is implemented by

means of 4 optical G-Links (one to each crate

of FIB's). Twenty bits of information are trans-

ferred every 132 ns over each serial line imple-

mented using the G-Links (each of which car-

ries the same information to the 4 FIB crates).

However, the signals on each can be delayed sep-

arately, allowing the synchronization of the sys-

tem without having to match cable lengths. In

addition to the command word, the SRC pro-

vides the Master Clock to the FIB (and hence to

the SVX3 chips). Two of the 20 bits transmit-

ted mark the status of the SVX3BE chip for any

given L1A, marking whether it was quiescent,

digitizing or reading out.

To aid in system integration tests, the SRC has

the ability to emulate the CDF Master Clock and

commands from the TS as well as to send arbitrary

command sequences to the FIB.

5.5.6 Readout into Level 3

The output port of the VRB module is a VME con-

nection supporting 64 bit block transfers. A com-

mercial VME64 processor module (scan processor) in

the VRB crate is used to access data from each VRB

sequentially. The VRB contains an internal DMA

controller which concatenates bu�ers to allow a sin-

gle block transfer read of all data. The VRB output

port is pipelined to permit VME transfers at up to

80 Mbytes/s with a high speed readout processor.

The speed of available VME processors and output

data links, plus normal VME overheads, will limit

this rate to 30{40 Mbytes/s initially. A schematic di-

agram of the transfer of the data to Level 3 is shown

in Fig. 5.31.

Depending on the VME transfer rate achieved, the

VRB modules will be partitioned into three or six

readout crates. Each crate drives a single data link

Processor

PMC adapter

VRBs

VME64

... ... ...

ATM or Fibre Channel
Switch

Level 3 
Processors

Other Subsystems

Event Builder

Figure 5.31: Schematic diagram of the transfer of
SVX II data to Level 3.

to the Event Builder and Level 3 trigger system. The

VRB crates are scanned in parallel, so doubling the

number of VRB crates will, in principle, reduce the

readout time to Level 3 by 50%. At an occupancy of

3 kbytes/event per VRB (data from ten layers), the

scan time would be approximately 1 ms for a three

VRB crate system, resulting in an average Level 2

accept rate of 1 kHz.

The readout processor in the VRB crate will likely

include a PMC (PCI Mezzanine Card) port. This

port is used for direct connection to the Event Builder

through either a Fibre Channel or ATM adapter.

Testing of a 500 Mbyte/s ATM switch for Event

Builder applications is currently in progress, using

the CDF Data Acquisition software. This switch sup-

ports input at rates of 15 Mbytes/s/port (up to 32

ports) or 60 Mbytes/s/port (up to 8 ports). The SVX

II system would use three of the high speed ports or

twelve of the low speed ports on this switch.

Readout of VRB data by the processors and trans-

mission of this data to the Event Builder is an asyn-

chronous process. The VRB's will signal the SRC

when all data for an event has been copied to the

scan processor so that the SRC can reuse the VRB

scan bu�er. If all VRB scan bu�ers are �lled, the

SRC will return a WAIT signal to the trigger sys-

tem.
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5.6 SVX II Power Supplies

The three basic requirements for the SVX II Power

Supply system are: (1) to provide all the power for

the silicon ladders, the SVX3 chip set, and the PC's,

(2) to control and monitor all the relevant output

voltages and currents, and (3) to provide failure mode

protection for safe power supply and system opera-

tion.

POWER SUPPLY CRATE

FIB CRATE

SAR CRATE

   COT

SVXII Wedge

Power Supply
      Module

Port Card

DETECTOR END WALL

1st FLOOR COUNTING ROOM

      SVXII
INTERLOCK

AM/DC

PCV

L0
L1
L2
L3
L4

AM: Analog Monitoring
DC: Digital Control/Monitor
L0-L4: Layer0 - Layer4 Voltages (DVDD,AVDD,AVDD2,Vbias)
PCV: Port Card Voltages (DP,DDOIM,Dterm,Vfet)

 COMPUTER

(One per Wedge)

L0

L1

L2

L3

L4

DOIM

DP,DDOIM,Dterm,Vref
N

Figure 5.32: Silicon detector general power distri-
bution layout.

The basic building block of the SVX II silicon ver-

tex detector is the silicon ladder. The ladder con-

sists of double-sided AC coupled silicon microstrip

detectors, the analog and digital frontend electron-

ics (SVX3 chip set), and a hybrid device with I/O

drivers and receivers. DC high voltage (less than 200

V) power is needed to bias the silicon detectors, and

DC low voltage (5 V) is needed to power the analog,

digital, and I/O electronics. Thus, a Power Supply

Module must deliver a number of voltages with di�er-

ent current, stability, and monitoring requirements.

To compensate for radiation induced bulk damage

to the silicon detectors, the cabling, power supply,

monitoring and control systems allow for the setting

of di�erent detector bias voltages in di�erent regions

of the detector. Also required is a fail-safe system

for monitoring and controlling all the output volt-

ages and currents. Finally, the Power Supply System

is integrated into the overall monitor, control, and

interlock system for the CDF experiment.

While the preceding general requirements are

based on the SVX0 Power Supply System, there are

some major changes to the SVX0 system that di-

rectly impact speci�c requirements for the SVX II

Power Supply System. The major changes include:

1) greater than a factor of 3 increase in components,

caused by increasing the number of wedges from 24

to 72 and the number of layers from 4 to 5, 2) a

signi�cant increase in detector bias voltage (from 80

V to 200 V) and of power supplied to each wedge

(from 6.5 W to 50 W), and 3) independent low volt-

age outputs to each of 5 layers on a wedge. Table

(5.15) provides the speci�c power requirements for

one SVX II wedge. Several comments apply to these

speci�cations:

1. The DVDD outputs are not post-regulated on

the PC. Thus, local current sensing at the Power

Supply Module is used to compensate for the

cable drop.

2. The AVDD and AVDD2 outputs are post-

regulated on the PC.

3. All output voltages and currents are monitored

to track the operating characteristics of the de-

tector, electronics, and power supply.

4. All low voltage outputs have over-voltage and

under-voltage trips, the Vbias outputs have over-

voltage trips, and all output currents have over-

current trips.

5. We will implement a split-bias voltage scheme to

symmetrically bias the detectors.

6. The question of linear vs switching supplies to

supply all outputs is being studied.

Figure (5.32) shows the general power distribution

layout. Remote control of a Power Supply Crate is

achieved through a computer located on the �rst oor

counting room. A Power Supply Crate contains the
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Layer 0 through Layer 4

Output Vo Vselect Sense Io(L0) Io(L1) Io(L2) Io(L3) Io(L4)

DVDD +5.0 V Fixed Current 0.20 A 0.30 A 0.45 A 0.45 A 0.60 A

AVDD +6.0 V Fixed None 0.14 A 0.20 A 0.34 A 0.34 A 0.48 A

AVDD2 +4.5 V Fixed None 0.10 A 0.15 A 0.30 A 0.30 A 0.40 A

Vbias 0-200 V Program None 0.01 A 0.01 A 0.01 A 0.01 A 0.01 A

Port Card

DP +5.0 V Fixed Voltage 2.0 A

DDOIM +2.0 V Fixed Voltage -1.5 A

Dterm +2.5 V Fixed None 0.1 A

VFET +8.0 V Fixed None 0.1 A

Table 5.15: SVX II Power Supply Requirements for One Wedge

Power Supply Modules and is located at the Detec-

tor End Wall. Each Power Supply Module supplies

one wedge of the SVX II detector where one wedge

includes 5 silicon ladder ends (Layer 0 through Layer

4) and a PC. Also, power to each of the 5 detec-

tor layers supplied by a single Power Supply Module

is independent of the power supplied to any of the

other layers. This is an important safety feature so

that failures in one wedge do not a�ect the operation

of any other wedge, and failures in a particular layer

do not a�ect the other layers of the wedge. Each

Power Supply Module contains on-board circuitry to

implement the digital control and analog monitoring

of the output voltages and currents. Power supply

fault trip monitoring is designed into the Power Sup-

ply Module in terms of monitor and trip detection

circuits that shut down power to a particular layer in

the event that voltages or currents exceed prede�ned

trip points. The second level is an interlock signal

that turns o� the Power Supply Modules in emer-

gencies not related to the Power Supply System (eg.

�re alarm, loss of cooling). This e�ectively integrates

the Power Supply Systemmonitoring and control into

the overall monitor and control system for the SVX

II detector.

5.7 SVX II Alarms and Limits

System

The electrical power and cooling systems of the SVX

II detector require monitoring in order to detect pos-

sible problems. This monitoring is implemented at

two levels. At the �rst level, certain critical sys-

tem parameters, such as the detector temperature

and various low voltage levels, may reach values that

require immediate intervention in order to prevent

damage to the detector. These parameters will be

continuously monitored by the controlling hardware,

and these devices will intervene as necessary to main-

tain safe operating conditions. At the second level,

parameters will be monitored by a passive \alarms

and limits" system in order to observe the operating

state of the system, track system performance, under-

stand the cause of any protective actions taken by the

�rst level and notify operators whenever anomalous

conditions exist.

The alarms and limits system for SVX II will be

modelled after that used by SVX and SVX0. As

for the previous silicon detectors, the system will

be based upon the accelerator control system, AC-

NET. The ACNET system provides a CAMAC-based

front end and data acquisition system for measured

parameters, a transparent communications protocol

between the data acquisition hardware and worksta-

tions running ACNET software, a high-level software

interface that allows access to each monitored chan-

nel and a graphical user interface. ACNET allows

each monitored channel to have an upper and lower

limit de�ned. Excursions of a parameter beyond ei-

ther limit will set an alarm condition. Automatic

data-logging systems are also available in ACNET

and may be used to log information for later analy-

sis.

The power supplies for SVX II will probably be

controlled and monitored directly by a PC. In this

con�guration, the ACNET system will query the PC

for power supply information, as was done for many

5-36



CDF sub-systems in Run I. This information will be

integrated into the CDF detector-wide alarms and

limits system. Temperatures and other cooling sys-

tem parameters will be measured by CAMAC mod-

ules directly under control of the ACNET system.

5.8 SVX II Performance Issues

5.8.1 Hit Occupancies in the SVX II

Because both the tracking reconstruction resolution

and the Level 2 trigger (through the SVT) depend

critically on the SVX II, considerable e�ort has gone

into understanding the expected hit occupancies in

the SVX II detector [42]. Since much of the oc-

cupancy is the result of minimum bias interactions

which accompany the triggered event, a careful ef-

fort was made to tune the Pythia event generator

to the observed occupancy seen in the SVX0 detec-

tor during Run Ib [43]. Pythia was then used to

generate minium bias events at the level of 2.7 inter-

actions/crossing, the expected number at the begin-

ning of Run II. In Table 5.16 we show the average and

maximumoccupancies for the various parts of the de-

tector. The numbers are in percent and correspond

to the case of 2.7 minimum bias events per crossing.

Modules 0 and 5 are the outer most half ladders, 1

and 4 are the inner half ladders of the end barrels,

and 2 and 3 are the two halves of the central bar-

rel. We assumed nearest neighbor readout, a Gaus-

sian shaped luminous regions with �z = 24 cm, sig-

nal/noise of 16, and a readout threshold of 3��noise.

The columns labelled \most"mean that this is an av-

erage of the occupancy for this wedge when it had the

highest occupancy of any wedge being readout. This

is important in determing the time to read out the

data because the wedge with the largest occupancy

will always determine the readout time.

To estimate the readout time we assumed that a

triggered event had an occupancy which was twice

the maximalmin bias occupancy. We added the aver-

age occupancy associated with 2.7 additional interac-

tions. Finally we added an additional 2% occupancy

for noise. In Table 5.17 is shown the actual number

of hits for the various layers for the r-� and r-z sides

under these assumptions. The time to read out the

data is also shown in Table 5.17.

5.9 Operating the SVX II

There are several challenges involved in successfully

operating a system as complex as SVX II for an ex-

tended period of time. The biggest challenges are

primarily calibrating the detector and monitoring it

for problems. Fortunately, CDF has operated two

silicon vertex detectors over the last four years, and

that experience is a useful guide in planning for the

operation of SVX II.

5.9.1 Calibration

CDF's previous silicon detectors were calibrated daily

during quiet time by measuring the pedestal, noise,

gain, and optimal threshold for each channel. As ex-

pected, these measurements exhibited no problematic

short term variations, and all long term variations

were common to all channels in a speci�c electrical

segment (chip or ladder). The SVX II will have a

larger channel count, but this should not be a prob-

lem since the segmentation of the readout is simi-

lar. Thus, we expect that the calibration approach

for SVX II can be very similar to that for SVX and

SVX0.

The primary operational challenges faced by the

previous detectors were problems in the readout

chain. The key to dealing with these problems was

early detection through real time monitoring. This

was accomplished with online monitoring programs

which measured the occupancy of each chip and

checked for readout problems. This approach identi-

�ed most problems within minutes. O�ine monitor-

ing measured the occupancy of each channel and the

tracking e�ciency for each chip. It also provided re-

dundancy for the online checks. A similar monitoring

approach will be used for SVX II.

5.9.2 Beam Steering and Feedback Con-

trol

A program has begun to implement a beam steering

and feedback control system to stabilize the position

and angle of the beam with respect to the SVX II de-

tector. Because the proposed SVT trigger hardware

does not reconstruct a primary vertex, stability of the

beam position is necessary for successful triggering.

In addition, with SVT tracks only in the r-� plane, it

is essential that the detector axis and the beam axis

be very close to parallel.
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PYTHIA generator with pile up 2.7 events/crossing

Min bias occupancy Min bias occupancy

MODULE LAYER AVG R � AVG Z MOST R � MOST Z

0 2.343 4.258 5.634 13.697

1 1.362 1.661 3.306 5.359

0 & 5 2 0.750 0.764 1.969 2.030

3 0.605 0.885 1.607 2.779

4 0.466 0.469 1.180 1.191

0 3.257 4.729 7.071 13.134

1 1.836 1.889 4.202 5.457

1 & 4 2 0.941 0.955 2.225 2.252

3 0.743 1.001 1.830 2.787

4 0.554 0.557 1.331 1.340

0 4.311 5.285 8.401 12.693

1 2.278 2.070 4.726 5.276

2 & 3 2 1.139 1.150 2.560 2.577

3 0.887 1.147 2.052 2.904

4 0.661 0.660 1.507 1.503

Table 5.16: Occupancies in % for average and maximal minimum bias events assuming 2.7 events/crossing and a
luminous region with �z = 24 cm.

Expected hits in each layer and required time to readout the data

Hits in each layer Time (�s) to readout data

MODULE LAYER HITS R � HITS Z TIME R � TIME Z

0 42 88 1.6 3.3

1 41 58 1.6 2.2

0 & 5 2 48 49 1.8 1.8

3 51 47 1.9 1.8

4 50 50 1.9 1.9

0 52 86 2.0 3.3

1 50 60 1.9 2.3

1 & 4 2 52 53 2.0 2.0

3 55 48 2.1 1.8

4 54 54 2.0 2.0

0 61 86 2.3 3.2

1 56 59 2.1 2.2

2 & 3 2 58 58 2.2 2.2

3 60 50 2.3 1.9

4 58 58 2.2 2.2

Table 5.17: Estimated hits by layer and side for triggered events. Also shown is the readout time for these events.
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During Run Ia and Ib, changes in the beam po-

sition and beam angle were observed from store to

store. The beam position even changed within the

time period of a store, with time scales ranging from

10 minutes to hours. By using local bumps at the

correction dipoles in the A4 and B1 sectors of the

Tevatron, it is possible to correct for these changes

in the beam position and angle at the B0 interac-

tion region. However, a precise measurement of both

the angle and position (in the horizontal and vertical

planes) is required.

CDF will be able to make these measurements by

using the information from the SVX II detector. Dur-

ing Run Ib, CDF used the information from the SVX0

detector to measure these 4 quantities and commu-

nicated them through the Accelerator Controls Net-

work. The Accelerator Division Controls group im-

plemented a program to use this information, along

with desired positions and angles, to adjust the cor-

rection elements. Studies done during the Tevatron

operation in January and February 1996 showed that

the system works in principle. The AD/Controls

group is creating a software based feedback algorithm

for this interaction region beam steering.

Though we have demonstrated that the systemwill

work in principle, there are additional questions that

need to be answered before it works in practice. The

most signi�cant is possible limits in the range of mo-

tion. The correction dipoles used for the local bumps

are also used in the establishment of a smooth closed

orbit in the Tevatron, so it is possible that making

local changes could disrupt the total Tevatron orbit.

Consequently, we are continuing to work with the

AD/Controls and AD/Main Accelerator groups on

the design and implementation of a reliable and ap-

propriate beam steering system.
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Chapter 6

Intermediate Silicon Layers (ISL)

6.1 Introduction

The SVX II silicon detector will provide coverage to
j�j � 2. In the region j�j < 1 the combination of the
SVX II and the Central Outer Tracker (COT) can
provide full 3D tracking, but the reconstruction will
need to be anchored on COT tracks, and su�er the
multiplicative ampli�cation of ine�ciencies discussed
in Chapter 3. For j�j > 1, SVX II can only per-
form 2D tracking and, in the absence of additional in-
formation, the impact parameter resolution for such
tracks will be too poor to enable e�cient b tagging.

Both of these problems are addressed by the In-
termediate Silicon Layers (ISL): In the central re-
gion, a single layer of silicon is placed at a radius
of 22 cm; six silicon based measurements in this re-
gion then provide a stand-alone segment for opti-
mized tracking in conjunction with the COT. In the
region 1:0 � j�j � 2:0, where the COT coverage is in-
complete or missing, two layers of silicon are placed at
radii of 20 cm and 28 cm. Precision space point mea-
surements at these radii will enable 3D track �nding
in the plug region and signi�cantly improve the mo-
mentum resolution and, as a consequence, the impact
parameter measurement. The ISL will thus extend
tracking, lepton identi�cation, and b-tagging capa-
bilities over the full region j�j � 2:0.

6.2 Detector Design

6.2.1 Comparison to SVX II

The ISL incorporates many features of the SVX II
design described in Chapter 5. For example, the two
detectors are nearly identical with regard to:

� data acquisition

� power supplies

Figure 6.1: An r-z view of the ISL silicon layer
placements. SVX II and COT are also shown.

� cooling system.

This overlap in designs has the obvious advantage of
recycling much of the R&D that has already been
done for SVX II.
However, there are several ways in which the ISL

design di�ers from SVX II. In particular, the large
surface area of silicon needed by the ISL necessitates
cost saving simpli�cations. These can be achieved
because many of the di�cult tasks associated with
the construction of a silicon microvertex detector are
eliminated at larger radii. For example, since the oc-
cupancy is lower and radiation damage occurs more
slowly, it is possible to use longer strips and wider
readout pitch to reduce the number of readout chan-
nels and subsequent cost of front-end electronics and
data acquisition. In addition, the intermediate ra-
dius region of CDF is rather spacious. This added
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Figure 6.2: An r-� view of the ISL silicon layer
placements in the large � region.

real estate can be used to obtain a mechanical design
for which the actual construction of the detector is
more simple and robust while also less costly. Finally,
since the layers are further from the interaction point,
the construction tolerances are slightly more relaxed
which again a�ords an opportunity to streamline the
construction of the device.

6.2.2 Geometry

The positions of the silicon layers are shown in Figure
6.1. They lie within the radial range 20 < r < 30 cm
and extend to jzj = 65 cm for the inner layer and
87.5 cm for the outer layer (j�j � 1:9 in both cases).
Figure 6.2 shows the end view of the two layers at
large �.

6.2.3 Silicon Crystals

All silicon crystals used in ISL will be identical and
measure 58 mm wide by 74 mm long; this is the
largest size that still allows two crystals to be made
on a single 6 inch Si wafer. As in layer 4 of SVX II,
the crystals will be double-sided with axial strips on
one side and small angle stereo strips on the other.

"full barrel:;0"

Figure 6.3: A view of the stereo side of a mechan-
ical ladder which consists of two readout ladders.

The stereo angle is 1.2o. The axial (p implant) side
will have a strip pitch of 55 �m. The stereo (n im-
plant) side will have a strip pitch of 73 �m. On both
sides, the readout pitch will be twice the strip pitch
to reduce the channel count. The intermediate strips
will not be read out but will contribute to the resolu-
tion through charge sharing. The dimensions of the
silicon crystals are summarized in Table 6.1. Several
other experiments [1, 2] use silicon detectors with al-
ternate strip readout. They are compared to the ISL
design in Table 6.2.

6.2.4 Ladders

All ladders will be identical and will be made from
3 crystals laid end to end and microbonded to each
other. The strips will be bonded to readout chips
mounted on each side of a ceramic (alumina, AlN
or BeO) readout hybrid. Four (three) SVX3 readout
chips on the axial (stereo) side are matched to the de-
tector strips by means of a pitch adapter. Figure 6.3
shows the stereo side of a mechanical ladder which is
made up of two readout ladders containing 3 crystals
each. Figure 6.4 shows close up views of the z and �
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Atlas Atlas L3 L3 Delphi Delphi ISL ISL

side n n p n n n p n
S/N 11 17 15 15 12 21 >12 12
RP (�m) 112 112 50 150 100 50 110 146
SP (�m) 56 56 25 50 100 50 55 73

SP/
p
12 16.0 16 7.2 14.4 28.0 14.4 16.0 21.0

� (�m) 15.6 12.9 7.0 15.0 23.0 10.0 <16.0 <23.0

Table 6.2: Comparison to other silicon detectors with alternate strip readout.

Figure 6.4: A close up view of the readout hybrid on the stereo side of a ladder (left) and the readout hybrid and
cooling channel on the axial side of a ladder (right).

number of axial strips 1024
number of stereo strips 768
number of axial chips 4
number of stereo chips 3
stereo angle 1:2o

axial strip pitch (�m) 55
stereo strip pitch (�m) 73
axial readout pitch (�m) 110
stereo readout pitch (�m) 146
total width (mm) 58
total length (mm) 74
active width (mm) 56.3
active length (mm) 72.4

Table 6.1: ISL Sensor mechanical dimensions

readout segments. The � side shows the attachment
of the ceramic to a Be block by means of `ear-pins'
like those used to attach ladders to the Be bulkheads
in the CDF SVX and SVX0 detectors. The Be block
contains a water cooling channel; the entrance pipe is
shown near the end of the block and the cover for the
channel is seen on the top of the block. The size of
the cooling channel is 3:5� 3:5mm2 which was deter-
mined to be adequate by comparison with the SVX
II design.
An important design feature of the ladder is the po-

sitioning of the carbon �ber and foam support rails.
As seen in the �gure, the main support rails running
the length of the ladder do not overlap any part of the
silicon crystals. The crystals are instead supported
by `rungs' which bridge the main rails. This `outrig-
ger' design di�ers from the SVX II ladder design and
results in open access to all bonding pads on both
sides of the Si crystals.
Another di�erence from the SVX II design is that

the readout hybrids are not glued to the silicon, but
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Figure 6.5: A view of a barrel `slat' which consists of three ladders.

are placed at the ends as in the SVX and SVX0 de-
signs. Since the hybrids do not lie directly on the Si
wafers, the transfer of heat to the Si is determined
mainly by the thermal pathways provided by the mi-
crobond wires. Heating of the Si itself is less of a
problem than for SVX II. These two features can be
achieved without introducing dead areas in the lay-
ers by taking advantage of the large amount of space
available. The result is a simple and robust ladder
design.

6.2.5 Bulkheads

The ladders will be supported by carbon �ber disks.
Note that in the largest radius layer, three ladders are
attached to a single cooling channel per 30o wedge. A
closeup is shown in Figure 6.6. The middle ladder is
attached to one side of the block and the outer two are

on the opposite side as shown in Fig. 6.5. This allows
adjacent ladders to be overlapped. The overlap is
�6 mm. For the inner radius layer two ladders are
attached to the cooling block. This scheme results in
a 30o wedge structure as for SVX II.

Figure 6.7 shows the basic layout of the carbon
�ber support disks. Oblong channels allow the pas-
sage of cables. Smaller holes are shown for cooling
pipes and attachment and alignment pins. A cross
sectional view (r-z plane) of the ISL with o�set lay-
ers is shown in Figure 6.8.

6.2.6 ISL mechanical support

6.2.6.1 Support structure speci�cation

In order to allow r�� pattern recognition within the
SVX II and ISL system, the ISL readout strips must
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Figure 6.6: Closeup of one section of the end view of an endplug barrel.

Figure 6.7: Carbon �ber support disks.

Figure 6.8: Schematic view of the ISL system.

6-5



be parallel to those of the SVX II within �200 �m
over the length of the ISL ladder. Meeting this over-
all global speci�cation requires that the axis of the
ISL layers be aligned to within �180 �m of the SVX
II axis over the length of an ISL layer. Such small
alignment tolerances require that the layer positions
be measured and adjusted on a precision coordinate
measurement machine (CMM).

The ISL support structures provide a platform on
which the layers can be mounted and surveyed us-
ing a CMM, and transfer the load of the layers to
the COT endplates. In addition, the support system
must carry the full mechanical load of the SVX II
spaceframe assembly without compromising the pre-
cise alignment of the ISL. The system must also be
stable against changes of temperature and humidity
since the silicon detectors may require the circulation
of cooled dry nitrogen to facilitate temperature reg-
ulation. Finally, the support system must introduce
a minimum of material into the tracking volume in
order to preserve the high precision of the tracking
detectors.

6.2.6.2 ISL support system design

The main structural element of the ISL mechanical
support system is a carbon �ber composite cylinder
with an outer radius close to the inner radius of the
COT. See Fig. 6.9. The large radius allows the con-
struction of an extremely sti� tube with very little
material. The cylinder consists of two carbon �ber
skins separated by a honeycomb �ller material. The
Each carbon �ber layer is made of multiple plies of
epoxy-impregnated carbon �bers, with the �bers in
each oriented for maximum strength. The tube is
kinematically supported at the ends by the COT end-
plates. Carbon �ber rings (\feedthrough anges") at
the ends of the tube will prevent deformation of the
cylinder under the load of the SVX II and ISL detec-
tors.

Initially, the tube is constructed as two, inde-
pendent half-cylinders. During the detector mount-
ing procedure, the lower half-cylinder, without
feedthrough anges, will be placed in a �xture to
maintain its shape as load is added. This con�gu-
ration allows full access to the interior of the tube for
the purpose of surveying detector positions. The cen-
tral and outer ISL layers will then be kinematically
mounted inside the lower half-cylinder and adjusted
into position. Carbon �ber rings inside the tube will

distribute the point loads of the layers over the sur-
face of the carbon �ber skins, thereby minimizing lo-
cal deformations of the tube at the mount points. If
the tube deections under load are su�ciently small,
then it should be possible to place the mounts with
su�cient accuracy using a CMM to avoid the need
for additional adjustments.

A third carbon �ber skin with a slightly smaller
radius than the inner radius of the tube will be placed
in the central part of the tube to provide a mounting
platform for the central ISL.

After mounting the central and forward ISL layers,
the inner layers will be kinematically mounted inside
the outer layers. The load of the inner layers is �rst
transferred to the inner surface of the outer layers,
then to the ISL support cylinder through the outer
layer support disks. Again, further adjustment of the
layer positions may be unnecessary if the mounts can
be placed with su�cient accuracy and the mounts do
not move appreciably under load.

Cables and cooling pipes will be dressed along
the sides of the lower half-cylinder. Additional non-
structural hoops mounted to the lower half-cylinder
outboard of the forward layers can be used to strain
relieve cables and cooling tubes from the upper por-
tion of the layers.

After ISL installation and alignment, the SVX
II spaceframe/beam pipe assembly is inserted via
a transfer �xture and kinematically mounted in the
ISL. (The SVX II barrels are assumed to be mounted
and properly aligned prior to this step.) Two choices
are possible for the mount points of the SVX II space-
frame. In the �rst option, the load of the SVX II
can be placed on the inner support cylinder of the
outer forward ISL (as in Fig. 6.9). This load is then
transferred from the forward ISL to the ISL support
cylinder through the support disks of the outer lay-
ers. The second option completely removes the load
from the ISL inner cylinder by extending the SVX II
spaceframe to the ends of the outer forward layers.
The load of the SVX II can then be transferred di-
rectly through the ISL support disks to the ISL sup-
port cylinder. Lengthening the SVX II spaceframe
without altering the basic design will increase the ex-
pected sag of the SVX II frame to 12 �m, compared
to 7 �m for the shorter design. The larger value is
well within the design speci�cations for the SVX II
spaceframe. In either option, it should be possible
to position the mounts for the SVX II spaceframe
with su�cient precision that further adjustment of
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Figure 6.9: An r-z view of the ISL spaceframe support system.

the SVX II position is unnecessary.

The �nal steps in the assembly of the ISL support
cylinder require mounting the top half-cylinder to the
bottom half-cylinder and installing the feedthrough
anges to strengthen the ends of the completed tube.
In order to preserve the alignment of the various de-
tectors, this procedure may introduce no new internal
stresses. A similar problem exists in SVX II for join-
ing the bulkheads into a single barrel after all lad-
ders have been installed, and has been successfully
used during SVX and SVX0 construction. After join-
ing the two half-cylinders, the beam pipe load will
be transferred to the ISL support cylinder, and the
feedthrough anges installed and glued into place.
Slots in the feedthrough anges permit cables and
cooling pipes to exit the tracking volume.

6.3 Readout and Data Acquisition

SVX3 readout chips are used so that the data acquisi-
tion (DAQ) system is identical to the SVX II system
described in Chapter 5. However, the low occupancy
of ISL allows a coarser DAQ segmentation to reduce
the size and cost of the system. Two ladders will be
attached to each portcard input so that a single port-

SVX II ISL

Detectors 720 900
Half ladders 360 300

Chips 3168 2100
Channels 405,504 268,800
Hybrids 720 300

Port Cards 72 30

Table 6.3: Comparison of component counts in SVX II
and ISL.

card covers two 30� wedges. This assigns about 60%
more channels to each portcard than is done in SVX
II, but the readout time will be less than SVX II since
less �� space is covered by each portcard input. The
component count for the ISL is compared to SVX II
in Table 6.3. Notice that the ISL uses more silicon
than SVX II, but it has about half as many channels
and portcards.

The cabling is also copied from the SVX II de-
sign. The space required to route cables from the
port cards to the FIBs outside the detector volume
is expected to be about 25 of the 250 available slots.
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6.4 ISL Performance Issues

We address here a number of performance concerns
which are close to the hardware: occupancy, signal-
to-noise ratio, material, and hit resolution. We also
show with a simple calculation that the ISL accep-
tance for tracks already in the SVX II is very high,
which is crucial if the SVX II + ISL are to function
as a single \inner tracker". A simulation study of the
performance of the ISL in the CDF II \integrated
tracking" environment is presented in Chapter 7.

6.4.1 Hit Occupancy

The large radius of the ISL leads to very low occu-
pancies. Based on a measurement from SVX0 data in
minimum bias triggers, the expected occupancy from
a single minimum bias interaction is only 0:08%. For
a t�t event at L = 2�1032cm�2s�1 @ 396 ns, the occu-
pancy predicted from Monte Carlo is 0:7%. This low
occupancy is a signi�cant advantage for the pattern
recognition.

6.4.2 Signal to Noise

Each ISL ladder contains three silicon crystals while
SVX II ladders are made from two. The extra ladder
length reduces the channel count, but it also increases
the capacitance that loads the front end ampli�er by
about 50% to 30 pF for the axial side and 40 pF for
the stereo side. The increased capacitance results in
a larger RMS noise. From Fig. 5.5 in Chapter 5, the
expected noise at 396 ns bunch crossing (371 ns inte-
gration time) is 1300e� for the axial side and 1700e�

for the stereo side. For 132 ns bunch crossing (107
ns integration time), the noise increases to 2200e�

for the axial side and 3000e� for the stereo side. In
the worst case, the signal to noise is � 8:1. Monte
Carlo studies and experience with SVX0 have shown
no signi�cant deterioration in hit �nding at signal to
noise values as low as � 4:1. The low radiation dose
expected at the ISL radii reduces the need to begin
with a higher signal to noise.

6.4.3 Material

The material contributed by each ISL ladder is simi-
lar to an SVX II ladder. In the central region, the sin-
gle ISL layer amounts to � 0:5% of a radiation length
(at 90� incidence). The two layers in the plug region
amount to � 1%. The additional material from the

Figure 6.10: ISL acceptance for tracks which are
contained within SVX II.

hybrids, bulkheads, portcards, etc., amounts to an
additional 1% when averaged over the length of the
detector. The total material is then � 2% of a radi-
ation length.

6.4.4 Hit resolution

The readout pitch is twice the strip pitch. By us-
ing charge sharing to interpolate the track impact
position, the axial hit resolution is expected to be
� 16 �m. Similarly, the stereo hit resolution is ex-
pected to be � 23 �m perpendicular to the strip di-
rection. Of course, the alignment and construction
tolerances are important to the �nal resolution as dis-
cussed below.

6.4.5 Acceptance

Since there is ample space in the intermediate region,
the ladders are staggered in radius and in z to elim-
inate gaps. The overlap between adjacent ladders
is � 6 mm in r � � to account for the insensitive
regions on the stereo side. The acceptance is then
dominated by the length of the detector, which ex-
tends to j�j � 1:9 (see Fig. 6.1). We have performed
a simple simulation to calculate the ISL acceptance
for particles already contained within SVX II, for the
case of an extended luminous region with �z = 30
cm. The result, Fig. 6.10, shows that even with a
long bunch, the ISL will record over 95% of the par-
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ticles seen by the SVX II out to event j�j=1.7, and is
still 50% e�cient for tracks at j�j=2.0.

6.5 Construction Tolerances

The most crucial aspect of the construction of the
detector is the ladder internal alignment. By this
we mean the alignment of strips from wafer to wafer
and the referencing of the strips to the ear-pin holes
on the readout hybrid. Ideally one would like this
alignment to be better than the intrinsic hit resolu-
tion of the sensors. Fortunately the construction of
the ladder is carried out with a precision coordinate
measuring machine (CMM) having typical resolution
of 0.1-0.2 mil (2.5-5.0 �m) using positioning �xtures
like those used in the SVX and SVX0 projects. In
these projects, the ladder internal alignments that
were achieved were consistent with the CMM resolu-
tion.
Ladder to ladder alignments in a given layer, from

layer to layer, and relative to the SVX II ladders
are important for the pattern recognition but do not
necessarily limit the �nal resolution of the device.
In particular, it is anticipated that the ladders will
be aligned using tracks which traverse the COT and
SVX II. Thus, given that the ladders are themselves
very precisely constructed, it should be possible to
locate them and determine alignment constants that
describe how their positions deviate from nominal.
This will insure that hit resolution is not degraded
for those cases in which the z locations of the axial
hits are known. The z position is necessary in order
to remove r � � displacements resulting from strips
not being parallel to those in SVX II. We have cho-
sen �75 �m as our speci�cation for tolerable r � �

ladder-to-ladder misalignment (in a single layer) to
insure the convergence of the alignment procedure.
As discussed below, the actual misalignments are ex-
pected to be about half this amount.
If the pattern recognition relies on starting from

axial-only reconstruction of tracks in Si layers, then
the z location of axial hits will not yet be known and
the actual relative misalignments of ladders will con-
tribute an r � � uncertainty which could be large.
Ideally, you want the maximum r � � deection rel-
ative to SVX II ladders to be less than the two hit
resolution (� = 220 �m) and less than the r�� point-
ing resolution from SVX II (� = 250 �m). It can be
shown that this means that the deection angle ��

which measures the degree to which the strips in an

Necessary Achievable

Wafer-to-Wafer �5 �m �2:5 �m

Wafer-to-Hybrid �5 �m �2:5 �m

Hybrid-to-Block �25 �m �13 �m

Block-to-Disk �50 �m �25 �m

Ladder-to-Ladder �75 �m �40 �m

ISL-to-SVX II �200 �m �100 �m

Table 6.4: Summary of the necessary and achievable ISL
construction tolerances.

outer layer are not parallel to those in SVX II, should
satisfy

�� <
2�

L(1:5+ 3:0p
12
)
= 0:4 mrad

Note that this corresponds to 8 mil across the L � 50
cm length of the barrel. As described above, it is our
plan to build the intermediate radius Si layers and
then assemble them together with the SVX II using a
large CMM for alignment. This will allow the relative
angle between the axis of SVX II and that of the ISL
layers to be kept to �� < 0:2 mrad. This is adequate
to allow axial-only tracking provided the ladder to
ladder alignment in the ISL is not itself worse than 8
mil.
The ladder to ladder r�� alignment within the ISL

is determined by several factors. First, the alignment
of the hybrid connection holes to the pin holes on the
cooling block which attach the ladder to the carbon
�ber support disk will introduce an uncertainty of no
more than 0.5 mil at each hybrid. The alignment of
the Be block to the carbon �ber support disk is domi-
nated by the reference hole positioning and clearance.
This can be achieved with an uncertainty of less than
1.0 mil at each end. Taking the conservative estimate
for the ladder internal alignment to be �10 �m, it
then follows that the ladder to ladder alignment in a
single layer will be

� <
q
2 � (102 + 132 + 252) � 40 �m

Layer to layer alignment will contribute an addi-
tional global uncertainty of 25-50 �m which however
will not seriously impact tracking alignment or ulti-
mate performance of the detector. We conclude that
the design we have presented will allow construction
within the tolerances necessary for the success of the
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axial-only stage of the pattern recognition and for
the alignment and full resolving power of the detec-
tors in 3D tracking. A summary of the necessary and
achievable tolerances is contained in Table 6.4.

6-10



Bibliography

[1] P. Weilhammer "Double-sided Si strip sensors
for LEP vertex detectors" Nucl.Instr. and Meth.
A 342 (1994) 1

[2] P.P. Allport et al. "Performance of the ATLAS-
A silicon detectors with analogue readout"
ATLAS-INDET-NO-133 (1996)

6-11



Chapter 7

Simulated Performance of Integrated

Tracking System

7.1 Introduction

In this section we describe the performance of the

CDF integrated tracking system for Run II. This in-

cludes the new central tracker, COT, and the new

silicon vertex detectors, SVX II+ISL.

In Section 7.2 we describe the simulation tools used

for evaluating the performance of COT and SVX II.

In Section 7.3 we de�ne the data sample used to

measure tracking performance of COT and SVX II.

In Section 7.4, we describe how the performance of

the COT in Run II can be gauged from the perfor-

mance of the CTC in Run I, along with the simu-

lation results. In Section 7.5, we demonstrate the

performance of the combined SVX II and ISL sys-

tem. In Section 7.6 we study the performance of the

combined system: COT+ISL+SVX II. Section 7.6.1

outlines a method used to link tracks in the inner de-

tector (i.e. SVX+ISL) to the COT, in the r-� plane.

We describe an algorithm developed for linking hits

in the r-z plane in Section 7.6.2. Finally, in Sec-

tion 7.6.3, we study the helix parameter resolution of

the integrated tracker, as a function of luminosity.

7.2 Simulation of COT, ISL and

SVX II

The COT simulation is a modi�cation of the current

full CTC simulation. It uses the correct COT geom-

etry (e.g. the cell sizes, the di�erent tilt of the cells,

etc.) and incorporates the predicted pulse width and

drift velocity. The single hit resolution is based on

experience with the CTC and is a conservatively cho-

sen to 200 �m.

For the SVX II we use a simulation which is an

extension of our present full SVX0 simulation. It in-

corporates the �fth additional layer, the stereo layers,

and the ambiguity in the 90� layers.

For the ISL, we use a simple simulation that gen-

erates hits by recording Monte Carlo track positions

at the ISL radii. We then use a parameterization of

the detectors' hit resolutions to study the helix �t

resolutions of reconstructed tracks.

7.3 Data Sample

We have chosen tracking of b-daughters in t�t events

as the benchmark for the performance of the track-

ing system. This is one of the most important and

challenging environments in which one needs to �nd

tracks e�ciently. The generator used is the herwig

Monte Carlo. It is essential to understand the e�ects

of multiple interactions (see Figure 1.1). Therefore,

we have developed a procedure for mixing one t�t event

with any number of generated minimum bias events.

The minimum bias Monte Carlo has been tuned to

reproduce the observed multiplicities in CDF data.

For these tracking studies, we use Monte Carlo data

samples with t�t events alone, one t�t event with a mean

of three underlying minimum bias events, or one t�t

event with a mean of six underlying minimum bias

events. The actual number of underlying minimum

bias events for each t�t event is drawn from a Poisson

distribution with the appropriate mean. The t�t-alone

dataset corresponds to low luminosity, while the three

overlayed minimum bias event sample corresponds

to L = 1(3) � 1032cm�2s�1 for 36 (108) Tevatron

bunches, and the six overlayed minimum bias event

samples corresponds to L = 2(6) � 1032cm�2s�1 for

36 (108) Tevatron bunches, respectively.
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7.4 COT performance

We begin by modeling the COT as a stand-alone

tracker. Two approaches are used to understand its

performance. First, we rely on the nine years of ex-

perience with the CTC and the fact that the COT is

very similar in design. The pattern recognition algo-

rithms and performance of the CTC in the Tevatron

environment are well understood. From scaling argu-

ments, we can compare the performance of the CTC

at Run I luminosities with the performance of the

COT at Run II luminosities. This gives us a data-

driven prediction of the COT performance. However,

this projected performance is a lower limit since the

COT has twice as many stereo measurements and

better two-track resolution than the CTC. The sec-

ond technique uses a simpli�ed pattern recognition

procedure to evaluate the COT performance. This

approach has the advantage that it can be used for

stand-alone studies of the COT as well as integrated

studies of the COT and SVX II+ISL.

7.4.1 Projected COT performance based

on CTC data

We characterize tracking chamber performance with

momentum resolution, impact parameter resolution

and tracking e�ciency for daughter tracks from B

hadrons from top quark decays. At L = 1 �

1031cm�2s�1 in Run I, we measured the CTC (stand-

alone) momentum resolution as �pT=p
2
T=0.2%, and

the impact parameter resolution as � 340 �m. We

measured the e�ciency for b-daughter tracks from

top quark decays by superimposing a Monte Carlo

track, with the expected pT and �R(track-jet) given

by herwig, onto a jet from the data and re-tracking

the event. At L = 1 � 1031cm�2s�1, the CTC e�-

ciency was measured to be 94.6%.

As noted above (and described in detail in Sec-

tion 4.7.3), the performance of the COT in Run II can

be gauged from the performance of the CTC in Run

I, by simple scaling arguments based on the chamber

geometries, pulse shaping, drift velocities, and the

number of Tevatron bunches. In many ways this is

the most reliable predictor of minimum COT perfor-

mance because it is based on real data, mature recon-

struction code, and simple scaling principles. This

scaling suggests that the performance of the axial lay-

ers of the CTC at L = 1�1031cm�2s�1, is equivalent

to the performance of the axial and stereo layers of

the COT at L = 7:6�1031cm�2s�1 (36 bunches) and

L = 1:9� 1032cm�2s�1 (108 bunches). On the basis

of these arguments alone we can predict high track-

ing e�ciency and good momentum resolution for the

COT in Run II.

7.4.2 Pattern Recognition in COT

Our experience with the CTC has taught us that

tracking chambers of this design are extremely ef-

�cient for single wire hits, so, strictly speaking, track

�nding should not be a problem. The tracking inef-

�ciency in the CTC was due to attaching wrong hits

to tracks and hence pulling the �tted helix from the

correct one. The information is there, but the tracks

are \lost" to mismeasurement.

Since the COT and CTC have similar r-� char-

acteristics, we expect their pattern recognition prob-

lems to be similar. We have studied hit availability

in the COT and \confusion" at high luminosity us-

ing tools developed with the CTC. For these studies

a Monte Carlo track is simulated and hits are created

on the chamber wires according to the track's helix

parameters and the resolution of the COT. The chal-

lenge of �nding the track, with the correct pT , impact

parameter, �0, etc., is the selection of the correct hits

to use in the helix �tting procedure. To analyze our

ability to do so in the COT under Run II conditions,

we use the following procedure:

1. From the momentumof the generated particle in

the Monte Carlo, we calculate the corresponding

helix parameters. These helix parameters are

then used to open a 1 mm wide road, in both

r-� and r-z .

2. All hits within the road are picked up and fed

to the same helix �tting routine which we used

in the Level 3 trigger of Run I. This is a sophis-

ticated routine which adds and/or rejects hits

based on the �2 of the �t.

3. The returned helix parameters are compared

with the input track parameters to measure the

pT resolution (curvature), impact parameter res-

olution, z0 resolution, and cot(�) resolution.

This procedure is performed on the t�t plus minimum

bias event samples to examine the performance of

the COT under di�erent Tevatron conditions. The

results of these studies are summarized below.
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Figure 7.1: Left: Helix parameter resolutions at low luminosity. Right: Helix parameter resolutions versus the mean

number of extra minimum bias events

7.4.3 COT Simulation Results

On the left in Figure 7.1 we show the resolution of the

reconstructed curvature, impact parameter, z0 and

cot� from COT tracking for low luminosity.

The resolution is de�ned as the di�erence between

the reconstructed parameter and the helix parame-

ters calculated from the trajectory of the generated

particle. The resolution on the curvature is 0.68

�10�4 cm�1 which corresponds to a momentum res-

olution of �pT=p
2
T ' 0.3% (GeV=c)�1. The impact

parameter resolution for the COT alone is about 600

�m while the z0 resolution is about 5 mm and the

cot � resolution is 6 �10�3.

These numbers agree with our expectations for

COT performance given the larger inner radius of

COT compared to CTC.

Although a single t�t event represents a busy track-

ing environment, unless several minimum bias events

are overlapped with this event, it still does not repre-

sent the operating conditions of Run II. Therefore, we

have studied the e�ect of multiple interactions on the

resolution of the tracking parameters. The right plot

of Figure 7.1 shows the dependence of the resolution

of the reconstructed curvature, impact parameter, z0
and cot� on the mean number of extra minimum bias

events for means of 0, 3, and 6 extra minimum bias
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Figure 7.2: Momentum Resolution versus pT for

three luminosities.
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events. The dots in Figure represent the 1� uncer-

tainty on the resolution measurement, note that some

of the apparent performance variation with luminos-

ity is nothing more than our Monte Carlo statistics!

Recall that 6 extra minimumbias events corresponds

to a luminosity of 6�1032cm�2s�1 for 108 bunch op-

eration. We see very little degradation of the COT

performance with increasing luminosity.

We have also explicitly measured the pT resolution

versus track pT (Figure 7.2) for the three di�erent

data samples and only a slight dependence on lumi-

nosity is observed.

High quality tracks typically use a large number

of hits that have passed strict selection requirements.

As the tracking environment becomes more confused,

fewer hits may be used for track �tting. The left

plot in Figure 7.3 shows the average number of ax-

ial and stereo hits attached to a track as a function

of the number of underlying minimum bias events.

Note that the maximum possible number of hits is

48 each for both axial and stereo measurements but

the strict hit selection in the �tting procedure reduces

the number of hits actually used. The reduction in

hit usage from low luminosity to the equivalent of

6�1032cm�2s�1 with 108 bunches, is modest; as seen

in the right hand plot, the loss occurs mainly in the

inner COT layers. Reduced performance caused by

lost hits in the inner super-layers will be regained

partially through the integrated use of the ISL and

SVX II in the pattern recognition.

Besides excellent resolution on found tracks, it is

essential that we have high e�ciency for identifying

tracks. We de�ne the tracking e�ciency as the frac-

tion of tracks found with all of the helix parameters

within �ve standard deviations of the correct value

as de�ned by the Monte Carlo track. The standard

deviation of a parameter is �xed to its value at low

luminosity, shown in Figure 7.1. We measure the

track �nding e�ciency both for prompt tracks and

for tracks of B meson daughters from top quark de-

cays. The tracking e�ciency as a function of cot � for

prompt tracks is shown in Figure 7.4. It is at out to

cot �=1 after which the track no longer goes through

all super-layers.

In Figure 7.4 we also show the e�ciency as a func-

tion of the mean number of underlying minimumbias

events. Earlier, we used scaling arguments to predict

a COT e�ciency for B meson daughters of 94.6% at a

luminosity 7:6� 1031cm�2s�1 with 36 bunches. This

corresponds to 2.4 underlying minimum bias events,

where we measure now about 95% for 3-D tracks.

Once again the performance of the COT with increas-

ing luminosity does not degrade signi�cantly and the

slight degradation will be recovered by integrating

the ISL and SVX II into the pattern recognition.

7.5 SVX II+ISL performance

In this section we describe the stand-alone perfor-

mance of the \inner tracking" system of SVX II +

ISL. This is of primary importance for tracking in

the plug region, 1:0 < j�j < 2:0, where there is little

or no COT coverage, and it is also essential for in-

tegrated SVX II+ISL+COT tracking in the central

region, j�j < 1:0.

7.5.1 r-� Tracking

Ultimately, we will �nd track segments in the full

seven layers of SVX II+ISL and link these to track

segments found in the COT super-layers. However,

for these studies we combined a full SVX II hit level

simulation and pattern recognition with a simple ISL

simulation and studied the power of the SVX II+ISL

combination by projecting the SVX II tracks to the

ISL radii and looking at hit matching.

7.5.1.1 SVX II r-� Tracking

We �rst reconstruct tracks in the �ve layers of SVX

II. The pattern recognition requires at least four hits

to de�ne a track.

The probability of a particle depositing four or

more hits in the SVX II is 95% due to hits lost in

interbarrel gaps. In order to remove e�ects due to

SVX II length, this study considered only events with

a primary vertex at jZj � 45 cm.

Fake tracks are combinations of hits from several

di�erent tracks, so these hits are \shared" by two

or more tracks. We use a pruning algorithm which

discriminates against shared hits and increases the

purity to S:N � 4.5:1 while maintaining an e�ciency

of � 93%.

The tracking e�ciency is shown as a function of pT
and j�j in Fig. 7.5. It is at in pT and at in j�j up

to � 2.

The helix parameter resolutions of the 2D tracks

found in SVX II are shown in Fig. 7.5. The distri-

butions are not well �t by a single gaussian because

they are a mix of 4 and 5 hit tracks. The transverse
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resolutions obtained with SVX II stand-alone tracks.

momentum resolution is �pT=p
2
T � 7%. The impact

parameter resolution is � 50 �m and is dominated

by the projection uncertainty that arises from the pT
resolution.

While the �ve layer SVX II can �nd 2D tracks with

high e�ciency it has the following shortcomings:

� low track purity (see below)

� poor resolution (pT and impact parameter).

These limit the ability to link to COT, perform b-

tagging, and identify leptons using track matching to

a muon/electron tower. Additional information from

ISL layers at larger radii is essential to:

� reject ghost tracks

� improve the pT and hence the impact parameter

resolution.

7.5.1.2 ISL hit matching

To evaluate the rejection power of a single ISL layer,

we compute the distance between the extrapolated

SVX II track and the nearest hit in the ISL layer at

20 cm. This is shown on the left in Figure 7.6 (open

histogram). The bulk of nearest hits are correct hits,

with an extrapolation accuracy of 50 �m. The frac-

tion of the cases in which the nearest hit does not

belong to the track is � 5% (shaded histogram). For

those cases the di�erence between the nearest hit and

the correct hit is shown on the right. About a third

of the time, the nearest hit and the correct hit are

within 220 �m of each other. Since the readout pitch

is 110 �m, hits this close together would in fact be

merged into a single wide hit. It is only the remaining

3% of tracks which will lead to hit assignment ambi-

guity. Performing a �t which includes the outer layers

will reduce the e�ects of multiple scattering, the com-

binatorics, and the e�ects of residual hit ambiguities

from the sixth layer.ISL hit matching improves the

track purity. For example, even a crude procedure

such as requiring that the nearest hit be within 2.5

mm of the SVX II projection (i.e. full scale in Fig-

ure 7.6) improves the purity to S:N = 12:1, with high

e�ciency.

7.5.2 r-z Tracking

We will show in section 7.6.2 that completing the

stereo in the central region with the coverage of the

full tracking system is straightforward. For tracking

in the plug region without COT, the stereo must be

completed using SVX II and ISL alone.

Requiring three out of the four small angle stereo

layers in SVX II+ISL, will yield high e�ciency and
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still provide z0 resolution similar to that obtained

with the CTC in Run I. It su�ces to associate the

track with its primary vertex, since all primary ver-

tices will already have been found with high precision

using SVX II's 90� stereo layers. Using the precise

Zvertex information, with the SVX II+ISL small an-

gle stereo, one can attach the 90� hits in SVX II, and

improve the �nal cot � and z0 resolutions enough to

allow for 3D vertexing.

7.5.3 Resolution of SVX II+ISL System

Once the tracks have been found, the precision space

points and long lever arm provided by SVX II and ISL

will yield excellent resolution on the helix parameters

since the pT resolution depends on the square of the

lever arm. We have studied this with a parameteri-

zation of the detector resolutions. As shown in Fig-

ures. 7.7 and 7.8, we obtain the following asymptotic

resolutions for the forward barrel (two ISL layers at

r = 20 and 28 cm):

� �pT=p
2
T � 0:4%

� �d0 = 15 �m

� ��0 = 0:3 mrad

Figure 7.7: The pT resolution obtained from a

parametrization of the ISL resolution is plotted

as a function of pT .
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Figure 7.8: The impact parameter resolution ob-

tained from a parameterization of the ISL resolu-

tion is plotted as a function of j�j.

Detector Single tag Double tag

Con�guration e�.(%) e�.(%)

SVX0+CTC 37:6� 1:0 6:9� 0:5

SVX II+COT 46:7� 1:1 8:7� 0:6

SVX II+ISL+COT 60:1� 1:0 15:1� 0:8

Table 7.1: E�ciency for single and double b-tagging in

t�t Monte Carlo for di�erent detector con�gurations. The

results are from a parametric study.

The pT resolution is within a factor of two of that ob-

tained with the full CTC in Run I and is su�cient for

track matching and E=p cuts for electron and photon

identi�cation in the plug calorimeter. It will also en-

able in situ calibration of the plug calorimeter energy

scale.

The impact parameter resolution is about what

was obtained with the CTC+SVX in Run I. It will

extend our b-tagging capabilities into the plug region,

j�j < 2:0.

7.5.4 b-tagging for j�j > 1

We have carried out a parametric study of the b-

tagging e�ciency with SVX II+ISL. Beginning with

generator level 4-vectors, we apply detector accep-

tance cuts and tracking e�ciencies for SVX II, ISL,

and COT. Helix parameter smearing is done based

on the expected resolutions and the resulting tracks

are fed to a vertex �tter to perform two dimensional

secondary vertex tagging. The results are shown in

Table 7.1. Of most signi�cance is the factor of two

increase in double tag e�ciency over the Run I con-

�guration. This results from the extension of preci-

sion tracking to j�j � 2. This will have a signi�cant

impact on the top mass measurement since some of

the systematic uncertainties are reduced in double

tagged events. It should also allow studies of single

top production for which the b quarks tend to be

more forward.

7.5.5 Pointing into COT

The SVX II+ISL combination can �nd tracks e�-

ciently, with high purity, and with good resolution.

An added bene�t of the integrated silicon tracker is

the possibility of using these tracks as an integral part

of the overall track reconstruction with the COT.

This is especially important in the region j�j > 1 in

which the COT coverage is incomplete. Even if the

number of COT super-layer segments is too small to

e�ciently �nd full COT tracks with high e�ciency,

the SVX II+ISL tracks have su�cient pointing res-

olution to match to the COT segments in the inner

super-layers. This can improve the momentum reso-

lution and help in the stereo reconstruction.

The pointing uncertainties at various radii are

shown in Table 7.2 for tracks of various momenta

(multiple scattering is included assuming normal in-

cidence). Note that for pT � 3 GeV, the pointing

resolution of the SVX II and just the single ISL layer

at r = 22 cm is smaller than the COT cell size (7.6

mm) even at the radius of the outer super-layer. If a

hit from the outer ISL layer is included (Table 7.2C),

the pointing resolution at the inner COT super-layers

(r = 60 cm) is comparable to the COT hit resolu-

tion, and the combination of the COT information

with the SVX II+ISL track will improve the resolu-

tion considerably. This allows a completely di�erent

approach to integrating the inner and outer tracking

chambers as discussed below.

7.6 Integrated Tracking Perfor-

mance (SVX II+ISL+COT)

The procedure used during Run I to link SVX0 hits

with CTC tracks worked as follows: For a given CTC

track, we extrapolated the helix to the outermost

layer of the SVX0 and performed a tree search within

a road de�ned by the CTC track. SVX0 hits were at-

tached to the CTC track based on the combined �2.

Naturally, this method cannot add e�ciency; it may
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A: SVX II
Radius pT = 1 GeV 3 GeV 10 GeV

20 cm 0.24 mm 0.16 mm 0.15 mm

30 cm 0.84 mm 0.53 mm 0.48 mm

80 cm 9.5 mm 5.5 mm 5.0 mm

130 cm 27.5 mm 16.0 mm 14.0 mm

B: SVX II+ISL (r = 22 cm)

Radius pT = 1 GeV 3 GeV 10 GeV

30 cm 0.15 mm 0.06 mm 0.04 mm

80 cm 3.4 mm 1.3 mm 0.73 mm

130 cm 11.0 mm 4.0 mm 2.3 mm

C: SVX II+ISL (r=28 cm)

Radius pT = 1 GeV 3 GeV 10 GeV

60 cm 0.9 mm 0.3 mm 0.2 mm

80 cm 2.0 mm 0.7 mm 0.4 mm

130 cm 6.7 mm 2.5 mm 1.3 mm

Table 7.2: Pointing resolutions at various radii are shown

for tracks of various momenta. The upper table (A) is for

SVX II alone. The middle table (B) is for SVX II plus

the central ISL layer at r = 22 cm. The lower table (C) is

for SVX II plus both of the forward ISL layers (r = 20 cm

and r = 28 cm).

only improve the resolution of already found CTC

tracks.

This approach represents a minimal baseline algo-

rithm which we understand very well. However, the

additional layers of ISL when combined with SVX

II, allow implementation of stand-alone silicon based

track �nding algorithms. These algorithms will sub-

stantially improve tracking performance in Run II.

7.6.1 Linking COT with SVX II+ISL: r-�

The algorithm described below uses line segments

from the SVX II+ISL+COT system. These line

segments are obtained from �ve axial \super-layers"

(four in the COT and one from the SVX+ISL sys-

tem). The line segments in the various super-layers

are then linked to form tracks using the position and

direction of the lines.

To evaluate the performance of this algorithm we

de�ne line segments as follows:

� COT

In each axial super-layer the position and di-

rection of a Monte Carlo generated particle is

q ~rl�
��
�̂l�

q ~rh@
@I

�̂h

�0

��
��
��
��
��
��
��
��
��
��
��
��
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��
��
��
��
��
��

Figure 7.9: Geometry used for line-to-line linking.

smeared by the single hit resolution using the

number of un-obscured hits present in the de-

tector.

� SVX II+ISL

We use the reconstructed tracks found in the

SVX II+ISL system (see Section 7.5).

For line-to-line linking we parameterize the lines by

their position and direction at the super-layer center,

~rl;h and �̂l;h where the index l and h refer to the

inner and outer line. Matching is by angle as shown

in Figure 7.9: angles � and �0 should match. A cut is

put at

j sin��j < 0:025 (7.1)

If more than one outer line matches an inner line

(or vice-versa) using the cut above, the links with

the lowest j sin��j are kept and links are stored in

both directions, outer to inner and inner to outer.

Figure 7.10 shows the result of linking super-layers

7 and 5 within the COT, as well as super-layer 7

and the SVX II+ISL. From this �gure we conclude

that even in a complicated b-jet from top decay, the

line segments can be matched correctly with low fake

rates.

We studied the e�ciency of this procedure and

found the individual line segment linking e�ciency

to be high. For example: linking super-layers 7 and

5 is � 99% e�cient whilst super-layer 7 and the SVX

II+ISL is � 92% e�cient. As a result the over-

all track reconstructing e�ciency using all available

combinations is expected to be very high.
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Figure 7.10: sin �� distribution for the correct match

and for spurious matches (hashed) is shown for top:

super-layers 7 and 5 within COT, and bottom: super-

layer 7 in COT and SVX II+ISL

It is also instructive to note that the quality of the

links between COT super-layer 7 and SVX II+ISL,

is better even than that to the nearby COT super-

layer 5. This implies that even for large �, this pro-

cedure will allow matching of SVX II+ISL tracks to

the available information in the COT. The COT mea-

surements would substantially extend the lever arm

and correspondingly improve the momentum resolu-

tion for such tracks.

7.6.2 Linking COT with SVX II+ISL: r-z

Since both SVX II and ISL are 3-D devices, requiring

SVX II-COT track matching in the r-z view is a new

possibility. To demonstrate this new capability, we

need to show that the r-z track match can be made

reliably despite the following potential problems:

� Ambiguities

Both COT and SVX II are primarily r-� devices

Hence, the stereo relies on the r-� result, in

both.

There is an additional ambiguity in the SVX II

90� stereo due to the ganging in the readout.

� The COT resolutions in r-z and r-� are very

di�erent:

COT-SVX Stereo Matching
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Figure 7.11: Hits in each of SVX II �ve layers

within the 2 cm window, plotted is �(z) weighted

by the �2, and their sum.

� 0:5000 cm COT extrapolation in r-z

� 0:0500 cm COT extrapolation in r-�

� 0:0050 cm SVX II resolution in either view

As a result, the mis-match between the two de-

tectors is much worse in the stereo view.

For these reasons stereo linking of COT to SVX II is

more challenging, and was investigated in detail.

The outline of the algorithm used is as follows:

� Assume a 3D COT track has been found, as de-

scribed in Sec. 7.4.3.

� Assume that correct SVX II axial hits have been

identi�ed, as in previous section.

� For each silicon layer, combine z-strip or small

angle stereo clusters with COT helix (1C �t),

obtain z, �2.

� Each silicon hit de�nes a histogram of �2 vs z.

� Combine all hits in a layer as

�2
layer(z) = max

hits
�2
hit(z)

(see the upper 5 histograms in Figure 7.11).

� Combine layers as

�2
total(z) =

X

layers

�2
layer(z)

(see Figure 7.11 the bottom histogram).
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Figure 7.11 ilustrates this procedure for one track.

The histograms labeled 0 to 4 correspond to the �ve

SVX II layers. Layer 0 is the inner most. Layers

2, and 4 are the small angle stereo - with worse res-

olution. The histogram labeled sum, combines all

the hits in all �ve layers. The correct hits will have

the same z solution and a low �2, and hence have a

minimum in this histogram. This approach is fast,

because re-�tting is not required for every hit within

the road.

For each COT track used, we know from the simu-

lation what the correct hit assignment is. We counted

the number of times a wrong hit (i.e. a hit generated

by another track, or a noise hit) was linked to the

seed COT track. The results are shown on the left in

Figure 7.12). The performance of the algorithm on a

sample of top events at various luminosities is shown

on the right of Figure 7.12. The stereo linking e�-

ciency between COT and SVX II is high, and, within

the statistics of this study, shows no degradation up

to N = 6 overlapping minimum bias events.

7.6.3 COT+SVX II+ISL Resolution

In order to study the resolution of the integrated

COT+SVX II tracking system, we assumed that the

hits in the SVX II+ISL have been found. Tracks in

the SVX II+ISL were formed by smearing of the ideal

helix parameters, using the SVX II+ISL covariance

calculated with a single hit resolution of 20�m. We

combined this with the COT helix and covariance to

perform a global �t.

The left plot in Figure 7.13 shows the helix

paramter resolution for the combined COT+SVX

II+ISL �t. The combined system results in � 30�m

resolutions for both d0 and z0. The right plot shows

that there is only weak dependence of the resolution

of the reconstructed helix on instantaneous luminos-

ity.

In Figure 7.14 the curvature resolution is trans-

lated into �pT=p
2
T as a function of pT for three lumi-

nosities.

7.6.4 Conclusions

We have studied the expected performance of the

CDF II tracking upgrades using simulation tools

tuned to the similar systems used in CDF during Run

I. We �nd

� The COT reconstruction is highly e�cient and

gives helix paramter resolutions comparable to

what we would expect for the CTC, up to the

full Run II design luminosity of 2�1032cm�2s�1.
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Figure 7.13: Left: Helix parameter resolution for COT+SVX II at low luminosity (the scale of the abscissa is

expanded with respect to that used in Figure 7.1). Right: Helix parameter resolutions vs. luminosity

� Track �nding in the SVX II+ISL inner tracking

system will be e�cient, and yield stand-alone

silicon track segments with good signal to noise

ratio over the full region j�j � 2:0. For tracks

with 1:0 � j�j � 2:0, the seven silicon layers will

provide helix parameter resolution adequate to

extend electron and muon identi�cation to the

plug and IMU, and to allow e�cient stand-alone

b-tagging.

� The stand-alone SVX II+ISL track segments can

be linked to the COT with high e�ciency, and

the full tracks have excellent helix parameter res-

olution, comparable to that of the CTC + SVX

in Run I. The e�ciency and resolution are main-

tained up to a luminosity of 2� 1032cm�2s�1.

� The ability to �nd stand-alone silicon segments

over the region j�j � 2:0 allows the use of a

fully integrated tracking strategy, according to

the plan and speci�cation of Chapter 3. The ex-

cellent performance of the system outlined above

is, in part, due to the power of this strategy. We

expect that as we gain experience with this sys-

tem we will learn to raise the e�ciency and pre-

cision of tracking analyses in Run II far beyond

the level achieved in Run I.

COT+SVX Momentum resolution Vs. PT
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Figure 7.14: Momentum Res-

olution for COT+SVX II+ISL vs. pT for three

luminosities.
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Chapter 8

Central Calorimeter

8.1 Introduction

The CDF central calorimeter is retained largely un-

changed other than electronics for Run II. It is a

scintillator sampling system with tower segmenta-

tion; each tower is 15 degrees in azimuth by about

0.11 in pseudorapidity. Each wedge consists of

a lead-scintillator E{M section backed by a steel-

scintillator central hadron calorimeter. The wedges

are assembled into central arches. The endwall

hadron calorimeter consists of modules mounted to

the solenoid ux return to provide hadronic coverage

from 30� to 45� on both sides.

The PMT energy measurements are fast enough

to take full advantage of the Run II 132 ns bunch

structure. The wire chambers associated with the

E{M calorimeter may need to be integrated over sev-

eral crossings but their �ne granularity implies a low

enough occupancy that this should not be a signi�-

cant problem.

In Run Ib we have a sample of data of average in-

stantaneous luminosity about 1031cm�2sec�1, which

for PMTs corresponds to 6 � 1031 and 1:8 � 1032

for 36 and 108 bunches respectively. These corre-

spond to an average of about 0.9 extra overlying min-

imum bias events. A minimum bias event on aver-

age contributes roughly 15 MeV to a 15���� 0:11��

calorimeter tower. For jets, by making the underly-

ing cone correction appropriately luminosity depen-

dent we largely retain the quality of the jet measure-

ments. Inclusive electrons at about 10 GeV ET see

an e�ective luminosity dependent pedestal shift of up

to a few tenths of a per cent for the usual three tower

electron energy de�nition; there should be no signif-

icant impact on physics measurements.

0

50

100

150

200

250

300

350

400

450
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Figure 8.1: Energy over momentum for electrons

in the Ia W mass sample. The peak �t region is

marked.

8.2 Central E{M Calorimeter

Each 15� wedge has alternating lead and scintilla-

tor with an imbedded two dimensional readout strip

chamber at shower maximum.[1] Wavelength shifters

at the � surfaces direct the light to (Hamamatsu

R580) PMTs.[2] Energy resolution in the central

electromagnetic calorimeter should be dominated by

sampling. The thickness of the lead used in its con-

struction corresponds to 11:6%=
p
ET . The design

speci�cation of more than 100 pe/GeV/tube resulted

in a test beam resolution of 13:5%=
p
ET which we use

as the nominal stochastic resolution. Source calibra-

tions are used to retain testbeam calibration from ini-

tial settings[3]; these continue to allow startup with

individual tower gains accurate to � �3% and within

2% for overall absolute scale. The source system
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is complemented by xenon and LED light ashers,

which are useful in diagnosis of problems.

The EM calorimeter, along with tracking and

hadron calorimeter, has provided e�ective identi�ca-

tion of electrons[4] and photons[5]. Imperfect cor-

rections for the small variations across the face of a

calorimeter cell[6] as well as the statistical error and

time drifts in setting individual tower gain calibra-

tion result in a constant term in the energy resolu-

tion. Calibration of the calorimeter in situ has used

tracking information in inclusive electrons to deter-

mine relative gains and tracking for W electrons to

set the absolute energy scale. We measure the track-

ing material using the E/p tail or conversions and

use a radiative Monte Carlo to match the E/p peak

as shown in Fig. 8.1. The e�ective constant term in

resolution has been �2% or less and the absolute en-

ergy scale for the W mass measurement is known to

�0:15% for Ia.[7]

The scintillator used is SCSN-38 and the wave-

length shifter used is Y7 PMMA; neither should be

a radiation damage problem for any luminosity sce-

nario. We have tracked the response since the mod-

ules have been assembled, and whether there is beam

or not, there is a light yield loss of about 1% per

year. About 60% of the loss is directly explained by

the gradual shortening of the e�ective attenuation

length of the scintillator as seen in Fig. 8.2. This

trend has continued through Ia and Ib.

There is a tendency during data taking for gain to

fall more rapidly than the nominal during running

with some recovery at shutdowns. This is illustrated

for Run Ib in Fig. 8.3. These trends are correlated

to calorimeter arches which are thermal masses and

share common high voltage supply. The gains are

monitored using E/p for inclusive electrons. Run

number is a reasonably constant clock and the span is

18 months. The dip in the SE arch was an excursion

in high voltage. If there is 20% less light yield than

design in 2005, the stochastic resolution would only

degrade from 13:5 to 14%=
p
ET . The e�ect on the

response map is readily monitored and accounted.

The shower maximum chambers have contributed

quite e�ectively to identi�cation of electrons and pho-

tons, using the position measurement to match with

tracks, the transverse shower pro�le to separate pho-

tons from �0s, and pulse height to help identify elec-

tromagnetic showers. Similar functionality has been

proposed for most calorimeters considered since CDF

demonstrated the e�cacy of a 2 dimensional �ne

Figure 8.2: Scintillator attenuation length versus

year. The observed trend corresponds to 0:6%

light loss per year due to transmission loss in the

scintillator.

shower maximum detector.

In order to increase available trigger bandwidth

some of the shower maximum functionality has re-

cently been implemented into the level 2 trigger.[8]

This gave a factor of 2 reduction in electron candi-

date bandwidth with little loss of signal. This func-

tionality will be expanded in the Run II trigger.

Each gap between adjacent wedge modules is cov-

ered by a 12 X0 tungsten bar backed by a wire cham-

ber. The tungsten serves to recover some of the

response for particles, particularly photons, which

might otherwise escape completely. The chamber res-

olution and noise has been too poor to include in

energy measurements but the information has been

valuable in studying the occasional odd event.

Since the beginning of Run Ia the photon and soft

electron identi�cation has been greatly enhanced by

preshower wire chambers mounted on the front of

the wedges, using the coil and tracking material as a

radiator. For example, in the top quark analysis,[9]

the soft electron b tagging algorithm uses the CPR to

gain a factor of 2 rejection of electron backgrounds

after all other identi�cation cuts are applied, while

maintaining high e�ciency for true electrons. This

is illustrated in Fig. 8.4, where the CPR response

for a) random tracks that are predominantly pions,
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Figure 8.3: Central electromagnetic calorimeter

gains by arch (quadrant in the horizontal plane)

versus run for Ib (18 months) for inclusive elec-

trons.

b) pure electrons from conversions, and c) electron

candidates that pass all other identi�cation cuts is

shown.

In addition, the CPR has been responsible for re-

ducing the systematic uncertainties for direct photon

measurements by a factor of 3, giving CDF the most

precise measurement of direct photons, as well as ex-

tending the measurement in ET beyond the capabil-

ity of shower pro�le measurements.[10] The crucial

1% calibration of the material in front of CPR was

performed with reconstructed �0; �; � mesons shown

in Fig. 8.5.

The wire chamber readout will be concurrent with

digital tra�c in the Run II DAQ system so steps are

being taken to minimize noise sensitivity. One hopes

that the Run II noise levels will not be signi�cantly

worse and tests using noise sources have been encour-

aging.

There is no sign of aging in either shower max

or preshower wire chambers. Extrapolation can be

made from the current which is drawn during run-

ning; one expects about 0:1 mC/cm/fb�1 for shower

max and 9 mC/cm/fb�1 for preshower chambers.

Bench tests show little gain loss to 0.4 C/cm.

Figure 8.4: The response of the preshower detector

to pions, electrons, and electron candidates.

Figure 8.5: The calibration of preshower mate-

rial was performed with the reconstructed meson

peaks as shown.
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Figure 8.6: Central calorimeter response to pions from test beam

measurements and in situ isolated particle measurements. The

overall level is an artifact of the convention of calibrating the

hadron towers in the testbeam using 50 GeV/c pions which were

minimum ionizing in the E{M section. The nonlinearity is a char-

acteristic of the lack of compensation in the combined lead and

iron calorimeters.

8.3 Central and Endwall Hadron

Calorimeters

The central and endwall hadron calorimeters are

composed of alternating layers of iron and scin-

tillator. Fingers of wavelength shifter are con�g-

ured much as �bers are in more recent scintilla-

tor calorimeters.[11] Similar to the E{M, the basic

calibration is extrapolated from the testbeam us-

ing source response. The central hadron calorime-

ter shares the source drive systems with the E{M.

The endwall hadron calorimeter uses a seperate set

of sources drives, one per endwall. Operational mon-

itoring is done using a laser asher system. The test

beam calibration is complemented by in situ stud-

ies using isolated tracks, as shown in Fig. 8.6. De-

tector systematics are folded in with other system-

atics in measuring jet energies.[12] These systemat-

ics are important for measuring the central jet ET

spectrum[13]. Dijet balance is used to transfer the

central calibration to the overall calorimeter. The

tracking and EM scales are compared to the jet mea-

surement using photon jet as Z0 jet balance, shown

in Fig 8.7. This con�rms the jet energy scale overall

Z+1 Jet Data (Run 1A+1B, 100 pb-1)

Entries      345
  42.27    /    17

Constant   38.20   3.604
Mean  0.1510E-01  0.1622E-01
Sigma  0.2539  0.1887E-01

(PT(Z)-PT(Jet))/PT(Z)
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Figure 8.7: Discrepancy between the lepton mea-

surement and the CDF calorimeter in Z plus two

jet events.
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which is important for measuring the top mass.[9]

The hadron calorimeters use PMMA naphthalene

scintillator which should not be sensitive to radia-

tion damage directly from luminosity. Removal of the

main ring and attention to shielding from beam halo

and other external sources of radiation will be neces-

sary for the survival of this scintillator through Run

II. The PMTs, Thorn-EMI 9954 central and Thorn-

EMI 9902 endwall, are currently stabilized by run-

ning LEDs between bunches; perhaps some scheme

for running the LEDs during the abort gaps may be

e�ective or perhaps the PMTs need to be replaced.
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Chapter 9

Plug Upgrade Calorimeter

9.1 Overview

The Plug Upgrade Calorimeter is a major compo-

nent of the overall CDF upgrade program. This new

calorimeter covers the polar angle region from 37�

to 3�, (1:1 < j�j < 3:6) replacing the existing gas

calorimeters, whose time response would have poorly

matched the operational conditions of Run II (where

the time interval between bunch crossings may be as

low as 132 nsec). The top half of one plug is shown

in cross section in Fig. 9.1. There is an electromag-

netic (EM) section with shower position detection,

followed by a hadronic section. In both sections the

active elements are scintillator tiles read out by wave-

length shifting (WLS) �bers embedded in the scintil-

lator. The WLS �bers are spliced to clear �bers,

which carry the light out to photomultipliers tubes

(PMT) located on the back plane of each endplug.

The transverse segmentation of the Plug Upgrade

Calorimeter is given in Table 9.1 and shown in

Fig. 9.2. The segmentation of the EM and hadron

towers are the same. This particular segmentation

optimizes e� identi�cation in b=�b jets: b ! e + X ,

the details are discussed in Section 9.2.

The EM calorimeter is a lead/scintillator sampling

type, with unit layers composed of 4.5 mm lead and

4 mm scintillator. There are 23 layers in depth for

a total thickness of about 21 X0 (radiation lengths)

at normal incidence. The detecting elements are ar-

ranged in a tower geometry pointing back towards

the interaction region. The � and � segmentation of

the central calorimeter is maintained as far as pos-

sible. The energy resolution of the EM section is

approximately 16%=
p
E with a 1% constant term.

The scintillator tiles of the �rst layer of the EM

section are made out of 10 mm thick scintillator and

are read out by Multi-Anode Photo-multiplier tubes

(MAPMT). They will act as a preshower detector. A

Tower Tile ID �� �� ��

10 EM Only 1.10-1.20 33-37� 7.5�

11 17,18 1.20-1.32 30-33� 7.5�

12 15,16 1.32-1.41 27-30� 7.5�

13 13,14 1.41-1.52 25-27� 7.5�

14 11,12 1.52-1.64 22-25� 7.5�

15 9,10 1.64-1.78 19-22� 7.5�

16 7,8 1.78-1.93 16-19� 7.5�

17 5,6 1.93-2.11 14-16� 7.5�

18 4 2.11-2.33 11-14� 15�

19 3 2.33-2.61 8-11� 15�

20 2 2.61-3.00 6-8� 15�

21 1 3.00-3.64 3-6� 15�

Table 9.1: The nominal transverse tower segmentation of
the upgraded end plug calorimeter. The tower numbering
is an extension of the CHA/WHA scheme.

position detector is located at the depth of the EM

shower maximum (approximately 6X0). This shower

maximum detector is made of scintillator strips read

out by WLS �bers; clear �bers carry the light to

MAPMTs.

The hadron calorimeter is a 23 layer iron and scin-

tillator sampling device with unit layers composed

of 2 inch iron and 6 mm scintillator. The existing

iron of the CDF endplugs is used in the new hadron

calorimeter. Stainless steel disks are attached to the

inner 10� cone to extend the coverage to 3�. Two

additional stainless steel disks are added behind the

electromagnetic section to increase the thickness of

the hadron calorimeter. In this way the magnetic

�eld in the tracking volume and the magnetic forces

on the end plugs are unchanged.

The optical systems for the EM, hadron and shower
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Figure 9.1: Cross section of upper part of new end plug calorimeter.

maximum detectors are very similar. The scintillator

elements (tiles or strips) are cut from a large sheet of

scintillator, and are assembled in triangularly shaped

units called megatiles. The megatiles are installed

into pizza pans that provide top and bottom optical

covers and also protect the optical assembly. The

pizza pans are installed into the EM (either scin-

tillator tile layers for the calorimeters or scintillator

strips for the shower maximumdetector) and into the

hadron calorimeters. Clear optical �ber cables con-

nected to mass connectors on the outer edges of the

pizza pans carry light to the rear face of the plugs.

There the optical cables plug into decoder boxes,which

change the grouping of �bers from pan-oriented to

tower-oriented. The �ber groups coming from each

tower are read out by PMTs connected to the decoder

boxes.

A system of movable radioactive sources allows

each tile (or strip) of the entire apparatus to be

exposed to radiation during the construction phase,

permitting us to measure the response of the device

as we build it, and assuring us that we are maintain-

ing quality control.

More general information on the Plug Upgrade

project can be found in [1]. Table 9.2 summarizes the

general characteristics of the Plug Upgrade Calorime-

ter.

Mechanical modi�cations to the existing plug iron

and supports are discussed in section 9.3.2 of this

EM HAD

Segmentation � 8� 8cm2 � 24� 24cm2

Total Channels 960 864

Thickness 21 X0, 1 �0 7 �0
Density 0:36�Pb 0:75�Fe
Samples 22 + 23

Preshower

Active 4 mm Scint 6 mm Scint

Passive 4.5 mm Pb 2 inch Fe

Light Yield �3.5 �2
(pe/MIP/tile)

Resolution 16%/
p
E � 1% 80%/

p
E � 5%

Table 9.2: Overview of the Plug Upgrade Calorimeter.
The EM (hadron) resolution is for a single electron (pion).

document,where the EM mechanical structure is also

addressed. Section 9.10 describes early R&D studies

on the engineering prototype. A detailed discussion

of the complete optical system (excluding PMTs) is

given in section 9.6. Sections 9.3,9.5 and 9.4 describe

design, manufacture, assembly, calibration, and qual-

ity control of the EM, hadron and shower maximum

detectors respectively. Section 9.6.2 describes the

PMT system, and the calibration and stability mon-

itor systems are described in section 9.7 and 9.8. Fi-

nally, section 9.9 describes the Test Beam and Cosmic
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Figure 9.2: Transverse segmentation, showing physical
and trigger towers in a 30� section.

Ray testing that will be performed on the assembled

detector as part of the calibration program.

9.2 Speci�cation of Transverse

Segmentation

The transverse segmentation of the Plug Upgrade

Calorimeter is given in Table 9.1 and shown in

Fig. 9.2. It is the same for the EM and hadron com-

partments, and is the result of a Monte Carlo study

on e� identi�cation in b=�b jets: b ! e + X . This

is a good topology to use to tune the segmentation

because the electron shower is in close proximity to

a hadron jet. The Monte Carlo used ISAJET[2] to

generate the b=�b jets and CLEOMC2[3] to decay the

resulting b=�b hadrons. In this study, the b=�b hadrons

were forced to decay into electrons. One electron was

required to be in the central region and the other in

the plug. The electron tracks were marked and kept

for later correlations with EM shower clusters.

A simpli�ed detector simulation was used. It in-

cluded the solenoidal magnetic �eld, the transverse

EM and hadron shower shapes for transverse energy

sharing among towers, and longitudinal energy shar-

ing between the EM and hadron towers. Resolution

smearing and detector cracks and transitions were

not included. A cluster �nder was used to �nd show-

ers in the EM section. Electron identi�cation cuts

were applied to the EM cluster nearest to the elec-

tron track. The cuts required that the cluster en-

ergy (Eem) be consistent with the electron momen-

tum (Pe) and that the energy in the hadron towers

(Ehad) directly behind the towers in the EM clus-

ter be consistent with that for an electromagnetic

Figure 9.3: Simulation result on the identi�cation proba-
bility for electrons from b! e +X (pb

t
> 5 GeV).

shower: Eem=Pe > 0:8 and Ehad=Eem < 0:1. Note

that charged particle tracking capability down to the

highest � is assumed. For the segmentation of Ta-

ble 9.1, the probability that a b ! e + X electron

is isolated enough to be identi�ed by tracking and

calorimetry is shown in Fig. 9.3.

9.3 EM Calorimeter

9.3.1 Design Speci�cation

The energy resolution of the EM calorimeter is given

by:

(
�

E
)2 = (

�1p
E
)2 + (�2)

2; (9.1)

where the �rst term �1=
p
E comes from sampling

uctuations and the photostatistics of PMTs, and the

second term �2 comes from the nonuniform response

of the calorimeter. The sampling uctuations from

a 4.5 mm thick lead plate sandwiched between 0.5

mm thick stainless steel plates were estimated to be

14%/
p
E using an EM shower simulation.

Our �rst design goal is that the energy resolu-

tion due to sampling should be less than 16%=
p
E.

To achieve this, the light yield from a tile/�ber per

MIP must be larger than 3 pe. The constant term

contribution to the energy resolution is required to

be less than 1%. To satisfy this requirement, the

EM shower simulation showed that the transverse re-

sponse within a tile/�ber assembly should have an

r.m.s. less than 2.5%. The non{linearity of the

calorimeter in the energy range between 10 GeV and

400 GeV should be less than 1%. To satisfy this re-
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quirement, the variation of responses of tiles within

a tower must be less than 10%.

The �rst layer of the EM calorimeter may be read

out separately from the rest of the tiles in the same

tower and can be used as a preshower detector, en-

hancing the physics capabilities of the EM calorime-

ter, particularly  physics in the high � region. A

careful analysis [13] has shown that to distinguish

between  and �0 with good e�ciency the light yield

from the preshower layer at the PMT level must be

at least 5 pe/MIP. This light yield will be achieved by

increasing the thickness of the �rst layer tiles to 1 cm,

and by using brighter BC-408 scintillator. The read-

out of the preshower detector will take place through

MAPMT.

The design of the EM calorimeter is reviewed in

Section 9.3.2 below. A full description of the design

and construction of the EM calorimeter can be found

in [14].

9.3.2 Mechanical Design

The mechanical structure of the EM calorimeter con-

sists of 23 layers of lead absorber plates. The ab-

sorber plates, each 5.5 mm thick and approximately

2.77 m in diameter, are made of a calcium-tin-lead

sheet (4.5 mm thick) sandwiched between 0.5 mm

stainless steel sheets (Fig. 9.5) . Each lead layer is

made of two 180� halves, while the steel sheets are

laser cut into 45� sectors. Components are rotated

such that edges do not overlap. The steel is epoxied

to the lead over the whole surface area with a room

temperature cure, while under vacuum.

At the inner diameter, 16 intermediate radial loca-

tions, and at 24 locations around the outer perimeter,

stainless steel inserts are used in place of the lead and

are spot welded to the steel sheets. These create hard

point locations, which can be used to transfer the load

of each sheet to the calorimeter support structure.

In 21 of the 23 layers, the absorber plates are held

8.8 mm apart by stainless steel spacers, allowing for

the insertion of the standard EM section pizza pans.

The structure thus allows for easy insertion and re-

moval of the scintillator assemblies, and the scintilla-

tor assemblies are not loaded by the mechanical struc-

ture. This nominal dimension allows for the insertion

of the 7 mm thick pans under all conditions, assuming

a linear build-up of tolerances and deections even

when the calorimeter is stored horizontally, as in the

Cosmic Ray test (see Sec. 9.9.2)

In the two slots corresponding to layers 1 and 5 the

spacing is increased to 21 mm and 29.8 mm, respec-

tively, to accommodate the preshower and shower

maximum detectors. Layer 1 holds the preshower

scintillator assemblies, while both the shower max-

imum detector and a standard EM pizza pan are

placed in layer 5.

The 0.5 inch thick steel front plate of the calorime-

ter functions as an absorber layer (in terms of radia-

tion lengths) while providing a good mechanical sup-

port. The entire structure, weighing about 13 tons

(including the �rst iron layer, called -6 plate, to which

the EM calorimeter is attached) is supported at the

inside radius of the plates by a cone which transmits

the load to the -6 plate, and from there to the hadron

supports. In the installed position, the cone acts as a

cantilever beam supporting the EM calorimeter, with

the intermediate and outer spacers providing stabil-

ity to the absorber plates as they are sandwiched be-

tween the 0.5 inch thick front plate and the 2 inch

thick -6 plate. In the horizontal position, the cone

and spacers allow for pan insertion and removal by

limiting the deections of each absorber sheet.

The EM calorimeter has the same diameter as the

current PEM but is approximately 175 mm thinner.

The resulting free space is used to re-establish a 25

mm stay clear zone between the front of the EM

calorimeter and the Central Tracking region, and to

add 2 more hadron layers behind the EM calorimeter.

9.3.3 Detector Description

The scintillator used for the calorimeter is Kuraray

SCSN38 [15]. The WLS �ber and clear �ber are

Kuraray multi-clad �bers with polystyrene for the

core, polymethylmethacrylate (PMMA) for the in-

ner cladding and uorinated PMMA for the outer

cladding. The 0.83 mm diameter Y11 WLS �bers

are thermally spliced to clear �bers of the same di-

ameter. The unspliced ends of the WLS �ber are

mirrored by aluminum sputtering and coated with a

cover of MgF2.

The EM scintillator tiles are individually cut and

arranged into 15� megatiles. Production starts with a

scintillator plate roughly cut into a pair of 15� units.

Fiber grooving and �ne cutting are then performed.

Next, the four edges of an individual tile are painted

with a TiO2 loaded O-de Coat (Nippon Paint). Ex-

tensive studies showed that it was best to place the

tiles between two layers of white PET �lm (E65) to
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Figure 9.4: EM calorimeter mechanical structure.

Figure 9.5: Individual EM absorber plate.
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Figure 9.6: Assembly scheme for an EM pizza pan.

provide good reectivity on the tile surface and trans-

verse uniformity of tile response. The assembly is

therefore sandwiched between two layers of 1.7 mm

and 0.8 mm thick white plastic sheets.

The tiles are accurately positioned with sets of

scintillator pins (Fig. 9.6). The pins are 6.5 mm long

and 3 mm in diameter. The scintillator pins were

developed to minimize the non-uniformity of the re-

sponse associated with the pins. Pin positions are

staggered in subsequent layers. The scintillator pins

were found to recover up to 75% of the light yield

lost with conventional plastic pins.

9.3.4 EM Fiber Assembly Quality Con-

trol

Diameters of the �bers were checked. For the 0.9

mm clear �bers, the r.m.s. variation in diameter

is 3.8 �m and the average diameters are close to

900 �m. No signi�cant variation in average diam-

eter between di�erent production batches has been

observed. These results satisfy our requirements of

900�20 �m. The WLS �bers were required to have

diameters of 830�20 �m; �bers with diameters out-

side the speci�cations were rejected.

The WLS �bers were sampled and monitored for

light yield and attenuation length. A 4 m long �ber

piece was sampled out of every 50 m of WLS �ber.

The 4 m �ber was divided into one 1 m long �ber

and one 3 m long �ber, used for the light yield and

attenuation length measurements respectively. The

light intensity was measured by reading the current

of a PMT (Hamamatsu H1161) while exciting the

�ber from the side with an LED lamp at 5 cm length

Figure 9.7: Attenuation length distribution for 3 meter
long WLS �bers.

intervals. The attenuation length � was obtained by

�tting a plot of the light intensity vs. position to an

exponential function.

The results of these measurements are shown in

Figs. 9.7 and 9.8. The average attenuation length of

WLS �bers is 308 cm, and the minimum attenuation

length is 250 cm. The r.m.s. variation in attenuation

length is 3.6%. The WLS �ber attenuation length

was speci�ed to be larger than 1.5 m with an r.m.s.

variation from batch to batch below 15%.

For clear �bers, we sampled a pair of 15 m long

�bers at the beginning and the end of each batch.

The light from a halogen lamp was injected into one

end of the clear �ber and the light intensity was mea-

sured at the other end by means of a spectrum ana-

lyzer at wavelengths of 500 and 670 nm. The �bers

were then shortened by 3 m, the �ber ends were pol-

ished, and the transmission was measured again. As-

suming exponential light attenuation, the attenua-

tion length � was obtained by the formula:

� = � 12 m

ln(I1=I2)
(9.2)

where I1 and I2 are the light intensity of the two

measurements.

The average attenuation length of clear �bers at a

wavelength of 500 nm is 9.3 m, and its r.m.s. varia-

tion is 11%. The average attenuation length of clear

�bers at a wavelength of 670 nm is 21.4 m, and its

r.m.s. variation is 21% . By an interpolation of the

results at 500 nm and 670 nm, the attenuation length
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Figure 9.8: Attenuation length for clear �ber at two dif-
ferent wavelengths.

at 550 nm is estimated to be 12.9 m with an r.m.s.

variation of 13.9%. For the clear �bers, the attenua-

tion length was speci�ed to be larger than 10 m and

its r.m.s. variation less than 15% at a wavelength of

550 nm.

A full description of the quality control of the EM

�ber assemblies can be found in [39].

9.3.5 EM Tile/Fiber Assembly Quality

Control

The light yield of scintillator tiles mainly depends

on plate thickness and dopant concentration. To en-

sure uniform response over a tile/�ber system, these

two characteristics should be uniform. For samples of

scintillator sheets produced by Kuraray, sheet thick-

ness and light yield were measured. The average

thickness is 4.0 mm and the r.m.s. thickness variation

is 1.6%. The systematic uncertainty of the measure-

ment of thickness variation is less than 0.01%.

The light yield of a block of scintillator sampled

from a scintillator plate was required to be more than

130 pe/MIP, and its r.m.s. variation after correction

for block thickness to be less than 2%. The light in-

tensity of the sample block was reduced to 5% with

a neutral density �lter and air gaps in front of the

PMT (Hamamatsu H1161). An EM shutter and a

quartz glass in front of the PMT were used to keep

the PMT high voltage on for the duration of the mea-

surements and hence keep the gain of the PMT sta-

ble during the measurement. The light yields of all

blocks were more than 140 pe. The results are shown

Figure 9.9: Light yield measurements on samples of Ku-
raray scintillator extracted from the production scintilla-
tor plates: (a) reproducibility of the measurement, (b)
sample light yield, (c) sample thickness (d) sample light
yield after thickness correction.

in Fig. 9.9. The r.m.s. variation of the thickness-

corrected light yields was 1.7% after subtracting 1%

systematic error. These results satisfy the require-

ments.

To investigate the �nal response of the tile, about

2% of tiles were sampled and their light yields for

MIPs were measured using several standard �bers.

The �nal requirement for the light yield is that the

light yield must be at least 3 pe/MIP/tile. In previ-

ous studies, it was found that about 20% of the light

was lost at the splice, about 10% of the remaining

light was lost at the �ber connector, and about 40%

of the light was lost in a 5 m clear �ber (the atten-

uation length of clear �bers is approximately 10 m).

In total, approximately 60% of the light from a tile

is lost before reaching the PMT.

In measurements of tile/�ber light yield after the

tile fabrication, scintillator tiles and standard WLS

�bers were used. The WLS �ber length was typi-

cally 60 cm, and the light from the WLS �ber was

directly measured without clear �ber or �ber connec-

tors. We required that the light yield be more than 12

pe/MIP in this measurement. The light yields from

sample tiles were corrected using the light yields from

reference tiles. We monitored the light yield of the

reference tile before and after all the measurements.

The r.m.s. variation of the light yield after subtract-

ing the variations in WLS light yield and sample tile

thickness was required to be less than 2%.
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After the �nal assembly, a cosmic-ray test of all

the 15� units (1144 units) as a �nal quality control

procedure was done. 15 pans at a time were exposed

to cosmic rays for a period of 24 hours. The repro-

ducibility of the light yield measurement is approxi-

mately 3%. The quality requirements are

� light yield of the tile per MIP larger than 3.5

photo-electrons,

� light yield within�30% with respect to the tower

average,

� light leakage to adjacent tiles less than 3.5%.

The light yield r.m.s. for tiles of the same size mea-

sured by the cosmic ray setup for 880 units was 5.4%.

The r.m.s. for tiles belonging to the same tower was

measured to be 9.5%. A full description of the qual-

ity control of the EM Tile/Fiber Assemblies can be

found in [39].

9.4 Shower Maximum Detector

9.4.1 Design Speci�cation

The Plug Upgrade Calorimeter shower maximum de-

tector (SMD) is a position sensitive detector placed

at a depth of approximately 6 radiation lengths inside

the EM calorimeter. It will cover a circular area 2.6

m in diameter at 1.8 m from the nominal interaction

point at B0. Its purpose is twofold:

� measure the position of e� and  showers

� help separate e� and s from �0.

The design of the SMD is constrained by the over-

all design of the plug calorimeter. For example, since

the EM calorimeter is based on 15� azimuthal sectors,

it is prudent to choose the SMD sector angle to be

an integer multiple of 15�. Various position detector

scenarios have been investigated in the past [20]. The

technical solution �nally chosen for the SMD consists

of scintillator strips read out by WLS �bers. Test

beam studies and Monte Carlo simulations [21] have

shown that an output of 1 pe/MIP should be suf-

�cient for the measurement of the position of high

energy electrons with resolution of approximately 1

mm in a detector made of 5 mm wide strips.

Requirements imposed by physics issues have also

been addressed. The segmentation scheme has been

�nalized after careful studies of �0= separation, oc-

cupancy and resolution of ambiguities caused by mul-

tiple showers. Although not a design requirement,

sensitivity to muons would be useful. Ability to de-

tect minimum ionizing particles e�ciently requires

about 4 pe/MIP. Test beam studies and Monte Carlo

simulations show that an r.m.s. response variation of

10% between detector channels does not signi�cantly

degrade position resolution or �0= discrimination.

Since the detector will be read out by a MAPMT

and presently available devices generally have chan-

nel to channel gain variations greater than 10%, we

consider careful channel to channel calibration of this

detector a crucial factor in its successful commission-

ing. Moreover, because of scintillator aging and po-

tential radiation damage, it will be necessary to mon-

itor the calibration during the course of operation.

The calibration system employs a 5 mm 137Cs wire

source running almost perpendicular to the strips in

the SMD plane. The current read out from each

channel of the MAPMT provides the strip to strip

calibration.

9.4.2 Detector Description

The active elements of the SMD are scintillator strips

read out with WLS �bers. The WLS �bers are

connected through optical connectors to clear �bers,

which carry the light to the MAPMTs located at the

rear of the plug.

The SMD is divided into eight 45� sectors, each

covering the region from the beam pipe at 11 cm to

an outer radius of 130 cm. Each sector contains two

layers (called U and V) of 5 mm pitch scintillator

strips. The U and V layers are held together by two

1/8" thick lexan covers, and inserted into the �fth

sampling slot (behind �6 radiation lengths of mate-

rial) within the EM calorimeter

The placement of the U and V strips in a 45� sector

are shown in Fig. 9.10. The two scintillator layers U

and V are aligned at +22:5� and �22:5� with respect
to the radial dimension, to provide two-dimensional

position measurement. Monte Carlo studies show

that �0 rejection increases with increasing U-V cross-

ing angle, and that U-V angles greater than 30� are

necessary for good rejection e�ciency. This design

employs a 45� crossing angle as the most reasonable

choice, since larger angles would be di�cult to im-

plement mechanically.

Each U or V layer will be assembled with 400 scin-
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Figure 9.10: Geometry of the SMD in a 45� sector

tillating strips aligned parallel to one edge or the

other of the 45� sector. The scintillating strips are

5 mm wide by 6 mm thick and have variable length

between 5 and 100 cm. A \ball groove" in each strip

(0.89 mm in diameter) accepts a WLS �ber (0.83 mm

in diameter) which guides the light to optical con-

nectors mounted near the outer perimeter of the sec-

tor. The strips are wrapped like a tennis racket grip

with reective aluminum tape. Groups of 10 strips

are taped together and subsequently treated as one

unit, which we call a \megastrip". The megastrips

are placed in the pizza pans using separators that

keep the megastrips parallel to one side of the 45�

sector.

The U and V scintillator strip layers are segmented

into upper and lower parts, corresponding to � re-

gions 1.13-2.60 and 2.60-3.50 respectively. The upper

and lower strips are separated at a line that intersects

the side of the panel at a radius of 28.2 cm, match-

ing the EM calorimeter inter tile boundary. The main

purpose of � segmentation is to reduce the occupancy

of the strips expected from the underlying event. Al-

though the occupancy expected in the lower � seg-

ment is approximately two to four times larger than

that of the upper segment, further segmentation is

impractical. In tests performed, we found that the

light yield decreases as the strips become shorter. For

e�cient light collection, the strip length should not

be smaller than 5 cm. For this reason, and also for

the practical reason of avoiding very short strips, the

short strip corner of the lower sector is serviced by

strips from the upper sector, while the short strips of

the upper sector are eliminated.

Three megastrips will service the high-� region.

The WLS �bers in these megastrips will be spliced to

clear �bers routed underneath the scintillator strips

of the low-� region, using the grooves milled in the

lexan covers.

9.4.3 SMD Fiber Assembly Quality Con-

trol

The WLS �bers were prepared prior to the pizza pan

assembly in a manner very similar to that described

below for the hadron calorimeter. One end of each

WLS �ber was polished, mirrored by aluminization,

and protected by a thin coating of epoxy glue. The

other end was cut to a speci�ed length and inserted

into a 10-�ber optical connector. The �ber ends were

then glued in place in the connectors and polished.

The WLS �bers from the scintillator strips from the

lower part were �rst spliced to clear �bers.

The r.m.s. variation in transmission through the

�bers and connector assemblies was around 2%. This

value is in agreement with the observation made dur-

ing the production of the hadron calorimeter (sec-

tion 9.5) and the di�erence in quadrature between

the two observed r.m.s. values is in good agreement

with the values reported in Ref.[7] for the variation in

the light transmission through a splice. We accepted

all �ber/connector assemblies where the light yield

was within 10% (�4�) of the average light yield for

unspliced �bers and within 15% (�4�) of the average
light yield for spliced �bers.

9.4.4 SMD Scintillator Strips and Megas-

trips Quality Control

Before turning to the production of the scintillator

strips and megastrips, we measured the individual

light yield of all the BC408 scintillator plates received

from the vendor (Bicron). We used a 207Bi source to

determine the response of samples of scintillator to

� 1 MeV electrons depositing all their energy in the

scintillator All the plates for which the response was

more than 10% away from the average response were

rejected and sent back to the vendor for replacement.

All assembled pizza pans were scanned sending

a wire with a 4 mCi 137Cs source mounted on the

tip through the source calibration tubes mounted on

each pizza pan, and by scanning all the individual
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Figure 9.11: Response of the SMD �ber/strip assemblies
to the collimated and wire-mounted 137Cs sources.

strips with a collimated 137Cs source. The strips

were read out through a 64 channel MAPMT, the

DC anode current of which was measured by a pi-

coammeter. The individual channel read out test was

repeated for all the strips in all the pans. The mo-

tivation for this test was to determine whether the

calibration system (source tubes running on the out-

side of pizza pan and crossing the strips at an angle of

67:5�) would have ensured a strip to strip calibration

uncertainty of 10% (or less).

Figure 9.11 shows the responses of the individual

strips to the collimated and wire-mounted sources for

a subset of strips where the crossing angle between

the source tubes and the strips is constant. The vari-

ation in strip response is mainly due to the channel

to channel response variation of the MAPMT which

are exactly what we want to calibrate out with the

wire source. Figure 9.12 (top) shows the correla-

tion between the responses to the collimated and the

wire sources. The correlation is outstanding, and the

r.m.s. variation in the correlation is about 4% which

is more than two times better than required.

Figure 9.12 (bottom) shows the ratio between the

responses to the collimated and wire sources as a

function of the strip number for the �rst 60 strips

of the full set of shower maximum pizza pans. The

higher response in the low numbered channels is due

to the fact that the source tube crosses closer to the

long axes of these �ngers, and the source activity is

about 5 mm long. We are presently working to un-

derstand all these marginal e�ects of the wire source

system.

Figure 9.12: Correlation (top) and ratio (bottom) between
the responses to the collimated and wire-mounted sources.

9.5 Hadron Calorimeter

9.5.1 Design Speci�cation

The hadron calorimeter has been designed to attain

the following performance: �rst, its � � � segmenta-

tion should allow the topics such as b-physics, W ,

Z, and  physics, and jet physics, to be investi-

gated in an e�cient and productive fashion. Sec-

ond, it should have an energy resolution of �=E �
(80 � 90)%=

p
E � 5%. This is dominated by the

sampling uctuations from 2" steel absorber plates

rather than by PMT photostatistics and response

variation. For such sampling, the sensitivity of the

calorimeter to hadron showers is 0.1 GeV/MIP/tile

and the intrinsic resolution is � 80%=
p
E. Finally,

the calorimeter should be able to identify muons via

their dE/dx energy loss.

The engineering prototype and subsequent R&D

indicate that the hadron calorimeter will attain the

target energy resolution of (80� 90)%=
p
E � 5%. In

terms of component performance, the 5% constant

term requires that the r.m.s. variation of tile to tile

light yield be better than 10% and that the r.m.s. of

intra-tile transverse nonuniformity be less than 4%

(assuming the nonuniformity is the same for all tiles

in a projective tower). An overall tile to tile light

output variation of 10% contributes only 3% to the

constant term because the hadron shower is typically

spread out over more than 10 layers longitudinally.
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Figure 9.13: End plug calorimeter support structure.

9.5.2 Mechanical Design

9.5.2.1 Hadron Module

The steel structure of the existing hadron calorime-

ter will be reused, after two modi�cations: �rst, the

addition of two two-inch thick stainless steel plates

to the front of the calorimeter and the replacement

of the existing -4 plate; second, the addition of stain-

less steel disks to each of the existing iron absorber

to close the region around the beam line from 10� to

3� (Fig. 9.1).

The additional plates in front of the hadron de-

tector will be supported in the same manner as the

plates located in the cylindrical region of the exist-

ing hadron calorimeter, namely by cantilever beams

which extend forward from the 0 plate every 30�

around the perimeter of the device. Each of these

additional plates will be attached to the calorimeter

in the assembly hall, with the -6 plate arriving as the

backplate of the EM calorimeter. The -4 plates will

be replaced by spares from the original plugs. The

carbon steel portion of the -4 plate will remain 1.75

inch thick, as in the current structure, to minimize

change in the magnetic �eld.

After being stripped of the old calorimeter gas

chambers, the existing plug steel will be rotated nose

down, and the 10� to 3� stainless steel disks will then

be welded to each of the existing hadron plates se-

quentially, front to back, in the calorimeter. The in-

ner tie ribs which currently support the plates in the

10� region will be taken out; their function is served

by rings joining the stainless steel inserts at their in-

ner diameter. These rings will also serve to make the

structure light tight in this region.

The additional steel adds about 7 tons to the

weight of each end plug, and the center of gravity of

each plug moves towards the interaction point. The

design for the modi�cations to the hadron structure

have passed the safety review.

9.5.2.2 Design and Analysis of the End Plug

Support Structure

The EM and hadron modi�cations increase the

weight of each end plug by approximately 13 tons,

to 102 tons total, and move the center of gravity of
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each plug towards the interaction point by 175 mm.

However, the plugs will continue to be supported by

the existing box beam structure after reinforcement

in a few critical areas. The removal of several vertical

plates on the rear of each plug will create additional

area for PMT mounting and electronics, as shown in

Fig. 9.13.

The original analysis of the support structure

treated the detector in terms of two separate com-

ponents: the calorimeter and the support struc-

ture. However, during assembly the rear plate of the

hadron calorimeter was welded to the box beam sup-

ports, making the vertical plates redundant. Two of

the original four plates have been removed from each

plug, and with this upgrade we will remove the re-

maining two plates, as their function is served by the

2 inch thick hadron steel plate to which the beams are

attached. Several 1 inch thick plates will be added to

the box beams to increase the overall sti�ness of the

structure, limiting both the stresses and deections.

An ANSYS model of the end plug structure has

identi�ed these areas of concern, and the new plates

can be seen in Fig. 9.13. These plates will be added

when the structure is rotated nose down for the ad-

dition of the hadron steel disk inserts. The I-beams

on the central calorimeter which support the plug

as it is rolled into place have also been included in

the ANSYS analysis, and some reinforcement of these

beams, or limitation of the total travel of the plugs,

will have to be implemented.

9.5.3 Hadron Pizza Pan Assembly

In contrast to the EM sector, all 32 tiles within a

300 section are cut from a single piece of scintilla-

tor. A cross section of the pizza pan unit is shown in

Fig. 9.14. The unit begins with a 0.063" thick alu-

minum bottom cover. Then comes the 6 mm thick

SCSN38 scintillator megatile covered on both sides

with 0.006" thick white reective Tyvek [16] paper.

The surfaces of the scintillator tiles are grooved to

hold the WLS �bers.

Above the megatile is a 0.150" thick white plastic

�ber routing sheet. The �bers rise out of the scintil-

lator through a 0:125"� 1" slot in the white plastic

into grooves on the top side of the white plastic. The

grooves, 0.063" wide and 0.063" deep, route the �bers

to an optical connector at the outside edge of the pan.

Source calibration tubes, 0.050" O.D., are placed on

the bottom of the white plastic. There are four cal-

Figure 9.14: Hadron pizza pan cross section.

ibration tubes per megatile and each tile is crossed

by one tube. Sheets of black opaque Tedlar are used

to make the combined scintillator and white plastic

sheets light-tight. Finally, a second 0.090" aluminum

cover is located on top to provide a complete protec-

tive package.

The megatile unit is held and compressed together

by a set of 0.188" diameter rivets spaced 18" or less

apart. These rivets keep the inter-component gaps

to �0.015" or less so that �bers can't pop out of

grooves and so that the reective Tyvek paper is held

right against the scintillator to minimize both the

tile transverse response non-uniformity and tile to tile

light cross-talk.

The SCSN38 scintillator megatile is constructed as

follows: separation grooves between the tiles are cut

into a 6 mm thick plate by a computer controlled

machine, leaving � 0.25 mm of uncut scintillator at

the bottom of the grooves. The grooves are then

�lled with a white paint/epoxy mixture [17] to glue

the individual tiles together. The epoxy is used for

both the structural support and as a reective surface

at the edges of the tiles. A black marker is used to

paint a line on the surface of the scintillator between

the tiles to minimize the light cross-talk. Figure 9.15

shows the light cross-talk between neighboring tiles

is less than 2% per edge of the tile.

After the glueing procedure is completed, the

megatile is put back on the milling machine and the

�ber grooves are cut out. In the next step, the scintil-

lator sheet is wrapped using white reective Tyvek.

Then, a layer of plastic with grooves to route clear

�bers is placed on top of the scintillator sheet. At

the �nal assembly stage, the �bers are inserted into

all tiles and the megatile is covered with black Tedlar

for light-tightness and placed in aluminium pans for

the mechanical protection. A full description of the

assembly technique and quality control can be found
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Figure 9.15: R&D studies on the optical cross-talk as a
function of the thickness of uncut scintillator. The scin-
tillator thickness was 6 mm. Open diamonds indicate
the cross-talk when no black line mark is applied below
the separation groove. Black symbols indicate the optical
cross-talk for the tiles with a black line under the separa-
tion groove.

in [18].

9.5.4 Hadron Fiber Assembly Quality

Control

Approximately 2600 �ber/connector assemblies (see

section 9.6) are needed for the the hadron calorime-

ter. After mirroring, splicing and assembly into mass-

terminated connectors, the �bers were tested by ex-

citing them from the side with an UV lamp and mea-

suring the light output at the unmirrored end using

a photodiode. The lamp was moved in small steps

along the length of the �bers and the response of the

photodiode was recorded at each position. The peak

wavelength of the UV lamp used in this setup was

405 nm: however a blue �lter was used to remove the

UV light of wavelength less than 385 nm.

By measuring the light yield of individual �bers, we

checked the quality of the polishing, the reectivity of

the mirrored surface, the light transmission across the

splice between WLS and clear �bers, and the quality

of the connector surface. Figure 9.16 shows the distri-

bution of the relative light yield of �bers as measured

by the UV setup. The r.m.s. of this distribution is

3.2%. Fiber light yield was normalized to the average

light yield of the set of �bers with the same length.

Fibers with relative light yield more than 12% below

the average were rejected. In those few cases, the

particular WLS �ber was replaced and the entire con-

nector was tested again. In some cases the low light

Figure 9.16: Distribution for the relative light yield of
hadron calorimeter �bers assembled in the optical connec-
tors.

yield of a �ber was related to a problem with clear

�bers or connector parts. In these cases, the entire

�ber/connector assembly was discarded and replaced

by a new one.

In a sub-sample of 1600 �ber/connector assemblies,

containing over 12,500 �bers in total, 85 �bers (�
0.7%) were re-spliced and 40 �ber/connectors assem-

blies (� 2.5%) were rejected. The average and r.m.s.

mirror reectivity, excluding �bers mirrored during

a period of sputtering machine problems, were equal

to 90% and 5.4% respectively. However, due to the

attenuation of light in the WLS �bers, the typical in-

crease of light yield for �bers with mirrored ends was

between 30 and 40%. Thus, the contribution to the

variation of the �ber light yield originating from the

variation in the mirror reectivity was � 1.5-2%.

9.5.5 Hadron Tile/Fiber Assembly Qual-

ity Control

Prior to the shipment of scintillator material to Fer-

milab, the thickness of each scintillator plate was

measured by the manufacturer, Kuraray Interna-

tional Corporation. The distribution of the average

thickness of scintillator plates is shown in Fig. 9.17.

The nominal thickness of the SCSN38 scintillator was

6 mm. Scintillator plates with average thickness be-

low 5.8 mm were rejected by the manufacturer. The

distribution of average scintillator plate thickness had

an r.m.s. of 1.2%.

To measure the variation in the absolute light yield
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Figure 9.17: Distribution of average scintillator thickness
used in the hadron pizza pan production.

of the scintillator material, we studied the scintilla-

tor absorption spectra using a 207Bi source. Small

2 cm � 2 cm pieces of scintillator were placed on the

face of the PMT and were excited with the � source.

Figure 9.18 shows the ADC distribution of the PMT

signal corresponding to the absorption spectrum of

one scintillator sample. The light yield of each sam-

ple, relative to the reference sample, was measured

by determining the position (in ADC counts) of the

absorption peak corresponding to the largest deposit

of energy. From this plot we infer that the distribu-

tion of the absolute light yield of scintillator plates

had an r.m.s. of 1.6%.

After passing the UV light yield Quality Control

(QC) test, the �ber/connector assemblies were in-

serted into the megatiles. Next, the megatiles un-

derwent QC tests using a collimated 137Cs  source.

We used a PC-controlled motor drive and data ac-

quisition system to record the response of individ-

ual tiles to the radioactive source. The megatiles

were placed inside a light-tight \scanner box" and

positioned against three alignment pins. The rela-

tive light yields of the tiles were measured by record-

ing the DC current response of a set of PMTs 1.

Data were taken in sequence by positioning the source

over the geometrical center of each of the tiles in a

megatile. The gains for the PMTs were measured be-

fore and after each megatile test using a control tile.

1Hamamatsu R580-17, 10-stage green-extended PMTs, op-

erated at 1350 V, corresponding to a gain of approximately

106.

Figure 9.18: Absorption spectrum of the 207Bi source used
to check the light yield of the hadron scintillator plates
before production. The position of the highest peak was
used to determine the relative light yield of each sample.

The r.m.s. of the relative gain of each tube measured

during the period of QC tests described here (Decem-

ber 1993 through August 1994) was � 0.7%-1.0%.

Figure 9.19 shows the distribution of the relative

light yield for individual tiles from the �rst 14 lay-

ers. The r.m.s. of the distribution is 6.1%. The

few tile/�bers assemblies with relative light yield less

than 78% of the mean were repaired. In such cases,

we either re-spliced the WLS �ber or replaced the

entire �ber/connector assembly. During the produc-

tion period, during which 378 megatiles were pro-

duced, with 1512 connectors and 12,420 �bers, 36

�bers (� 0.3%) had to be re-spliced and 26 connec-

tors (� 1.7%) had to be replaced.

Therefore as a result of the two QC tests (UV �ber

light yield and collimated  source megatile light

yield), 1% of the �bers were re-spliced and 4% of

the �ber/connector assemblies were rejected and re-

placed.

A discussion of the possible sources of the tile/�ber

assembly light yield variation is given in [19]. We can

de�ne the total variation of the relative light yield

distribution, �tot, as:

�2tot = �2fib + �2meg + �2other (9.3)

where �fib is the relative �ber light yield varia-

tion (3.2%) and �meg is the variation of the average

megatile light yield. We de�ne the average megatile

light yield as the average relative light yield of the
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Figure 9.19: Hadron light yield for the �rst 14 hadron
layers.

32 tiles belonging to a megatile. The term �meg de-

scribes an additional contribution to the tile light

yield variation due to systematic factors common to

all tiles cut from the same scintillator plate. The term

�other corresponds to the light yield variation due to

other factors. These factors include the quality of op-

tical coupling of �bers inside the megatile and local

variations in the scintillator material thickness. Us-

ing the measured values of �tot = 6:1%, �fib = 3:2%,

and �meg = 3:6%, we calculated �other = 3:7%.

9.6 Optical System

9.6.1 Optical Fibers

9.6.1.1 Preparation of Optical Fibers

The optical system needed to route light from the

scintillator tiles to the PMTs is a critical part of the

Plug Upgrade Calorimeter. One of the most impor-

tant components of this optical path is the splicing of

each WLS �ber to a clear �ber of the same diameter

for purpose of better light transmission. The splic-

ing technique was developed to meet the following

requirements:

� Transmission across the splice larger than 90%.

� Transmission variation less than 3%.

� Capability of splicing �bers of arbitrary length

with no �ber damage.

� Operator-independent or nearly independent

splicing machine.

Figure 9.20: Transmission across �ber splices.

Thermal fusion of plastic optical �bers had been

shown to be an adequate technology during the con-

struction of the engineering prototype [6] . For

the full production of the hadronic �bers, a semi-

automated splicing machine was developed. The cen-

tral section of the machine includes a 250W projector

lamp to heat and fuse the �bers and two \half tubes"

to constrain the �bers during heating. The use of half

tubes makes it possible to splice any length of �ber

without having to pull one �ber through a whole tube

to remove it, a process that would be less e�cient

and more likely to damage the �ber. The half tubes

are attached to bars, which are equipped with chucks

to hold the �bers in position. To obtain consistent

splices, �ber ends were polished to obtain a very uni-

form at surface.

To determine the light transmission across a splice,

a large number of Y-11 WLS �bers were cut and

spliced approximately at their midpoints. The �bers

were then excited transversely by a UV lamp and

read out at one end by a photodiode. The di�erence

in light yields for excitation on either side of the splice

was used to determine the transmission. Figure 9.20

shows the results on a test sample of 100 �bers. The

average transmission is 91%.

A sample of �bers were sent to University of

Tsukuba for radiation testing. The splices exhibit

no dependence on radiation doses up to 2 Mrad (see

table 9.3).

Although the splice transmission is independent of

�ber diameter, two characteristics do a�ect transmis-

sion through the splice [9]. The �rst is the type of

cladding, which can be either single-clad or multi-

clad. Any damage to the cladding during prepara-

tion of the �bers for splicing causes an increase in
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the variation in light transmission. Single-clad �bers

are more sensitive to cladding damage during polish-

ing than multi-clad �bers.

The other characteristic a�ecting transmission is a

property of the �ber core. The �ber supplier, Ku-

raray International, produces two versions of each

�ber, distinguished as S-TYPE and NON S-TYPE,

based on the orientation of the polystyrene chains.

In the S-TYPE �bers, the chains are well oriented

and the �bers are more exible. The refractive in-

dex, however, is not completely uniform. In NON

S-TYPE �bers the chains are fairly randomized and

the refractive index is more uniform. The �bers are

brittle, however, and easier to break if bent below a

minimum radius. The NON S-TYPE �ber used for

the hadronic calorimeter has a splice transmission ap-

proximately 10% higher than the S-TYPE �ber. A

full description of the splicing machine can be found

in [7].

Rad Trans. Tensile Bending

Dose Strength Radius

(Mrad) (Kg) (cm)

Control 90% 3 11.5

0.3 92% 2.4 9.5

0.5 90% 3.2 11.5

1 87% 2 9

2 89% 2.5 8.5

Table 9.3: Results of radiation tests on �ber splices.

A similar splicing device has been developed for

the EM calorimeter in Tsukuba. The �ber splicer

heats the ends of the �bers inserted in a PEEK tube,

which can help align the �ber axes and protects the

fused joint mechanically. Since the tube itself is sti�,

no structure to hold the �bers is necessary when the

�bers are being pressed together during splicing. Var-

ious parameters such as the pressure, heating time,

distance to the heater, were optimized and controlled

by a PC. The transmission across the splice was found

to be 95.8% with a r.m.s. spread of 1.3%, which was

evaluated as the ratio between the light yield at the

end of a piece of 1 m long clear �ber before and after

a splice was performed on the middle point. A full

description of the EM splicing machine can be found

in [37].

Figure 9.21: Schematic view of a 10-�ber optical cable
assembly.

9.6.1.2 Optical Fiber Cables

As with ordinary electrical wires, a large number of

optical �bers must be properly grouped to prevent

confusion in connections and to provide mechanical

protection. Protection of the �bers is important,

since the �bers are routed over the end plug struc-

ture. We have developed optical �ber cables in which

ten 0.9 mm diameter plastic �bers are assembled into

a at ribbon cable. The �ber spacing is 1.4 mm

and there is a 50 �m thick protecting jacket made

of black Tedlar [10]. The thickness of the jacket en-

sures enough exibility in the �ber cable. Loss in

light transmission has been tested as a function of

the radius of curvature. The study also included an

aging test performed using heat cycles. The results,

similar to those observed with single �bers, showed

no deterioration for radii of 1.5 cm or larger. Fig-

ure 9.21 shows a schematic view of a 10-�ber optical

cable.

9.6.1.3 Optical Mass Connectors

To provide a convenient way of connecting and dis-

connecting the optical elements of the calorimeter,

it was natural to terminate the optical �ber cables

with connectors at both ends. The �bers from the

tiles on a megatile are also terminated by connectors

mounted on the outside edge of the pizza pan so that

a pan is a single mechanical unit.

The most important feature of a connector is its

reproducibility rather than its absolute light trans-

mission. It was therefore decided to leave an air gap

in the junction without optical grease.

There are two types of connectors: those used in-

side the EM pans are 3.2 mm thick � 28 mm wide

� 26 mm long. They are closed by using specially

machined shoulder screws which provide su�cient

clamping force and precise location. The connectors

are attached to the top external surface of the EM
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Figure 9.22: Schematic drawings of hadron (left) and EM
(right) optical connectors.

Figure 9.23: Mounting scheme of hadron optical connector
on the outer edge of a pizza pan.

pans by clamping. A small L shaped \hold down

clamp" screwed to the pan holds down the connec-

tor. The connector is set into the pan at a depth

that allows the �ber bending radius to be su�ciently

large while still remaining within the con�nes of the

light-tight cover.

The 8.8 mm (.346 in.) longitudinal space allotted

for the EM pans is not large enough to include both

pans and connectors. The lead plates must therefore

be cut away locally to create the necessary space for

the connectors. Small pieces of tungsten replace the

lead in these areas. These tungsten pieces, although

thinner than the lead, are thick enough to provide ap-

proximately the same total interaction and radiation

lengths as the lead they replace.

The shower maximum pans will use connectors

identical to those used in the EM pans. These con-

nectors are placed near the perimeter of the pans,

some facing radially and some facing at 45� angles to

the plug surface.

The hadron connector includes a spring clip as-

sembly making connection and disconnection more

convenient. The main features of the optical con-

nectors are shown in Fig. 9.22. Both connectors

have been developed at DDK in Japan in conjunc-

tion with Tsukuba University and Fermilab, and have

been tested both at DDK and Fermilab [38]. Addi-

tional space in the hadron section makes it possi-

ble to use a connector thicker than the one used for

the EM and shower maximum pans. Connectors are

fastened to hadron pans as shown in Fig. 9.23. An

injection-molded \connector tray" is attached to the

pan by sandwiching it between the scintillator and

white plastic. The connector housing �ts into the

connector tray and is positioned by two holes. A

cover (not shown) is screwed onto the tray, enclosing

the connector housing. Cable assemblies then �t into

the housing.

Extensive R&D studies have proven that the op-

tical transmission of the connectors is adequate for

our purposes. Approximately 10% of the light is lost

due to the inevitable Fresnel reection which is 5% at

the boundaries between the �ber material (n=1.59)

and the air gap. The average total light loss is 17%.

The r.m.s. of the reproducibility is approximately 2-

3%. It should be noted that the variation in light

transmission of the individual light paths from the

scintillator tiles in a tower is added in quadrature to

the intrinsic tile response variation in the same tower.

The variation of the light transmission of each light

path in the cable connector assembly also a�ects the

tower to tower uniformity.

9.6.1.4 Optical Fiber Routing

The at �ber ribbon cables described previously

route the light signals along the outside surface of

the plug to connectors on the optical decoder boxes

on the rear face of the plug. The �ber routing scheme

is shown in Fig. 9.24. The pattern shown repeats ev-

ery 15� of azimuth. Fibers from each portion of the

detector maintain individual paths. EM �bers in the

center are surrounded by hadron �bers, then shower

maximum �bers, with the source tubes for all detec-

tors on the edges of each 15� section. A 5 cm wide

stay clear region every 15� allows for structural brack-

ets. There is space for 10 rows of EM cables each 5

layers deep in the center.

Since there are only 46 EM cables, 4 empty slots

in the EM section can be �lled with cables from

a proposed preshower detector. Hadron cables are

stacked either 4 or 5 deep while shower maximum

cables can be from 2 to 4 deep depending on their
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Figure 9.24: Fiber routing scheme on the outer perimeter of the plug. A 30� section is shown.

position. Stacks higher than 5 cables would result in

�ber bending radii smaller than the 25 mm speci�ed

for the design. The cables must be held in place as

they leave the pans and extend along the surface of

the plug. Preformed pieces of foam rubber support

the cables from above and below as they exit the

pans. Brackets to hold down the �bers are attached

to studs tack-welded to the surface of the plug. The

studs are internally threaded so that light-tight cov-

ers can be attached to them.

The entire plug surface must be covered to physi-

cally protect the �bers and source tubes and to pro-

vide a light-tight enclosure. Covers will be made of

.8 mm stainless steel sheet and will each cover 30� in

azimuth.

9.6.1.5 PMT Placement

Approximately 1200 PMTs with their mechanical

and electrical assemblies (base, light mixer, magnetic

and electrostatic shields) and the associated optical

decoder boxes for an end plug are grouped into 12

identical PMT boxes (Fig. 9.25) on the rear face of

the plug.

The PMT boxes �t into a framework on the back of

each Plug; each box can be mounted or dismounted

separately of the others. Each PMT box allows

space for the MAPMTs needed for the shower max-

imum detector. Internal to each box are additional

subassemblies for the decoder boxes and the PMT

mounting plates. The assembly was designed for

manufacturability and ease of testing and replace-

ment.

Each PMT box enclosure will be held at a tempera-

ture of 25�C and for this reason will be equipped with

a thermal control system [11]. At present, the plan

is to use solid state thermoelectric devices for cool-

ing and resistive heaters for warming if necessary. A

plan for placement of the electronics and power sup-

plies has been established and awaits �nal design de-

cisions. The PMT box design has been �nalized and

the boxes are currently being produced.

Cables from the PMT assemblies will be routed in-

side the enclosure to mass connector blocks mounted

on a patch panel. The panel has 10 signal connec-

tor blocks (10 channels each), and 12 high voltage

connector blocks (8 channels each) associated with

the R4125 PMTs. The signal and high voltage cable

bundles will use RG-174 cable and crimp coaxial and

pin connectors and block connectors similar to those

used on the anode, dynode, and high voltage cables

from the base packages.

9.6.1.6 PMT Mechanical Assembly

The PMT mechanical assembly and mounting ar-

rangement were designed by Fermilab Technical Sup-

port Section physicists and engineers, in cooperation

with the Michigan State University physicists and en-

gineers who designed the decoder boxes onto which

the PMT assemblies must mount.

Each PMT assembly will slide into an iron pipe

screwed into the front plate of a decoder box. The

PMT assembly is held in place by an aluminum cap,

which presses against a plastic ring and a rubber O-

ring. The O-ring makes the package light-tight at

the cap end. At the light mixer end of the PMT as-

sembly, the assembly engages with two holes in the

\cookie" holding the light �bers bringing light from

the calorimeter to the PMT. The assembly consists of
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Figure 9.25: Drawing of a fully loaded PMT box. 12 PMT
boxes house all the PMTs for an endplug and are mounted
on the back face of the plug.

a mu-metal shield, a lucite light mixer, a base pack-

age, and several parts which allow the light mixer

to be positioned precisely with respect to the cookie

surface, leaving a small air gap ( 2 mm).

As soon as a PMT/base combination has passed

all tests, the PMT and base network are built into a

complete assembly.

9.6.2 Photomultipliers

9.6.2.1 Single-Channel PMT

The original speci�cations of the single-cathode PMT

to be used for the EM and hadron calorimeter por-

tions are listed here.

� The diameter of the PMT must be less than 40

mm.

� The photocathode should be a green extended

bi-alkali with a quantum e�ciency of at least

12% at a wavelength of 520 nm.

� The gain times quantum e�ciency should be

3:75�105 for EM tubes for an operating voltage

less than 95% of the maximum rated value.

� The gain times quantum e�ciency should be

3:75�106 for hadron tubes for an operating volt-
age less than 95% of the maximum rated value.

� The gain times quantum e�ciency should meet

previous speci�cations for an operating voltage

less than 2000 V, and all PMTs must have oper-

ating voltages within 20% of the mean operating

voltage for their respective types.

� The gain times quantum e�ciency should be

constant to within 2% for anode charges of 750

pC/pulse (corresponding to a peak current of 30

mA for a triangular pulse with a 50 ns base ).

� The gain times quantum e�ciency should be sta-

ble within 1% over any 24-hour period for a con-

stant anode current between 100 and 500 nA at

constant temperature after an initial burn-in pe-

riod of 40 hours.

� The gain times quantum e�ciency should have a

temperature dependence of less than 0.4%/ �C.

� The gain times quantum e�ciency should not

change by more than � 1% after the voltage has

been ramped from its nominal operating value

to 300 V and back to the operating voltage.
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� The gain times quantum e�ciency should not

change by more than � 1% for pulses as little as

130 ns apart.

� For an instantaneous light ash the duration of

the output pulse (FWHM) should be less than

20 ns for a load of 50 
.

� The dark current should be less than 1.5 nA

when the PMT is at operating voltage.

� The minimum lifetime of the tubes should be

greater than 3 years at an average anode current

of 25�A.

Small groups (about 10 each) of several commer-

cially available candidate PMT types were evaluated

by Technical Support personnel at Fermilab during

1992 and 1993 [22]. Tests of gain versus voltage, dark

current, relative quantum e�ciency, pulse height res-

olution, stability, linearity, temperature dependence,

and photocathode uniformity were performed at Lab

2. The PMT ultimately chosen for the EM and

hadron portions of the calorimeter was the Hama-

matsu R4125, a 18.6 mm diameter 10-stage PMT

with a green-extended bi-alkali photocathode and K-

Cs-Sb dynodes [23].

In the section on PMT testing below, a subset

of the PMT performance speci�cations will be dis-

cussed. The complete performance speci�cations for

the Hamamatsu R4125, which were the result of dis-

cussions between Plug Upgrade personnel and Hama-

matsu Corporation representatives, can be found

elsewhere [24]. Delivery of the initial order of 2100

PMTs began during December 1993 and was com-

pleted in April 1995.

9.6.2.2 Single Channel Phototubes (PMT)

Bases

The base for the R4125 was designed at Fermilab and

built by Thorne EMI Corporation; the socket con-

nectors, however, were purchased from Hamamatsu

Corporation (part number E678-12H). Design consid-

erations and the details of the circuit have been doc-

umented previously [25]. The base network circuit is

a conventional resistive chain with ballast capacitors.

The circuit has both �nal dynode and anode outputs.

Only the anode outputs will be used in Run II.

The base does not include a \protection network"

to limit the build-up of charge on the anode if the

PMT is turned on while the anode is not terminated.

Figure 9.26: Typical R4125 single-anode PMT gain mea-
surement as a function of the operating voltage (1534 is
the tube ID).

Instead, this will be done at the anode cable termi-

nation at the front end electronics crates.

To keep the base package physically small, sur-

face mount resistors and capacitors were used in the

fabrication. To further reduce bulk, RG-174 coaxial

cable was chosen for the anode, dynode, and high

voltage cables coming out of the base package. Con-

nectors were added to the anode, dynode, and high

voltage cable ends by Technical Support personnel.

Crimp coaxial connectors (AMP part 226537-1) were

attached to the anode and dynode cables. Crimp pin

connectors (AMP part 66103-4 for signal, and 66099-

4 for ground) were attached to the ground and signal

conductors of the high voltage cables. Delivery of

2100 bases was completed in early 1995. All bases

were tested by Technical Support personnel during

1995. Only one base had to be returned to the man-

ufacturer for replacement.

9.6.2.3 Single Channel PMT Testing

The 2100 PMTs purchased for the EM and hadron

calorimeter are being tested at Fermilab and in

Bologna, Italy. Testing is performed in two phases,

called \pretest" and \full test". For the \pretest",

each PMT/base combination has its gain versus volt-

age behavior measured. The PMT is then \condi-

tioned" for 48 hours by exposure to steady-state LED

light su�cient to produce 2 �A of anode current at
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Figure 9.27: A typical R4125 PMT response to the \pulse-
DC" and \high voltage ramp" tests. The response of the
PMT to pulsed light as the DC background light is cycled
is seen in the �rst 12 hours. At approximately 14 and 18
hours the response change due to cycling the PMT supply
voltage is shown.

a gain of approximately 5 � 104 (the nominal EM

calorimeter gain.) The entire initial order of PMTs

was pretested at Fermilab during 1993 and 1994. For

the \full test," a number of tests are performed on

each PMT/base combination:

Gain versus Voltage: The gain is measured using

the \statistical method" [26] at a value of the high

voltage that gives a gain close to 106. This value of

the high voltage is referred to as the \anchor point."

Gains at a range of voltage values between 1800 V

and 700 V are measured by comparing the average

output for 10,000 ashes of the LED system at each

voltage with the average output at the anchor point.

The dark current of each PMT/base combination is

measured at voltages between 700 V and 1800 V.

Figure 9.26 shows the gain versus voltage behavior

of a typical PMT.

Stability: Three kinds of stability test are per-

formed, all at a gain of 5� 104. The \pulse-DC" test

is a measure of how much the response of a PMT

shifts with changes in average anode current. The

\high voltage ramp" test measures how long it takes

for a PMT to return to within 2% of its nominal re-

sponse after its high voltage has been reduced to 100

V for 1/2 hour. Figure 9.27 shows the behavior of

a PMT in the \pulse-DC" and \high voltage ramp"

tests. The PMT response shifts by 4.3%when the DC

Figure 9.28: Typical R4125 single-anode PMT stability
test over a period of 115 hours.

light is turned on (the speci�cation calls for a shift

of no more than 5%). The deviation from nominal

response after high voltage restoration is also visible

in the �gure, but the PMT returns to within 2% of

its nominal response within 2 minutes of high voltage

restoration (the speci�cation calls for no more than

10 minutes waiting time).

The \long stability" test measures the variations in

PMT response to pulsed light over a 72-hour period.

Figure 9.28 shows the behavior of a PMT during the

long stability test. The vertical axis shows the re-

sponse of the PMT normalized to its initial value (the

gap in the data indicates a period during which data

were not recorded due to a computer error). The re-

sponse of the PMT varies by at most 1.6% over any

48-hour period in the test.

Linearity: early tests on the R4125 showed them to

have excellent linearity behavior [27]. After the \long

stability" test, the gain versus voltage behavior is

remeasured, and linearity is measured at four values

of the gain, namely 1�104; 5�104; 1�105 and 5�104,
The �gure of merit for the linearity measurement is

the peak anode current at which a PMT departs from

linear output (output proportional to the input light

level, as independently measured by a PIN diode) by

2%. Figure 9.29 shows the behavior of a PMT at

gain 5 � 105. The PMT output falls 2% below its

linear output at a peak anode current of 88 mA, a

value which lies above the speci�cation of 70 mA at

this gain (the apparent non-linearity at very low peak
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Figure 9.29: Percentage deviation from linearity for a typ-
ical R4125 single-anode PMT.

anode current is due to the PIN diode, and not the

PMT).

Relative Quantum E�ciency: At Fermilab, a sub-

set (about 8%) of the PMTs have their relative quan-

tum e�ciency measured. This test is done with a

tile/�ber system. The measure of relative quantum

e�ciency is the number of photoelectrons (Npe) pro-

duced by the standard tile/�ber combination. Npe is

measured for the three PMTs having lowest cathode

blue sensitivity (a parameter measured by the manu-

facturer) from each \batch" of PMTs tested. In this

manner, we measure the \worst case" relative quan-

tum e�ciency subsample from each batch. So far,

no PMTs have been found with unacceptably poor

relative quantum e�ciency.

9.6.2.4 Multi-Anode PMTs (MAPMT)

The SMD and the preshower detector are read out

using WLS �bers which are 0.83 mm in diameter at

the detector level and 1 mm in diameter when they

reach the read-out region. In total there are 6400

strips and approximately 1000 preshower tiles to be

read out, with limited space available for the photon

read-out. The Multi-Anode PMTs responsible for the

photon readout of the 6400 SMD scintillator strips

must meet the requirements summarized in Table 9.4.

The possibility of using MAPMTs for the photon

readout of SMD is one we have been investigating for

several years[5]. The �rst generation of MAPMTs,

such as the Hamamatsu 4135A, were plagued by high

channel to channel cross-talk and limited dynamic

Gain 106

Quantum E�ciency 10%

Pixel to Pixel Cross Talk � 5%

Dynamic Range 500

Photocathode Uniformity 33%

Rate Capability 106Hz

% Dead Channels 0

DC output yes

Table 9.4: MAPMT Requirements

range [28]. The second generation of tubes, such as

the Hamamatsu 4140 and Philips XP1702 [29], are

signi�cantly improved in these areas, but still have

low quantum e�ciencies and large channel to channel

gain variations.

A third generation of MAPMTs from Hamamatsu

has recently become available for testing. We eval-

uated two of the newest types of MAPMTs: the

R6246, an 80 channel tube, and the R5900-M16, a

16 channel tube. Both types use a metal channel

plate dynode structure, and have greatly improved

performance compared to the previous generations

of MAPMTs. The cost per channel and the superior

channel to channel gain uniformity drove the selec-

tion of the R5900-M16 tube for the photon readout

of the SMD.

9.6.2.5 Description of the MAPMT and Test

Results

The 16 channels of the R5900-M16 are arranged in a

4� 4 grid, which is contained within a 28� 28 mm2

square package 31.5 mm deep, including the vacuum

nipple. The tube is of the head-on type, with a metal

envelope held at the cathode potential. The dynode

structure is the metal channel plate type developed

by Hamamatsu, and the window is made of borosil-

icate glass, with a bi-alkali photocathode. The tube

can be operated with negative high voltage for DC-

coupled anode output, with gain as high as 1:5� 107

at the maximum operating voltage of 1000V. The 16

pixels are arranged in a square grid, with uniform

pixel to pixel spacing of 4.5 mm. The manufacturer's

speci�cation sheets show that the spectral response is

strongest between 300 and 650 nm, and that the peak

cathode luminous sensitivity is typically 70�A/lm.
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The 16 pixels share a common 12-stage dynode struc-

ture. We tested tubes with both linear and tapered

(1.5:1.5:1.5:1:1:...:2:3.6) base resistor chains.

The total resistance of the linear and tapered bases

were 2:6 M
 and 4:0 M
, respectively, implyingmax-

imum base currents of 380 and 250 �A at 1000V. The

signal output pins are connected to ground through

the 50
 termination provided by the ADCs used in

the readout.

The single photoelectron distributions were mea-

sured at Fermilab. The �rst series of tests mapped

the response of individual pixels and relative gains

of the tapered base tube at operating voltages of

650 and 750 V. According to the manufacturers test

sheets, these voltages correspond to overall gains of

approximately 105 and 5� 105. During the mapping

of individual pixels, all 16 pixels were read out, and

the tube face was scanned in 0:25 mm steps. An

LED was ashed 60 times at each �ber position with

intensity corresponding to approximately 2 � 103 pe

output from the photocathode, while the ADCs dig-

itized the anode outputs from each ash. At the end

of each step in �ber position, the mean and r.m.s.

responses of all 16 channels were recorded.

The spatial response of a typical single pixel is

shown in Fig. 9.30. The typical areas for response

greater than 90% of maximum are 1:5 � 2:0 mm2.

The relative responses of all the pixels are plotted

in Fig. 9.31, using the point of maximum response,

rather than the response measured at a �xed pixel

pitch. The inset shows the relative responses mea-

sured for each pixel's local maximum relative to the

pixel with the highest response. The uniformity

was quite good compared to earlier generations of

MAPMTs, and did not signi�cantly change between

the two operating voltages. The minimum pixel re-

sponse was 56% of the maximum pixel response.

The relative gains were also measured for this

MAPMT using the response at the geometric cen-

ters of the pixels. That distribution was less uniform,

with the response of the lowest gain pixel 42% of that

of the maximum response pixel; still within the 3:1

limit of our speci�cation, however.

The linearity of the R5900-M16 was measured at a

gain of 105 for output charges between 5 pC and 200

pC. The output for the tube with the linear divider

dropped by about 10% for outputs of 100 pC, at a

gain of 105, which is marginal performance for our

application. With a tapered voltage divider in the

base, however, the R5900-M16 showed typical devi-

Figure 9.30: MAPMT single pixel response to an illumi-
nating �ber scanned over the pixel surface in steps of 250
�m.

ations of less than 5% for output charges as high as

200 pC.

Pixel to pixel cross-talk values were measured by

positioning the �ber over the maximal response point

of each pixel and reading out all 16 channels. Signals

in adjacent channels were gain-corrected and normal-

ized to the illuminated pixel. The cross-talk values

are shown in Fig. 9.32. The nearest-neighbor pixels'

mean cross-talk was 0.7% and the median was 0.4%.

In the diagonal neighbor pixels the cross-talk values

averaged less than 0.2%, with a median of 0.09%.

Data taken at the geometric center of the pixels

showed no nearest neighbor cross-talk greater than

2%, and the high cross-talk entries in Fig. 9.32 are the

result of the variation in the position of the maximal

pixel response.

The MAPMTs will be used in an environment that

has changing background light levels, and which may

require cycling of the operating voltage. For these

reasons, the gain stability of the MAPMTs was tested

under several conditions. The operating voltage may

need to be turned o� to prevent damage from large

signals at the beginning of a Run II store. The re-

sponse of a MAPMT should be stable within 10 to

20 minutes after having been turned back on so that

no data are lost at the beginning of data taking. The

MAPMT response returned to within 1% of the re-

sponse before the voltage was turned o� within 10

minutes of the voltage being turned back on, which

is adequate for our purposes.

In our application the MAPMT pixels will see
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Figure 9.31: Relative responses of the 16 pixels of a
MAPMT (Hamamatsu R5900-M16).

Figure 9.32: Percentage of optical cross-talk between a
pixel and its neighbors (Hamamatsu R5900-M16).

quasi-DC light levels su�cient to produce currents

from 1 to 100 nA per pixel. Within this range, the

average current of a pixel will depend on the position

of the corresponding scintillator strip in the SMD;

the current will also change during the course of the

store and the course of RunII. It is therefore impor-

tant that the response to large pulses not depend

strongly on the background current.

Two tests were performed, each over a period of

about 48 hours, using average LED-induced back-

ground currents of 10 nA and 1 �A per pixel. The

background LED was switched on and o� at two

hour intervals. For the higher background current,

the shift in response to pulses when the LED was

switched on and o� was still less than 3%. At the

lower level, the e�ect of switching the LED on and

o� was not observable, although there was a gradual

downward drift of about 2% over the 48-hour period

of the test.

Our �nal test compared the R5900-M16 response

to a very low light level with that of a reference PMT

(Phillips 2081B) having quantum e�ciency of about

20% at a wavelength of 500 nm. A plot of the re-

sponse is shown in Fig. 9.33. Single and double pe

peaks are clearly visible, indicating small gain disper-

sion in the electron multiplication process. The op-

erating voltage was 1000V, corresponding to a gain

of approximately 107. The ratio of the quantum e�-

ciencies of the MAPMT and reference PMT was de-

rived from the fractions of events in the pedestal bins,

which should be exp(-�), where � is the mean number

of pe produced. In the case of Fig. 9.33, the R5900-

M16 plot corresponds to a mean response of 1:06 pe,

while the 2081B reference tube gave 2:03 pe for the

same illumination. Since the quantum e�ciency of

the 2081B for 500 nm light is approximately 20%, we

infer that the R5900-M16 quantum e�ciency is ap-

proximately 10%. Both the gain dispersion and the

quantum e�ciency of the R5900-M16 are consider-

ably improved over those of �ne mesh type and other

previous generation MAPMTs.

For the preshower detector, at gains of 1� 105 and

luminosity of ' 1� 1032 cm�2s�1, the anode current

for the highest � region tiles can reach approximately

0.7 �A due to the overlap of particles from di�er-

ent minimum bias events [40]. The signals of the 16

preshower counters at the smaller � region in a 15�

pan are fed to a single MAPMT. The rest of 4 sig-

nals in the higher � region are read out by another

MAPMT, together with those from three other 15�
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Figure 9.33: Single and double photoelectron peak re-
sponse for the Hamamatsu R5900-M16.

pans. The anode current of the MAPMT used for

the higher � tiles will be ' 8�A at the conditions de-

scribed above. Tests performed at the University of

Tsukuba showed that a linear base for the preshower

MAPMT will perform adequately.

9.6.2.6 High Voltage System

The high voltage power supply that will be utilized in

the Plug Upgrade is a system recently made available

on the market by CAEN [41]. It is a highly modu-

lar system, called SY527,consisting of a Crate (Main-

frame) that lodges HV generator \plug in" cards of

many di�erent kinds. A single Mainframe can lodge

up to a maximum of 10 cards of the same kind. The

con�guration that optimizes costs and performaces

still ful�lling the needs, for both the Plug Calorime-

ter and the Preshower and Shower Max. detectors,

was found to be the one based on the an active dis-

tributor card called A932 N. The A932 N card fans

out the input high voltage to as many as 24 output

channels, allowing at the same time a certain amout

of high voltage regulation on each output channel; in

fact each channel can be independently regulated and

monitored within a range of 1000 volts, starting from

the input voltage down. Moreover this kind of card

encompasses one HV active generator besides the 24

distributed channels thus avoiding the need for an

external power supply. The resolution is 0.2 volts .

The maximum current is 0.5 �a at 2.5 kV. The active

channel can reach 2.5 kV with a maximum of 13 mA.

To optimize the system for the HV need of the

plug PMTs and MAPMTs, we need 2880 HV chan-

nels, corresponding to 12 Mainframes and 120 cards.

At the present time 5 Mainframes and 65 cards are

procured. The total hardware procurement will be

completed by the midde of 1997.

Long term stability as well as linearity and (ab-

sence of) ripples are checked on each individual main-

frame and card at the University of Bologna.

9.7 Stability Monitor

The calorimeter response will need to be stable over

long periods of time to avoid repeated calibrations.

Since the calorimeter response can be compromised

by any one of many elements in a long chain, it is

necessary to monitor the stability of response con-

tinuously, starting at di�erent points in the chain

to distinguish between di�erent e�ects. One needs

to distinguish between degradation of the scintilla-

tor or the optical transmission elements, such as may

be produced by ageing or by radiation damage, and

changes in the electronic ampli�cation and digitiza-

tion system.

Since the EM and hadron calorimeters have been

designed to have resolution of 16%=
p
E and 80%=

p
E

respectively with a constant term below 1% in the

EM detector, the stability must be monitored to

better than 0.5%. The stability in the ampli�ca-

tion/digitization system will be monitored using a

system based on the �ber-optic distribution of laser-

generated light to all single-anode and multi-anode

PMTs.

9.7.1 Design Criteria

The systemmust be capable of monitoring the stabil-

ity of ' 2100 phototubes to better than 0.5% over a

period of years. It should mimic the calorimeter sig-

nal as closely as possible, with a rise time of several

ns and a fall time of 20 to 50 ns, and it must have a

high degree of redundancy.

The system is based on the distribution of light

pulses from a single light source to all the PMTs. The

use of a single source is advantageous in that it leads

to channel-to-channel correlations (both in time and

amplitude) which can be exploited during setup and

diagnosis. The power requirements can be quanti�ed

in terms of the number of photoelectrons produced at

the photocathode by a typical signal (e. g. a signal

corresponding to 50 GeV deposited in a calorimeter
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Figure 9.34: Schematic drawing of the laser stability mon-
itoring system.

tower). Given the response expected from the EM

and hadron calorimeters (approximately 350 pe/GeV

and 19 pe/GeV, respectively), 50 GeV corresponds to

about 2 � 104 pe in the EM calorimeter and about

1 � 103 pe in the hadron calorimeter. It is useful to

note that, if the resolution � is determined by Poisson

statistics, i.e. if � =
q
1=npe, then the power require-

ments corresponding to a convenient (50 GeV) pulse

amplitude also correspond to statistics which are suf-

�cient to monitor stability on a pulse by pulse basis.

Pulsed lasers emitting in the UV range satisfy

these requirements as well as the need to mimic the

calorimeter pulse shape; the wavelength (337.1 nm

for the laser chosen) is short enough to excite a

piece of scintillator similar to the one used in the

calorimeter, and the pulses are narrow enough (gen-

erally< 5 ns) that the pulse shape will be determined

by the WLS used for light distribution as described

below. On the other hand, the 3% pulse to pulse

uctuations typical of such lasers need to be factored

out: this is an essential aspect of the system.

9.7.2 Description of the Laser Light Dis-

tribution System

Light generation, transmission, and distribution for

the stability monitor system are illustrated schemat-

ically in Fig. 9.34 and may be summarized as follows:

� the laser beam is split into two beams at the

source

� the two beams are coupled into 600 �m-diameter

quartz �bers; one for each plug

� each beam is transported 50 m to the primary

distribution point

� at the primary distribution point a beam is

\mixed" and distributed to each of 12 secondary

distribution points (\cows")

� in each cow, the UV light excites a scintillator

and the light emitted by the scintillator is dis-

tributed to each of 100 WLS �bers;

� the WLS �bers emission peak is at 520 nm and

a part of this emission is captured by the �ber

and transmitted to a single PMT. In this way,

all PMTs are excited by each ash of the laser.

The plastic scintillator inside each cow (Fig. 9.35)

emits light at an average wavelength of 420 nm, with

a quantum e�ciency of 90%. Approximately 25%

of the scintillation light is emitted into a cylindrical

reective cavity and reaches the edge, along which

are distributed 120 0.83 mm diameter WLS �bers,

at intervals of 5 mm. The WLS �bers are of the

same kind as those embedded in the tiles of the Plug

Upgrade Calorimeter. Of the light reaching the edges

of the cavity, 17% (0.83 mm/5mm) is incident on the

120WLS �bers and each �ber receives approximately

1% of this light which it converts to 520 nm light

within the WLS �ber with an e�ciency of 70%. The

light is emitted isotropically so that only � 8% is

captured in the �ber and 50% of this light travels

towards the PMT.

This light is transmitted to a 0.9 mm diameter

clear plastic �ber by means of the optical connec-

tor (section 9.10) and transported 1.5 m to a second

optical connector at the interface of one of the de-

coder boxes. There the 0.9 mm-diameter clear �ber

connects to a 1 mm diameter clear �ber. Inside the

decoder box each 1 mm diameter clear �ber is in-

corporated into a bundle of �bers corresponding to a

calorimeter tower and optically connected to a PMT.

The attenuation introduced by the clear plastic �ber

and the two optical connections is estimated to be

50%.

The intensity of the 520 nm light which eventually

reaches the PMT cathode is therefore estimated to be

0:9� 0:25� 0:17� 0:01� 0:7� 0:08� 0:5� 0:5 that of

the UV light reaching the cow, which corresponds to

an attenuation factor Acow of � 5� 10�6. Using this

9-26



Figure 9.35: Cross-section view of a stability monitoring
system secondary light distribution module (COW).

estimate for the attenuation introduced by the cow,

and adding in the measured attenuation of the sys-

tem from the laser to the cow, the overall attenuation

A in the distribution system will be: A = 1:3� 10�8.

Given an intensity L = 4:7� 1014 photons per pulse

at source (corresponding to a Photonics LN300 nitro-

gen laser), the number of photons per pulse reaching

the photocathode should be nph = 6:2� 106 and as-

suming a photocathode quantum e�ciency of 20%,

one should obtain a maximum of npe = 1:2 � 106

photoelectrons per pulse. Assuming the calorimeter

response values quoted in section 9.7.1, this corre-

sponds to a single tower energy of about 3 TeV in

the EM section.

The laser intensity uctuates with a standard de-

viation �L of about 3% from pulse to pulse. This

uctuation is transmitted to the scintillator emission

in each cow and, assuming that the scintillator emits

isotropically, to each detector viewing this emission.

In order to factor out these pulse to pulse laser uc-

tuations, one must include, amongst the detectors

viewing the scintillator emission, at least one stable

reference detector. The ratio R between the inte-

grated charge QPM in the PMT corresponding to

a calorimeter channel i and the reference detector

charge integral QD should then be insensitive to the

laser uctuations. However, statistical requirements

must be modi�ed to take the reference detector into

account; the fractional variation in pulse to pulse uc-

tuations of this ratio,

�R

R
=

s�
�QPM
QP

�
2

+

�
�QD
QD

�
2

(9.4)

must be smaller than 1%.

We have already established that power require-

ments corresponding to a 50 GeV calorimeter signal

are compatible with pulse by pulse stability monitor-

ing. If we want to preserve this capability, we must

ensure equal or better statistics in our reference mon-

itor, i.e. �R=R <� 1%. Two such reference monitors

have been designed into the system for redundancy.

The �rst is the set of two PIN photodiodes indicated

in Fig. 9.35. Though the PIN photodiodes [31] are ex-

pected to be very stable with respect to temperature

change (0.003% /oC), a temperature monitor was in-

cluded in each cow. This will also allow eventual ef-

fects of temperature-dependent mechanical stress on

the light distribution to be monitored. The second

reference monitor is a temperature-stabilized PMT

which simultaneously views one of the �bers from the

cow and an 241Am-loaded NaI scintillator. The sta-

bility of the PMT response is monitored with refer-

ence to the 5.4 MeV 241Am � -peak in the signal from

the NaI scintillator. Residual temperature-related in-

stabilities arise from the temperature dependence of

the NaI response (� 0:2%=oC) [32]. The temperature

of the PMT must be stabilized to better than 2oC.

9.8 Calibration Scheme

9.8.1 Calorimeter Calibration

Measurements performed on individual tile responses

and PMT gains described previously will allow us to

know the absolute response of a given tower to ap-

proximately 30-40%. In the hadron calorimeter we

plan to reach a calibration level of the order of 3-5%

with a combination of muon calibration and wire-

mounted source calibration. For the EM calorimeter

we will use the same methods for a preliminary cali-

bration, but during the course of data taking we will

be able to shift to a calibration based on physics sig-

nals such as Z ! ee. We could also use J= ! ee

decays provided CDF can track at large � and we can

trigger on them.

We have investigated in the past a calibration

scheme for low energy electrons based on the recon-

struction of �0 ! . By measuring the photon en-

ergies in di�erent towers and using the shower max-
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imum detector to measure the opening angle we ob-

tained some promising results. An extensive study

of calibration methods based on the exploitation of

physics signals awaits the integration of the Plug Up-

grade Calorimeter into a full CDF detector simula-

tion. Here we discuss the calibration scheme based

on muons and the wire-mounted source.

9.8.2 Moving Radioactive Sources

The wire-mounted source system is an important part

of the calibration system for the CDF Plug Upgrade

Calorimeter. The 137Cs source of about 4 mCi is

mounted inside the tip of a long exible stainless steel

wire. The source is \parked" inside a lead brass shield

on the wire source driver when not in use. The wire

is curled several turns on a reel with radius 5 in. The

driver uses two motors to direct the wire source into

the calorimeter. One motor controls the source tube

selection and the other actually drives the wire source

along the tube.

The wire source system will be used in the cos-

mic ray and test beam tests . Data from these tests

along with those obtained during megatile produc-

tion will be used to determine the initial gains of the

towers of the fully installed detector at B0. All the

layers in the �nal calorimeter can be source tested

when the plugs are pulled out. The following lay-

ers can be source tested at any time: the preshower

and shower maximum layers; four layers (2, 4, 6, 16)

of the EM calorimeter; four layers (0, 6, 12, 19) of

hadron calorimeter.

To sample and calibrate these layers when the de-

tector is installed at B0, four drivers will be mounted

on the back of each plug, each serving one quadrant.

To provide a secured path for the source from the

driver to the megatiles, two kinds of tubes will be

used. One is stainless steel tube, routed on the outer

perimeter of the plug along with the optical �ber ca-

bles. One end of each tube is coupled to the tube

embedded in the megatile; the other end extends out

of the edge of the plug. A exible nylon tube pro-

vides a bridge between the end of the steel tube and

the indexing disk of the source driver.

It will take about 30 minutes to scan the front-

most layer (preshower); less time will be required for

the back layers. During plug assembly a PC-based

stand-alone data acquisition system will be used to

test the tiles with the wire source. This system con-

trols the source driver and reads out the position of

the wire-mounted source as well as the tile response

to the source through ADCs. The ADCs can be read

by the PC either through CAMAC or through ex-

pansion cards inside the PC. After the detector is

commissioned, the PC will still be used to control

the source driver mechanism, but the ADC readings

will be done by the CDF main DAQ system. The PC

will also provide the wire source position to the main

DAQ.

In principle, the source calibration could substitute

for test beam exposure since:

� every tile has a measured ratio of collimated

source to wire source

� the collimated source response should correlate

well with either MIP response or hadron re-

sponse

� every tile can be wire sourced after the �nal op-

tical cabling and phototubes are installed.

The source calibration can be used to transfer the

calibration from the Test Beam tests to B0. However,

with the magnetic �eld on (plugs closed), only a few

layers can be scanned with the wire-mounted source.

These few layers can be used to determine the e�ect

of the magnetic �eld on the scintillator.

The primary calibration will be in terms of a min-

imum ionizing muon signal. That is, all towers will

be calibrated relative to one another using the most

probable energy deposition, summed over all 22 lay-

ers, of a minimum ionizing muon (de�ned to be a

MIP) and shower energies will be expressed in terms

of MIPs.

This � calibration will be obtained for all the EM

towers in the full calorimeter using cosmic rays, and

for a 600 mockup section (see section 9.9) of the

hadron calorimeter in the beam test. Since the muons

in the test beam will have higher energy than those

at B0, the energy dependence of the muon response

will be checked by measuring the response of the EM

test beam section to both cosmic rays and test beam

muons. Data from CCFR [33] and Hanging File ex-

periments [34] indicate the most probable energy de-

position of muons in a calorimeter increases by 7%

for every 100 GeV of muon energy.

In our design, a muon signal has the same light

yield independent of the size of the tile. Con-

sequently, if tower to tower PMT gain variations

are normalized to the MIP signal for a tower, the

calorimeter's response to localized energy deposition

9-28



anywhere (transversely and longitudinally) within it

will be uniform. Because of this uniformity and rel-

ative energy calibration in terms of MIPs, all 30�

pizza pan sectors can be considered to be identical

calorimeters, i.e. to have identical MIP to GeV cali-

brations.

9.9 Test Stands

9.9.1 Test Beam Module

A mockup consisting of a 45� EM sector (three pizza

pans) and a 60� hadron sector will be constructed in

a manner identical to the actual device and placed

permanently in the CDF test beam facility. No other

test beam test will be performed on the full calorime-

ter. This test beam module (TBM) will be used to

obtain the absolute calibration from MIPs to GeV

and from wire-source response to GeV. It will also be

used to study details of the performance of the full

Plug Upgrade Calorimeter.

The TBM will sit on a movable stand that will

allow every tower to be illuminated by a momentum-

selected beam. Most of the steel absorber for the

hadron calorimeter portion of the TBM is from the

old 60� mockup of the gas PHA, with modi�cation

described in section 9.5.2.1 to simulate the con�gu-

ration of the plug steel for Run II. The relative MIP

calibration of the towers will be done with test beam

muons of �xed momentum, as was done in the 1991

test beam run. The absolute calibration of the shower

energy in units of MIPs to GeV will be done using

momentum-analyzed electron and hadron beams of

various energies. The wire-mounted source will also

be used on all tiles of the TBM to verify and quantify

the source technique for predicting MIP and hadron

shower responses. It is expected that the source tech-

nique will permit equalizing the tower responses to

within a few percent.

The relative calibration in MIP units must also be

done on the actual calorimeter at B0. However, be-

cause the light yields from ionizing radiation in most

scintillators increase in magnetic �elds [35], the cali-

bration at B0 must be done with the solenoidal mag-

netic �eld turned on. In principle, any increase in

light yields due to magnetic �eld e�ects will produce

an increased MIP response that should compensate

the corresponding increase in the hadronic shower re-

sponse. Thus to �rst order, if the absolute calibration

from MIPs to GeV is obtained from the test beam

where there is no magnetic �eld, this absolute cali-

bration can be transferred to B0 as long as the MIP

calibration at B0 is done with the solenoid magnet

on.

The magnetic �eld can have an additional e�ect:

the hadron response of the CDHS iron calorimeter

[36] (which is composed of magnetized steel disks in

a toroidal geometry) exhibits a change of a few per-

cent when the steel is magnetized. This is presum-

ably due to the increased path length of curling low

energy electrons in the magnetized steel. However, in

the CDHS toroidal geometry only the steel was mag-

netized, and the scintillator was in a much lower �eld.

In the CDF plug geometry, the magnetic �eld in the

steel and in the scintillator is similar. The e�ect is

therefore expected to cancel, since the fractional in-

creased path length in the iron and scintillator will

be similar.

The change in scintillator response can be moni-

tored with the radioactive source calibration by com-

paring the \�eld on" to the \�eld o�" response. The

e�ect is hoped to be the same for calibrations from

the source, MIPs, and hadrons. It is conceivable that

the small \soft" component of the 137Cs excitation of

the scintillator (approximately 5% in the geometry

of the hadron megatiles) contains an electronic com-

ponent which could be steered away from the scin-

tillator by the magnetic �eld. However, benchtop

measurements with and without a few mm of plastic

�lter between the source tube and a tile (su�cient

to remove almost all of the soft component) show no

di�erence in the magnetic brightening curve, within

an accuracy of approximately 1% or better. Conse-

quently, it is believed that source excitation will ac-

curately track the brightening of the calorimeter for

MIPs and hadrons.

9.9.2 Cosmic Ray Test Stand

The purpose of the cosmic ray test for the complete

EM calorimeter is that of obtaining a preliminary

calibration to � since the full EM calorimeter will not

be tested on the test beam. The cosmic ray test stand

will consist of two tracking chambers, one above and

one below the calorimeter under test, and two 9.5

inch thick steel plates which will serve as a support

table for the calorimeter and as an absorber for low

energy cosmic rays. Figure 9.36 provides a plan view

of the cosmic ray test stand.

For purposes of the cosmic ray test, the calorimeter
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Figure 9.36: Schematic view of the projective region cov-
ered by the tracking chambers in the cosmic ray setup.

will be positioned with its axis of symmetry vertical

and will rest directly on the hardener steel, which will

in turn be supported approximately two feet above

the oor by means of steel box-beam supports. The

upper tracking chamber will be supported over the

calorimeter on two parallel beams, while the lower

tracking chamber will be positioned under the hard-

ener steel. Both tracking chambers will use non-

ammable gas.

The upper tracking chamber, which measures ap-

proximately 1 m2� 0.2 m, will be mounted on the

axis of the calorimeter, 1.6 m above the front face of

the calorimeter and will provide projective coverage

for the entire calorimeter.

Plastic scintillator paddles above and below the up-

per tracking chamber will provide trigger and timing

information.

The lower tracking chamber, which measures ap-

proximately 2.5 m2� 0.3 m, will be o�set from the

axis of the calorimeter as shown in Fig. 9.36 and posi-

tioned under the 9.5 in thick hardener steel on which

the calorimeter rests. This chamber will provide pro-

jective coverage for one quadrant of the calorimeter.

To collect data from successive quadrants of the

calorimeter, the calorimeter will be lifted by a crane

and rotated by 90�. The calorimeter lifting �xture

will straddle the upper tracking chamber, and will

support the calorimeter by means of four cables at-

tached to the lower calorimeter plate. The optical

cables leading from the calorimeter will be discon-

nected prior to the rotation.

Two enclosures containing the calorimeter PMTs

Figure 9.37: Schematic of an engineering prototype tile-
�ber assembly.

will be mounted near the calorimeter, on top of the

hardener steel. The optical cables leading from the

calorimeter to the PMT boxes will be routed under a

protective housing covering the area between the two

enclosures and the calorimeter.

The DAQ for the cosmic ray test will be essentially

the same as for CDF Run 1, interfaced to the DART

software from the Computing Division.

9.10 Engineering Prototype Tests

9.10.1 The Engineering Prototype

A full scale engineering prototype detector was built

and tested in 1991 at the Fermilab test beam facilities

to investigate a number of unknown aspects of the

novel technique of tile-WLS �ber calorimetry. The

device consisted of EM and hadron calorimeters, and

included a �ne-grained shower maximumposition de-

tector using scintillating �bers.

The EM section of the prototype was composed of

48 projective towers. There were 23 sampling layers,

each layer consisting of a 4.8 mm lead plate and 4 mm

Bicron BC-408 scintillator tiles. The detector covered

22.5� in �, and a polar angle range of 22� � � �
37.5�. The 48 tiles of each layer were cut out on a

Thermwood CNC milling machine at Fermilab; a U-

shaped groove for the WLS �ber wasmade in each tile

on the same machine. The tile and groove geometry

is shown in Fig. 9.37. A 1 mm diameter Bicron BCF-

91A WLS �ber was inserted into the groove.

Each �ber end was thermally spliced to a 1 mm

diameter clear �ber. The 46 clear �bers of each pro-

jective tower were then guided along the outside of

the detector to an RCA 8575 PMT.

A major goal of the construction and testing was to
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Figure 9.38: Engineering Prototype EM energy resolution
obtained from test beam electrons.

achieve uniform light response both within single tiles

and from tile to tile. For single tiles the light yield

varies with the position of the light generation, the

highest light yield typically coming when the light is

generated close to the edge of the tile. The approach

taken to atten the response was twofold; �rst, the

position of the WLS �ber within the tile was opti-

mized; second, the response of the high light yield ar-

eas was reduced by \masking" those areas with dark

paper.

Studies of the e�ectiveness of both approaches were

performed using a radioactive source and a scanning

table. Optimal positioning of the �ber resulted in

an r.m.s. variation in the light yield across EM tiles

of approximately 3%. Masking reduced the r.m.s.

variation to less than 2%.

To ensure that the light yield from tile to tile was

as constant as possible, a large quality control e�ort

was made in the �ber splicing and tile production

processes. Source testing of the tiles showed an r.m.s.

variation from tile to tile of approximately 8%. To

reduce this variation further within individual projec-

tive towers, a program of longitudinal masking was

developed. A radioactive source mounted on the tip

of a moveable wire was passed over the surface of ev-

ery tile in the calorimeter, and the peak current for

every tile was recorded; this information was then

used to calculate the relative light yield of each scin-

tillator tile. Once the relative light yields of all tiles

in a projective tower had been calculated, a photo-

graphic mask was produced and inserted between the

optical �bers and the PMT face. The pattern on the

photographic mask was generated so that the light

from each tile was reduced to be equal to the light

produced by the lowest light yield tile in that tower.

In this way r.m.s tile to tile variations were reduced

to 2-3%.

A shower maximum position detector was placed

in front of the sixth layer of the EM calorimeter at a

depth of 5.3 X0. The shower maximum detector cov-

ered 15� in � and a polar angle range of 22� � � �
37.5�. It consisted of two layers of 2 mm diameter

Kuraray SCSF38 scintillating �bers; a 15� crossing

angle between the �bers of the two layers made it

possible to measure particle positions. The �bers in

each layer had 1 mm pitch, and there were 320 �bers

per layer. The scintillating �bers were optically cou-

pled to 1 mm diameter clear �bers through a 700 �m

thick layer of Dow Corning Silgard 184. The clear

�bers were routed along the outside of the EM and

hadronic sections to the back of the detector, where

they were read out by 8 Hamamatsu R4135A multi-

anode PMTs [30]. These MAPMTs have been de-

scribed in detail elsewhere [4]; but briey, they have

a crossed wire anode so that up to 228 �bers can be

read out using only 36 electronic channels.

The hadronic section of the prototype was similar

in design to the EM section, with the following di�er-

ences: it was composed of 24 projective towers and

there were 23 sampling layers, each layer consisting

of a 5.0 cm steel plate and 6 mm Kuraray SCSN81

scintillator tiles. The detector covered 45� in �, and a

polar angle range of 14� � � � 37.5�. Because of the

larger tile size in the hadron section, two U-shaped

grooves were cut in each tile for the WLS �bers. As

in the EM section, 1 mm diameter Bicron BCF-91A

WLS �bers were used, and the WLS �bers were ther-

mally spliced to 1 mm diameter clear �bers. There

were four �bers exiting from each tile, and the 92

�bers from each projective tower were routed to an

RCA 8575 PMT mounted on the back of the detector.

9.10.2 Test Beam Studies

The prototype was exposed to electron, hadron, and

muon beams in the CDF test beam area at MT. The

response of the EM section of the calorimeter was

studied to determine its energy resolution, linearity,

and uniformity. The PMT gains were set to 105. The

light yield was measured using a calibrated PMT and

was found to be 400 photoelectrons (pe)/GeV, or 4.3

pe/MIP/tile. The relative tower to tower calibration

was established using 100 GeV electrons. The elec-

tron beam was centered on each tower, and the ener-

gies deposited in that tower and its nearest neighbors

were used to construct a 3� 3 towers energy sum. A

calibration constant was determined for each tower

by iterating until the responses of all 3 � 3 tower
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Figure 9.39: Transverse uniformity of response in an EM
tower of the engineering prototype.

sums were equal.

The device was also calibrated with high energy

muons. The mean of the ratio of the electron to muon

response for all towers was 1.0, with an r.m.s. varia-

tion of 4%.

The EM section energy resolution for the available

electron energies is shown in Fig. 9.38 for a typical

tower. Due to limitations in beam time, the energy

resolution and linearity were measured for only six

towers in total. The non-linearity, de�ned as the per-

cent di�erence between the normalized response at

10 GeV and 150 GeV, corrected for leakage out the

back of the EM section was typically 1%, although

one tower had a non-linearity of 4%.

The transverse uniformity of the towers was also

measured: using beam drift chambers to accurately

determine the position of the particles, �ne scans

across tower faces were done with 100 GeV electrons.

The results for a typical tower are shown in Fig. 9.39.

The r.m.s. variation across the tower was 1.4%, con-

sistent with the variation for single tiles measured

using a radioactive source.

The energy resolution, linearity and transverse uni-

formity of the hadronic section were also studied. In

addition, the relative response of this device to elec-

trons and pions was studied. The hadron PMT gains

were set to 5 � 105. The light yield was measured

to be 39 pe/GeV, or 1.8 pe/MIP/tile. The tower to

tower calibration was established by measuring the

response of each tower to muons and �tting to the

peaks of the resulting Landau distributions.

The energy was measured using a 3�3 tower sum,

Figure 9.40: Engineering prototype hadron energy resolu-
tion obtained from test beam pions.

Figure 9.41: Predicted and observed response to hadrons
in the engineering prototype.

after correcting for di�erent relative responses. The

energy resolution was measured over a range of pion

energies from 5 to 230 GeV. The total energy de-

posited by a particle was assumed to be a linear com-

bination of the energy in the EM and hadronic sec-

tions. A �t to the results shown in Fig. 9.40 gives an

hadronic energy resolution of 81%=
p
E�7%. The re-

sponse of the detector, divided by the measured mo-

mentum, as a function of pion momentum, is shown

in Fig. 9.41, along with the GEANT prediction. The

data and GEANT prediction are normalized to the

same value at a pion momentum of 100 GeV. For low

energies the measured E=p is higher than the predic-

tion.

The electron to pion response ratio (e/�) was de-

termined by measuring the response to electrons for

a hadron tower at the edge of the calorimeter that

was not covered by the EM section, and comparing

that response to the response to pions in a central

tower. The use of di�erent towers was dictated by

the need to have lateral containment of the hadronic

showers. The response for 100 GeV electrons and

pions is shown in Fig. 9.42. From this data e/� at

100 GeV was measured to be 1:28 � 6%, where the

large uncertainty comes from the calibration uncer-

tainty between the two towers. A more complete de-
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Figure 9.42: Response to 100 GeV electrons and pions in
the engineering prototype.

scription of the test beam results on the engineering

prototype can be found in [8].

The shower maximum detector was designed to

measure the position of electron and photon show-

ers, and to distinguish isolated electrons and photons

from ��'s. This detector and the results obtained

with it in the test beam have been described else-

where in detail [5].

9.10.3 Engineering Prototype Lessons

The device performed to expectations, but several

lessons learned during the process required signi�cant

additional research and development before construc-

tion of a �nal calorimeter could begin. The largest

problem discovered was that of routing the �ber op-

tic readout cables to the PMTs. The readout �bers

in the prototype exceeded the space limitations that

exist in the real detector, and so considerable work

was done to reduce the amount of �bers and to route

them in a more compact manner.

In the EM and hadronic sections, the number of

�bers was reduced to one per tile and the EM tile

size was increased, reducing the number of towers.

The scintillator �bers of the shower maximum detec-

tor were replaced by 5 mm wide scintillator strips,

giving lower, but still adequate position resolution,

and greatly reducing the channel count.

In addition, considerable work was done to use at

ribbon �ber cables for readout, considerably improv-

ing the packing fraction. The light output decreased

when the number of readout �bers per tile was re-

duced to one, and so considerable work was done to

boost the light output by mirroring the �ber end and

optimizing the position of the WLS �ber in the tile.

In the end, the results from using a � �ber pattern

in the tile were uniform enough that the masking was

no longer necessary. Additionally, the light output

using one �ber was actually greater than had been

achieved with two at the test beam. The � pattern,

with only one �ber exiting from the tile, was chosen

for both the EM and the hadron detectors.

Finally, the packaging and positioning of the tiles

were improved. The megatiles used in the hadron

section and the scintillator rivets in the EM section

were also developed in response to lessons learned in

building the engineering prototype.
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Chapter 10

Muon Detectors

CDF has traditionally emphasized charged parti-

cle tracking and lepton identi�cation. Triggering and

reconstructing muons is at the core of several broad

physics programs. Top quarks are identi�ed in via

muons from decays of their W and b daughters. W

bosons are identi�ed in part and their mass measured

via their muon decay mode. Systematic e�ects in the

W mass measurement are studied with the large sam-

ple of J= ! �+�� decays, a sample that is also cen-

tral to the CDF B physics program. The asymmetry

inW decays constrains parton distribution functions,

and many signatures of new physics involve one or

more leptons.

In Run I and before, there was a logical distinction

between central muons and forward muons. Central

muons were identi�ed by their penetrating ability,

and detected by chambers located outside substan-

tial material. The momentum of these muons was

measured by measuring their bend in the solenoidal

�eld using the central trackers. Forward muons were

identi�ed and their momentum measured simultane-

ously in toroidal magnets in the forward region.

With the improved tracking system of CDF II, es-

pecially the inner silicon, momentum resolution in

the forward region for high pT tracks is similar for

the solenoid and the toroids. The distinction between

\central" and \forward" muons is now purely his-

toric; all muons will be identi�ed by their passage

through material and have their momentum mea-

sured using the solenoid.

The existing central muon systems have performed

well in the present run. We are planning a program of

incremental improvements rather than major replace-

ments of the detectors. Our goals are to preserve and

improve the existing detector performance under the

new operating conditions in the Main Injector era.

The existing forward muon system (FMU) is built

around two pairs of toroids, one pair at positive ra-

pidity, the other at negative. There are electrode-

less drift chambers installed between the toroids and

on the outer and inner faces of the toroids, and two

planes of scintillation counters. Details of the design

and construction of the FMU can be found in [1]. The

FMU has fewer channels per unit rapidity, and there-

fore higher occupancy, than the central detectors. At

luminosities of 1:0�1032 cm�2=s, the detectors could

be made to function with substantial e�ort, but above

that, and certainly by 2:0 � 1032 cm�2=s, muon re-

construction would have been severely degraded. Ex-

trapolations from Run I data estimate reconstruction

e�ciencies of 70% and below at high luminosities.

For the j�j > 1 region in Run II, CDF has elected

to cover a smaller and lower rapidity interval (� =

1:0� 1:5) with su�cient granularity to survive high

luminosity, by a) pushing the toroids as close to the

central detector as possible, and b) building a cylin-

drical \barrel" of chambers (with chambers as staves

of this barrel) similar to the existing central cham-

bers around the outside radii of the toroids and c) in-

stalling scintillation counters for triggering and iden-

tifying which beam crossing generated the muon of

interest. The design closely parallels that of the cen-

tral detectors. The 1.0-1.5 region was chosen because:

� It covers more solid angle than the region covered

by the original FMU, even in the pushed-up position.

For high mass objects such as tt pairs and energetic

lepton pairs used to constrain quark substructure,

solid angle is the �gure of merit, not rapidity.

� The W asymmetry is largest in this region.

� The region is contiguous with the existing central

detectors.

Between � = 1:5 and � = 2:0 there is also muon

identi�cation, with granularity (and therefore occu-

pancy) insu�cient for triggering, but adequate for

identifying high pT tracks in this region as muons.

There will be four detectors for muon identi�cation

in Run II. We summarize design parameters of detec-

tors in Table 10.1. In Sections 10.1, 10.2, and 10.3,
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we describe them as they are now. In Sections 10.4

and 10.5, we identify the changes in the detector

and read-out planned for Run II. Section 10.6 de-

scribes the changes and new detector construction in

the � > 1:0 region. Finally, Section 10.7 contains

a discussion of performance issues related to higher

luminosities and di�erent bunch structures.

10.1 Central Muon Detector

The CMU, the original set of muon chambers, con-

sists of 144 modules with 16 rectangular cells per

module, located behind � 5:5� of absorber (the Cen-

tral Hadron Calorimeter). Each cell is 6.35 x 2.68 x

226 cm in size and has a 50 �m stainless steel wire

in the center. The 16 cells in a module are stacked

four deep in the radial direction, with a small � o�-

set between the �rst and third and second and fourth

layers. The �rst and third (and second and fourth)

� cells have their wires ganged together in the read-

out, and each wire pair is instrumented with a TDC

to measure the muon's location in �, and an ADC

on each end to measure the muon's location in z via

charge division.

Table 10.1 lists some design parameters of the

CMU.

Further information about the CMU detector can

be found in Ref. [2].

10.2 Central Muon Upgrade

The Central Muon Upgrade (CMP) consists of a sec-

ond set of muon chambers behind an additional 60 cm

of steel in the region 55� � � � 90�. The chambers

are of �xed length in z and form a box around the

central detector. The pseudo-rapidity coverage thus

varies with azimuth as shown in Figure 10.1. The re-

turn yoke of the CDF solenoid provides the necessary

steel above and below the central detector. Steel has

been added on the two sides in the form of two non-

magnetized retractable walls. Table 10.1 lists some

design parameters of the CMP.

The central upgrade chambers are rectangular,

single-wire drift tubes con�gured in four layers with

alternate half-cell staggering. For easy �eld shap-

ing, the drift cell design cross-section has a 3:1 as-

pect ratio (2.5 cm � 15 cm). The chambers are run

in proportional mode with a maximum drift time of

approximately 1.4 �s.
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Figure 10.1: Location of the Run I muon upgrade compo-
nents in azimuth � and pseudorapidity �. The gray cross-
hatched region indicates the currently uninstrumented re-
gions of CMP and CMX.

The tubes are made of aluminum extrusions with

0.26 cm walls, having a single wire in the center and

�eld shaping cathode strips on the top and bottom.

They are typically 640 cm long, with some shorter

sections on the bottom of the detector to avoid ob-

structions. The extrusions are glued into four-tube

stacks with a half-cell staggering of the second and

fourth layers relative to the �rst and third. Preampli-

�ers are mounted on one end of the stacks. Signals

are read out by a single TDC per wire, and trig-

ger hits are formed from coincidences of nearby wires

that are used in association with trigger information

from the CMU chambers.

A layer of scintillation counters (the CSP) is in-

stalled on outside surface 1 of the wall drift cham-

bers. The counters are rectangular in shape: 2.5 cm

x 15 cm x 320 cm. Each counter covers two upgrade

chambers in width and half the chamber length. The

total number of scintillation counters is 216. The

counters are read out by single phototubes which are

located at the center of the array. The east and west

1with respect to the interaction point
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CMU CMP/CSP CMX/CSX IMU

Pseudo-rapidity coverage j�j �� 0:6 j�j �� 0:6 � 0:6 � j�j �� 1:0 � 1:0 � j�j �� 1:5

Drift tube cross-section 2.68 x 6.35 cm 2.5 x 15 cm 2.5 x 15 cm 2.5 x 8.4 cm

Drift tube length 226 cm 640 cm 180 cm 363 cm

Max drift time 800 ns 1.4 �s 1.4 �s 800 ns

Total drift tubes (present) 2304 864 1536 none

Total drift tubes (Run II) 2304 1076 2208 1728

Scintillation counter thickness 2.5 cm 1.5 cm 2.5 cm

Scintillation counter width 30 cm 30-40 cm 17 cm

Scintillation counter length 320 cm 180 cm 180 cm

Total counters (present) 128 256 none

Total counters (Run II) 269 324 864

Pion interaction lengths 5.5 7.8 6.2 6.2-20

Minimum detectable muon pT 1.4 GeV/c 2.2 GeV/c 1.4 GeV/c 1.4-2.0 GeV/c

Multiple scattering resolution 12 cm/p (GeV/p) 15 cm/p 13 cm/p 13-25 cm/p

Table 10.1: Design Parameters of the CDF II Muon Detectors. Pion interaction lengths and multiple scattering are
computed at a reference angle of � = 90� in CMU and CMP/CSP, at an angle of � = 55� in CMX/CSX, and show
the range of values for the IMU.

counters are o�set in x to allow the inter-leaving of

phototubes at the middle, minimizing the space oc-

cupied by the light-guide/PMT assembly.

Further information about the CMP detector can

be found in Ref. [5].

10.3 Central Muon Extension

The central extension consists of conical sections of

drift tubes (CMX) and scintillation counters (CSX)

located at each end of the central detector and ex-

tending in polar angle from 42� to 55�. At 55� the

CMX/CSX system slightly overlaps the coverage pro-

vided by the central muon system and extends its

pseudorapidity coverage from 0.65 to 1.0. No ad-

ditional steel was added for this detector; however,

as seen in Figure 10.2, the large angle through the

hadron calorimeter, magnet yoke, and steel of the de-

tector end support structure yields considerably more

absorber material on average than in the original cen-

tral muon system. Table 10.1 lists some design pa-

rameters of the CMX and CSX detectors.

The azimuthal coverage of CMX/CSX has a 30�

gap at the top of the detector for the Tevatron Main

Ring and the solenoid refrigerator. There is also a 90�

azimuthal gap at the bottom of the detector where

the conical sections are interrupted by the oor of

Figure 10.2: Number of absorption lengths as
a function of pseudorapidity averaged over az-
imuthal acceptance of the CMU, CMP and CMX
systems.

the collision hall. However, there is a narrow vertical

gap between this section of oor and the bottom of

the magnet yoke (see Fig. 10.6), and we plan to in-

stall a fan-shaped 90� CMX/CSX section in this gap

completing the coverage at the bottom.

The CMX drift tubes are arrayed as a logical ex-

tension of the central system. There are four logical

layers of twelve tubes for each 15� � sector, and suc-

cessive layers are half-cell o�set to eliminate ambigui-

ties. Each logical layer consists of two physical layers

of drift tubes which partially overlap each other. The
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overlap is greater at the inner edge of the detector as

a result of forming a conical surface with rectangular

cells. This overlap not only provides redundancy -

the average muon intersects six cells - but the result-

ing stereo angle of 3.6 mrad between adjacent cells

permits the measurement of the polar angle of the

track.

The drift tubes for the CMX conical sections dif-

fer from those of the CMP only in length. They are

180 cm long. The total number of tubes installed in

the conical sections of the central extension is 1536.

The lower fan-shaped section will require 576 some-

what longer tubes when it is installed.

A layer of four CSX scintillation counters is in-

stalled on both the inside and the outside surfaces of

each 15� CMX sector. The counters are trapezoidal

in shape with the same length (180 cm) as the drift

tubes and with a width of 30 cm at the smaller end

and 40 cm at the larger end. The counters on the

inside and outside layers are half-cell staggered with

respect to each other thereby doubling the e�ective

granularity of the system. The total number of scin-

tillation counters in the conical sections is 256.

The counters are read out by single phototubes

which are located on opposite ends for the inside and

outside layers. The mean time of the signals from a

particle traversing both layers is independent of the

location of the track along the length of the counters,

and the distribution of hit arrival time for real tracks

is smeared only by the track path length di�erence

due to the distribution of interaction z vertex. The

mean time is calculated in the trigger, and the ex-

cellent timing resolution of the counters is used to

reject large CMX backgrounds from out-of-time in-

teractions in the beam pipe and the face of the for-

ward calorimeter.

Further information about the CMX and CSX de-

tectors can be found in Ref. [5].

10.4 Muon Detector Upgrades for

Run II

For Run II, we plan to complete the coverage of

the original muon upgrade projects as described in

the 1990 CDF upgrade conceptual design[3] and to

make other improvements as necessary to handle the

shorter bunch-crossing time. We will add chambers

to the Central Muon Upgrade and Central Muon Ex-

tension detectors to �ll existing gaps. The �nal cov-
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Figure 10.3: Location of the central muon upgrade
components in azimuth � and pseudorapidity � for
Run II.

erage, shown in Fig. 10.4 (compare to Fig. 10.1) and

listed in Table 10.4, will improve the acceptance of

the CMP and CMX systems by 17% and 45% respec-

tively. We will also add scintillation counters near

the Central Muon Upgrade chambers to identify the

beam crossing that produced the muon. These addi-

tions are described in Sections 10.4.1 and 10.4.2.

The gas gain of the Central Muon Detector will

be reduced in Run II. This will require us to up-

grade the the detector front-end electronics to handle

the smaller signal. This is described in Sec. 10.5.1.

The CMP/CSP and CMX/CSX front ends will not

change, but we do plan to change the pre-ampli�er

motherboard system for the Central Muon Upgrade

detector to improve operational e�ciency and data

quality (Sec. 10.5.2). This involves a change in the

high voltage distribution and grounding scheme, not

the pre-ampli�er. Finally, a new TDC is necessary

to accommodate the pipelined DAQ structure and to

implement the trigger bu�ering scheme; this is de-

scribed in Secs. 11.3-11.4.

10.4.1 Completion of the Central Muon

Upgrade and Upgrade Scintillator

Completion of the Central Muon Upgrade (CMP) re-

quires the following additional chambers and corre-

sponding scintillator:

� Chambers to instrument the gap between the

chambers on top of the north wall and those on
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CMU CMP CMX CMUP CMUP CMUP all

Run I 0.396 0.363 0.196 0.278 0.084 0.118 0.676

Run II 0.396 0.425 0.283 0.328 0.097 0.068 0.776

ratio 1.000 1.172 1.449 1.180 1.142 0.575 1.148

Table 10.2: Comparison of central muon detector acceptances in Runs I and II. Acceptance is computed for a 30 GeV/c
muon with a uniform distribution in azimuth and pseudorapidity, j�j <1.2, and no z vertex smearing. The changes
due to a Gaussian z vertex distribution with � = 30 cm are negligible (< 0:001) The CMUP region is the overlap
between the CMU and CMP detectors; CMUP is the region covered by CMP but not CMU, and CMUP is the region
covered by CMU but not CMP.

the north yoke

� Chambers to instrument the gap between the re-

turn yokes on the top

� Additional chambers to extend the coverage at

the south end of the south yoke to cover the gap

between the south yoke and the chambers on the

top of the south wall

� Chambers to instrument the gap between the re-

turn yokes on the bottom

These additions will increase the CMP coverage by

approximately 17%.

Additional steel is required in front of these cham-

bers. The steel will be extended on the north side

of the top north yoke and the south side of the top

south yoke. Steel will be installed between the return

yokes on the top and the bottom. (See Fig. 10.4). For

this baseline design the number of additional cham-

ber stacks required is 36 total.

There are mechanical complications with this de-

sign. On the north end, at the natural location for

the chambers (i.e. the level of the yoke) there is an

interference with the pivot for the large overhead ca-

ble tray. Furthermore, placing steel in the yoke gap

precludes access to instrumentation for the central

calorimeter in the two (notch) wedges. This prob-

lem already exists at the bottom, and is ameliorated

by locating the readout electronics outside the notch,

but occasional access to the PMTs on the wedges is

still essential. On the bottom, necessary access is ac-

complished by pulling an arch, but this will not work

at the top because the solenoid blocks lift access to

the photomultiplier tubes.

We are now considering a di�erent construction

which would suspend the steel and chambers for this

region from the ceiling, The primary issue with this

1 { Baseline design

Distance from beam-line 186 in.

Width of steel absorber 75.3 in

Volume of steel absorber 263 ft3

Equivalent length of MR shielding 241 in

Load replacement factor N/A

2 { Installation above cable tray

Distance from beam-line 228 in.

Width of steel absorber 92.4 in.

Volume of steel absorber 323 ft3

Equivalent length of MR shielding 295 in.

Load replacement factor 1.2

3 { Installation at ceiling height

Distance from beam-line 254 in.

Width of steel absorber 102.9 in.

Volume of steel absorber 360 ft3

Equivalent length of MR shielding 329 in.

Load replacement factor 1.3

Table 10.3: Comparison of the absorber parameters for 3
di�erent positions of the top CMP �ll-in.

plan is the load on the collision hall ceiling. Engineer-

ing studies are in progress. Until the full calculation

is available, we argue that the load on the ceiling

will be acceptable, because we would be trading the

weight of main ring shield for a much shorter length

of muon steel.

The steel shielding for the main ring currently runs

the length of the hall and is suspended directly from

the ceiling at a position slightly o� of the detector

centerline. (See Fig. 10.4). The load of a two foot

thick slab of steel is approximately the same as the

equivalent length of shielding. Thus we would be

trading the load of the main ring shield for the load
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Figure 10.4: Con�guration of the Central Muon Upgrade detector (CMP), Upgrade Scintillator (CSP) and steel
absorber in Run II. On the walls the circles are the ends of PMTs. On the top and bottom the trapezoids are the
lightguides viewed end-on.

10-6



µ

Figure 10.5: Detail showing the con�guration of
steel, chambers and counters for the Central Muon
Upgrade walls. A muon track is drawn to establish
the interaction point. Counter readout is located
at z=0. Counters layers are o�set from the cham-
bers and from each other in x to allow overlapping
light guides and PMTs, minimizing the space re-
quired.

of the steel absorber, but over a much shorter length,

and moving the loading point slightly to the center of

the detector, reducing the overall load on the ceiling.

Table 10.3 gives a summary of the relevant param-

eters for three CMP mounting alternatives at the top

of the detector. For installation at ceiling height, we

would increased the current load by a factor of 1.3

for a length of 21 feet over the central detector, but

everywhere else, the load is gone. The impact on the

detectors is shown in Table 10.4. The number of ad-

ditional stacks is 4-5 and the decrease in acceptance

due to the increased radius is very small.

As with the additions on the top, placing steel in

the bottom yoke gap precludes access to the PMTs

for the central calorimeter in bottom notch wedges.

In addition, the procedure for closing the central

arches uses an \observer" in this notch to guide the

closing. We nevertheless propose to �nish CMP in

this region as proposed in the baseline plan. We will

permanently install steel in the notch and chambers

beneath. The chambers in the notch will be installed

in the same manner as on the north and south return

yokes. On the bottom, we solve the di�culties noted

above as follows:

� We will eliminate the need for an observer in the

notch by upgrading the guide and control system

for moving the arches.

� Access to the PMTs for the lower notch wedges

will be provided from above rather than below.

For access to the PMTs (a rare occasion) an arch

will be pulled; personnel will go through the hole

exposed at the center of the arch and drop down

to the PMT from above.

Because adding carbon steel in either of the re-

gions between yoke gaps has the potential to change

the return ux, and because any change in the re-

turn ux will change the forces on the plug and could

conceivably change the magnetic �eld in the central

tracker, we choose to use stainless steel for these re-

gions. We believe that the �eld changes with carbon

steel would probably be small, but our knowledge of

the magnetic �eld has been hard won and the cost

of regenerating it with a di�erent magnetic con�gu-

ration would be much larger than the cost of using

non-magnetic (stainless) steel in the bottom notch.

On the top, since the additions are above the re-

turn yoke, carbon steel is acceptable. We currently

have the analog of the top yoke extensions at the

bottom. This steel is magnetic and is separated from

the central detector by a thin layer of G10 for electri-

cal isolation. We propose to construct the top yoke

extensions in the same way.

Completing the Upgrade scintillator is substan-

tially less di�cult. These counters are necessary to

identify the beam crossing of the muon track. As

shown in Figures 10.4 and 10.5, scintillator was in-

stalled on the two steel walls before Run Ib. The top

and bottom regions must still be instrumented. The

counters will be installed as close to the chambers

as possible to minimize the di�culties in matching.

Note that there are design problems with the coun-

ters that are not faced with the chambers. For full

e�ciency the counters must be as long as the cham-

bers, but the counter light guide extends beyond the

end of the counter.

10.4.2 Completion of the Central Muon

Extension and Extension Scintilla-

tor

Completion of the Central Muon Extension (CMX)

and Scintillator (CSX) requires:
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Increase in Fraction of CMU number of Volume of

CMP coverage with CMP coverage stacks needed steel (ft3)

1 1.186 0.830 12 263

2 1.171 0.839 16 323

3 1.164 0.824 17 360

Table 10.4: Comparison of the 3 alternatives for �lling the top yoke gap. The �rst
column is the ratio of the Run II CMP coverage to the Ib coverage. The second
column is the fraction of CMU covered by CMP. For Run Ib this is 0.703. The third
and fourth column give the number of stacks (4-chamber unit) needed to instrument
the gap and the volume of steel needed to provide 2 feet of absorber respectively.

� Chambers to instrument the top 30 degrees (2

wedges) in phi on the west side of the detector

� Chambers to instrument the bottom 90 degrees

(6 wedges) of phi

These bottom detectors, commonly called the \mini-

skirt", are shown in Fig. 10.7. The chambers pene-

trate the nominal oor of the collision hall and re-

quire a di�erent geometrical con�guration than that

of the upper 270 degrees. (See Fig. 10.6.) The conical

geometry will not work.

The design of the mechanical support structure for

the upper two wedges was completed before the be-

ginning of Run Ia in 1992. The parts were also fab-

ricated. The wedges were not installed due to me-

chanical interference between the upper surface of

the mechanical support structure and the main ring

shielding. Installation of the detectors in Run II re-

quires the removal of one wedge on the north-west

CMX stand and its subsequent reinstallation. The

height of the stands requires that this take place in

the collision hall.

The top wedges on the east side interfere with the

cryogenics system for the CDF solenoid. Installation

of additional detectors here would require a di�erent

con�guration for the cryogenics or for the chambers.

We do not plan to instrument this region for Run II.

The design, parts, and fabrication for the mini-

skirt are complete at the time of this report. The

chamber cross section is identical to that of the

already installed chambers. The counters cover a

smaller part of azimuth (6 per 15� wedge, as opposed

to 4 in the rest of the detector). The geometrical

arrangement of the detector is also slightly di�erent.

Instead of lying on a truncated cone, the chambers

form a at pin-wheel structure with the wire lying

along the spokes of the pin-wheel. There is only one

layer of counters on the inner surface; the counters

have a PMT on each end to allow the computation

of a mean-time. The chamber wire and counter mid-

planes are at a constant phi as in the rest of the

detector.

The chambers and counters at the middle of the de-

tector are shorter than the nominal length due to in-

terferences with the detector sub-oor. This slightly

reduces the coverage of the detector. The chambers

and counters are glued into \wedgelets" consisting

of 8 layers of chambers and 1 layer of counter. The

wedgelets slide into place on a frame that rests partly

on the nominal collision hall oor and partly on the

sub-oor (Fig. 10.7 and 10.6).

10.5 Front-End Electronics

The front-end electronics for the Central Muon De-

tector will be upgraded for Run II. To survive the

higher luminosity and event rates, the CMU gain will

be reduced and the chambers will operate in propor-

tional rather than limited-streamer mode. New pre-

ampli�ers and ASDs are being developed to match

the dynamic range of the CMU chamber. Addition-

ally, the wire ganging scheme will be changed to pro-

vide �ner granularity in the position information at

the trigger level, allowing tighter matching between

muon \stubs" 2 and central tracks, which will im-

prove purity. The ganging is performed on the CMU

end electronics. When the front-end upgrades for

2We will call the short tracks reconstructed in the muon
chambers \stubs' to distinguish them from tracks reconstructed
in the central tracker.
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Figure 10.6: Side view showing the placement of chambers to complete the CMX coverage. Note the lower CMX
detectors are supported on the oor and sub-oor. The IMU barrel chambers and scintillation counters, the toroid
counters and the endwall counters are also shown.

Figure 10.7: Lower chambers for the Central Muon Extension and Scintillators.
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Run II are complete, the readout for the three muon

drift-tubes systems will be identical in concept and

nearly the same in implementation. The two counter

readout systems will similarly be identical conceptu-

ally and very similar in implementation.

The detector readout for CMP and CMX consists

of a chamber-mounted pre-ampli�er, an ampli�er-

shaper-discriminator card in the collision hall con-

verting the analog signal to a logic-level signal. The

signal is digitized by TDC cards in the counting

room. The chamber, pre-ampli�er, and ASD for the

CMP and CMX are identical with the exception of

chamber length. The only change planned in the

read-out is to change the pre-ampli�er mother-board

system (not the pre-ampli�er) for the Central Muon

Upgrade detector.

The read-out of the counters consists of a photo-

multiplier feeding a discriminator in the counting

room. The discriminated hit signals for the CSP go

directly to a TDC. The discriminated hit signals for

the overlapping extension scintillator counters are in-

put to a board for computing the mean time of the

coincidence signal. This signal is then sent to a TDC.

Chambers and counters use the same TDC unit. In

order to accommodate the pipelined DAQ structure

and trigger bu�ering scheme, a new TDC is being de-

veloped to replace the current LeCroy 1879 module.

The TDC is described in Secs. 11.3-11.4.

10.5.1 Changes in the Central Muon Up-

grade Front-End Electronics

The Central Muon System (CMU) has proven to be

a reliable and e�cient detection device throughout

Run I. In Run I the CMU drift chambers were op-

erated in the limited streamer mode. In past runs

we have experienced some minor di�culty in keeping

the chambers running due to glow mode current run-

away induced by high particle uxes. Additionally,

the chambers are aging. For these reasons we have

decided to reduce the gain of the system and operate

in the proportional regime, for the high luminosity

running of Run II. In order to implement this we need

to recoup the gain by installing pre-ampli�ers on the

chambers. The outputs of the pre-amps will drive

ampli�er-shaper-discriminator(ASD) cards, followed

by TDC's.

The transverse coordinate is measured using the

usual distance-to-drift-time relation; there is no

change from the Run I scheme, and the resolution

is unchanged. The z-coordinate is measured using

charge division as before, but in the new scheme the

charge is determined by time-over-threshold (TOT)

instead of charge-to-voltage conversion. The z-

resolution is degraded with respect to Run I due

to the signi�cantly lower chamber gain. Cosmic ray

test stand measurements show a resolution of 10 cm,

which is adequate to pin down the muon to one trig-

ger tower, and is comparable to our most stringent

physics analysis cuts applied to high pT muons. For

J= ! �+�� decays, the multiple scattering for the

muon is typically around 8 cm, so the worsened z

resolution will have a slight impact: the background

level may rise by a few percent.

10.5.1.1 Pre-ampli�er

The pre-ampli�ers reside on mother boards attached

to the end of the CMU chambers. The mother board

is a redesign of the original CMU end board with

provisions for pre-amp power and additional calibra-

tion pulse inputs.The pre-amp has a low-impedance

grounded-base input followed by ampli�cation and an

output stage providing di�erential signals to a 100


impedance transmission line. The di�erential out-

put reduces common mode noise, an advantage in

the relatively noisy CDF environment. A schematic

diagram of the pre-ampli�er is shown in Fig. 10.8.

10.5.1.2 ASD/TOT

The ampli�er-shaper-discriminator and time-over-

threshold circuit (ASD/TOT) accepts signals from

the CMU pre-ampli�ers via a 5 meter 100
 at rib-

bon cable. The ASD cards reside in a VME crate at

the back of each 15 degree wedge. The signals are

di�erentially received and ampli�ed. The current is

integrated on a capacitor and then discharged with

a constant current source. The output of the fol-

lowing discriminator is then linearly related to the

total charge. The transverse coordinate of the muon

track is given by the leading edge of the discrimina-

tor whereas the z-coordinate is related to the ratio of

the TOT's of adjacent channels.The outputs of the

discriminators are sent via di�erential ECL signals

to TDCs residing in the �rst oor counting room. A

schematic diagram of the ASD/TOT circuit is shown

in Fig. 10.9.
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10.5.1.3 Bunch Crossing Ambiguity

Since the maximum drift time of the CMU chambers

is on the order of 700 ns and the bunch crossing sep-

aration is 132 ns, one does not know which of six

bunches the muon belongs to. In order to resolve

this ambiguity a muon track will be associated with

six bunches and, as such, can contribute to a Level 1

trigger with any of these. The correct bunch within

the six must be determined by associating the muon

stub with an XFT track and appropriate calorime-

ter hit: TDC's on the Central Hadron Calorimeter

are capable of resolving a single bunch crossing. Ad-

ditionally, triggers requiring CMP con�rmation (e.g.

high pT muons fromW decay) will have their crossing

identi�ed by the CSP scintillators.

10.5.2 Changes in the Central Muon Up-

grade Front-End Electronics

We have had intermittent problems with oscillations

since the chambers were installed. It is now clear

that these problems were due to design aws in the

preampli�er circuit boards. We reduced the severity

of the problem in Run Ib by installing relays in the

pre-ampli�er power distribution so that we can shut

o� individual channels from the counting room. This

allows us to stop the oscillations without making an

access, and has reduced the amount of bad data due

to CMP oscillations from about 4% in Run Ia to well

under 1% in Run Ib. Nevertheless, lost data is lost

data: 1% of the Run II goal of 2fb�1 is equivalent to

the entire Run Ia dataset.

For Run II, we wish to solve this problem at its

root. We have completed a new design for these

pre-ampli�er boards. Ten prototype boards were in-

stalled and tested at the end of Run Ib. They per-

formed well during the limited data-taking. No os-

cillations were found during the 4 month running pe-

riod. We plan to replace all the pre-ampli�er boards

with ones using the improved design for Run II.

10.6 Intermediate Muon Detec-

tion

10.6.1 Overview

The importance of lepton identi�cation does not stop

at � = 1, and to that end CDF has designed a system

that builds on the successes of CDF's central muon

identi�cation and on a major strength of CDF II,

charged particle tracking at mid-rapidity. The IMU

is designed to trigger on muons with j�j � 1:5 and

to identify o�-line muons with j�j � 2:0. The heart

of the detector is a barrel of CMP-like chambers and

CSP-like scintillation counters mounted on the outer

radius of the FMU toroids. Additionally, there are

pinwheels of counters on the endwall and between

the toroids for triggering. A muon is identi�ed by a

stub in the chambers, with a time-stamp provided by

the barrel counters in coincidence with the pinwheel

counter projective with the vertex. Note that in all

cases, there is a substantial volume of steel between

the barrel and pinwheel counters.

Unfortunately, we cannot extrapolate Run II IMU

performance from Run I IMU performance, but we

can compare the IMU to the existing detectors. The

IMU is behind 6.2-20 interaction lengths of steel,

on average more shielding than CMP. Figure 10.10

shows the amount of absorber between the detector

and interaction vertex as a function of �. The IMU

has smaller chambers, which reduces the mean occu-

pancy for two reasons. First is the geometric factor

- each counter covers less solid angle. Second is that

the maximum drift time is shorter, so the number of

e�ective interactions the IMU sees is smaller than the

number the CMU sees. Additionally, having a set of

scintillation counters projective with the IMU barrel

provide additional redundancy. Monte Carlo studies

are underway. Preliminary results indicate that oc-

cupancies even at 2� 1032 are well below acceptable

limits.

10.6.2 Toroid Modi�cations

Three modi�cations to the existing toroidal magnets

will be made. First, the toroids will be pushed from

their present position 5.5 m closer to the interaction.

This will involve construction of a toroid movement

system similar to that for the present CMP. This in-

creases the solid angle subtended by the IMU. Next,

a ring of steel � 60 cm square in cross-section will

be welded onto the inner face of the toroids. This

ring will provide shielding for the IMU barrel cham-

bers, and will additionally shield the CMX from ter-

tiary particles. Monte Carlo studies indicate that this

modi�cation reduces the trigger rate by a factor of 6.

Finally, the toroids will not be energized. Momentum

will be measured using the solenoidal magnetic �eld.

The silicon (SVX and ISL) gives superior momentum

resolution if either of the following conditions is true:
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Figure 10.10: The amount of steel absorber (measured
in interaction lengths) between the IMU Barrel and the
interaction point, as a function of pseudo-rapidity.

pT (�) � 50 GeV or j�(�)j � 1:5.

10.6.3 IMU Barrel Chambers and Coun-

ters

Surrounding the toroids in a barrel geometry will be

1728 chambers, 864 on the east side of the detector,

and 864 on the west. The chambers are 11.9' long,

1" deep, and 3.3" wide, with each chamber covering

1:25� of azimuth. The chambers are assembled in

stacks 4 deep (in radius), with the second and fourth

layers staggered relative to the �rst and third to re-

solve hit assignment ambiguities. Apart from size,

these chambers are identical to the CMP chambers

described above, single wires through aluminum ex-

trusions, with cathode strips for �eld shaping. The

preampli�er will be similar to the that used in the

CMP, and the system will use the same ASD's and

TDC's as the CMP and CMX. The intent is to min-

imize the development and engineering necessary for

this system and to take advantage of the excellent

Figure 10.11: A detailed section of the IMU Barrel, show-
ing several chamber cells and corresponding scintillator.

performance of the existing CMP detector and read-

out chain.

These chambers cover the top 270 degrees of the

toroids; the oor interferes with installation of the

bottom quarter. The 3.8 m of steel in the toroids pro-

vides substantial shielding from spray o� the beam-

line.

The 3.3" width of these chambers implies a maxi-

mum drift time of about 1 microsecond, longer than

the beam crossing times of 396 ns or 132 ns. To

identify which beam crossing produced the muon, an

array of rectangular scintillator counters is installed

just outside of the barrel IMU detector. As with the

CSP, each counter covers two chambers in � and half

a chamber in �: one set of counters covers between

�=1.0 and 1:25 and the other set of counters covers

between �=1.25 and 1:5. Note that this design pro-

vides some � information at the trigger level. There

are 432 counters on the barrel (216 on each side),

read out by phototubes mounted at the outside ends.

Readout will be identical to the CSP.

Figures 10.11, 10.6 and 10.12 show the IMU Barrel

in various views.

10.6.4 IMU Toroid Counters

In the CMX/CSX, there are two scintillation coun-

ters per chamber stack, one on the inner and one

on the outer radius of the stack. The IMU also has

two layers of scintillator everywhere, but rather than

mounting the second set within inches of the �rst,

the second set in the IMU is separated by substantial
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Figure 10.12: Elevation view of the IMU Barrel, viewed
along the beam axis. The IMU chambers and scintilla-
tors are represented by the outer circle around the toroids.
Toroid coils (not shown) may interfere with IMU installa-
tion at �45� and �135�. The CMX lower 90� section is
also shown.

distance and steel from the �rst set. This adds the

requirement that the coincidence between two coun-

ters have a projective geometry, and that any single

particle that causes the coincidence be able to pen-

etrate a large volume of steel; background triggers

caused by soft tertiary hadrons, a problem early on

in the CMX, are strongly suppressed in this design.

One pinwheel of 144 counters is mounted between

the inner and outer toroids, with a granularity of 5� in

� and covering � = 1:3�1:5. A second set is mounted

at lower radius, covering � = 1:5 � 2:0, also with 5�

� segmentation. The inner set is used for identifying

high pT isolated tracks as muons. Presently, CDF

considers isolated high pT tracks with minimum ion-

izing energy deposition in the calorimeter as possible

muon candidates. The purity of this sample can be

substantially improved by requiring that the candi-

date penetrate an additional meter of steel and be

detected by the � = 1:5 � 2:0 counters. The 288

toroid counters use the phototubes and bases of the

existing FMU scintillator counters, although the ag-

ing original scintillator (now over a decade old) will

be replaced with new plastic.

Figure 10.13: The geometry of the endwall muon coun-
ters. The small gaps every 15� correspond to the wedge
boundaries on the endwall. The toroid counters are simi-
lar, except that the gaps are absent.

10.6.5 IMU Endwall Counters

The toroid counters cannot cover � � 1:3, so we will

install another pinwheel of 144 counters on the end-

wall calorimeter. These counters are 5� wide and

cover � = 1:0 � 1:3. Space on the endwall is tight,

but there is room for 1" thick scintillator. Addi-

tional space for the photomultiplier tubes is available

just outside the endwall calorimeter (in radius). Test

counters were installed on the endwall and operated

during the last four months of Run I. Data from these

counters indicates that the singles rates are not too

high in this region of the detector, even for counters

in close proximity to the endwall 137Cs source.

10.6.6 Triggering on � � 1 Muons

The � granularity of the IMU is designed to match

the granularity of the trigger. The XFT reports

tracks in 1:25� bins, so the chambers cover 1:25� in

phi. The barrel scintillation counters each cover two

XFT � bins, (2:5�) and the endwall and toroid planar

counters each cover 4. (5�) There are four elements

in coincidence that are necessary to form a trigger:

� A \stub" of at least 3 hits in the IMU cham-

bers. The slope d�=dr can be measured by the drift

time di�erences between the hits in a manner sim-
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ilar to the present CMU. While in the CMU, the

slope is a function of the pT of the muons, in the

IMU, muons have traversed a signi�cant fraction of

the magnet's return �eld so all muons from the in-

teraction point are close to radial. Background stubs

from the typical sources (spray from the beampipe,

albedo, etc.) are not necessarily radial, so the stub

slope extracted from timing information allows us to

reject background.

� A scintillator hit in the barrel scintillator. This

identi�es which interaction produced the muons.

� A scintillator hit in the appropriate pinwheel

counter. This rejects against accidental coincidences

between real particles at the IMU barrel, and real

high pT tracks that were unassociated with the par-

ticles detected in the IMU.

� A track found in the appropriate � bin in the

XFT. At the present time, the XFT reports tracks

with j�j � 1:2, so the trigger is limited to this re-

gion. (As more forward tracks become available at

the trigger level, however, the IMU's triggering ca-

pability will be likewise extended.) Unlike the other

muon systems, a crude z matching requirement can

be imposed between the track and the muon stub at

the trigger level. Since the XFT only �nds tracks

with j�j < 1:2, we can require that the � = 1:0� 1:25

barrel scintillator (as opposed to the scintillator cov-

ering � = 1:25 � 1:5) be hit. Because tracks with

� = 1:0 � 12 will traverse only the innermost three

axial superlayers in the COT, we can require that the

outermost COT superlayer be missed.

10.6.7 Summary

To summarize, the IMU is a system designed for

excellent identi�cation of muons in the range � =

1:0� 2:0, with emphasis on the low rapidity region.

It has several features designed to reject background

both o�ine and at the trigger level: a large volume of

steel shielding, the ability to require a coincidence be-

tween counters separated by shielding and distance,

and the ability to measure stub angles and thus to

reject stubs that were not produced by muons from

the interaction point. The system is extremely sim-

ilar to the existing muon systems, both in mechan-

ical and electrical design, using the best features of

each of the central muon systems, and saving both

cost and e�ort in detector development. Initially, the

IMU can be used to trigger on muons with j�j � 1:2,

with the ability to expand to 1.5 as soon as tracks

Figure 10.14: Resolution for matching between
muon stubs and extrapolated tracks measured
with high pT muons from W and Z decays.

at these rapidities become available at the trigger

level. Although we do not propose this as part of

this Report, the possibility of an upgrade involving

energized toroids and additional detector elements to

track muons through the toroids is not precluded by

this design. Such a system could tag muons beyond

� = 2:0 and trigger beyond � = 1:5.

10.7 Performance: Extrapolation

From Run I

The existing muon detectors have performed ad-

mirably during Run I. Figure 10.14 shows the x and z

residuals for muons fromW and Z decay in the CMU,

CMX and CMP. Figure 10.15 shows the J= mass

from muons with both legs in the CMU, at least one

with CMP con�rmation and at least one in the CMX.

In all three of these examples, the background to the

J= peak is quite low, and although the background

is lowest when upgrade con�rmation is required, it is

quite possible to do excellent physics with the signal-

to-noise ratio in any of these cases.

We would obviously like to maintain this perfor-

mance in the Run II era, and we believe that the

proposed system will do this. We briey review here

the expected e�ects of Run II luminosities and beam

conditions on detector aging, occupancy, and o�ine

reconstruction. We do not discuss the performance
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Figure 10.15: Reconstructed J= mass for various
detector decay topologies.

of the trigger, other than to comment that 2/3 of

the CMU trigger rate comes from the 1/3 of the de-

tector without CMP con�rmation. Completing the

CMP coverage will therefore provide substantial pu-

rity improvement at the trigger level. The trigger is

discussed in Sec. 12.

Most (� 95%) of the ionization detected in the

CDF muon system is not from Tevatron produced

particles, either from pp collisions or beam halo, but

rather comes from the Main Ring. We have moni-

tored the total ionization in the chambers, and the

dominant time structure is the Main Ring cycle, with

the currents highest at injection, transition, and ex-

traction. We have compared single hit chamber occu-

pancies from (otherwise identical) runs with the main

ring on and o�, and they di�er by between one and

two orders of magnitude.3 Clearly the Main Ring is

what these detectors see, and the Tevatron is a per-

turbation on top of that.

We have examined the CMP and CMX for signs of

main ring induced aging by comparing chambers near

the main ring (highest integrated ux) to chambers

near or under the oor, (lowest integrated ux) and

to chambers never exposed to the beam. We see no

di�erence in pulse characteristics and conclude that

there is no signi�cant radiation induced aging in these

3The largest variation is between in-time occupancies and
between total currents. This is not unexpected; one requires
coincidence with the beam crossing, and the other does not.

occupancy CMU CMP CSP CMX CSX

Run I 0.01 0.9 0.2 0.5 0.02

Run II 0.007 0.04 0.01 0.2 0.01

Table 10.5: Channel occupancy (%/channel/event) in
minimum bias events. These are computed from Ib data,
corrected to 1 minimum bias event per crossing. The re-
duction in rate expected when the main ring is removed
is also included. This is computed from the top-bottom
asymmetry in the azimuthal hit occupancy distribution.

systems.

A similar comparison for the CMU shows a de-

crease in the single hit e�ciency of a few percent.

This is not large enough to be visible in the muon

�nding e�ciency (where we require 3 of 4 hits) with

the Run I data. Reducing the CMU gain by a factor

of 30 or so will slow this aging by the same factor,

and removing the main ring will slow it an additional

factor of 100 or more. Even going to very high lumi-

nosities is quite safe. More than 90% of the charge

that will ever be collected from the CMU has already

been deposited.

In Run II, with the Main Ring gone and the beam

pipe shielded (see Sec. 14.4), the environment of the

central muon detectors will be much less harsh. The

raw detector occupancy measured online in Run Ib

minimum-bias events [6] is given in the �rst row of

Table 10.7, and the occupancy of stubs in minimum-

bias events is given in Table 10.7. We expect sub-

stantially reduced occupancy (Tables 10.7 and 10.7)

in Run II. In CMU and CMP the expected reduction

is estimated from measurements of the top-bottom

asymmetry in the azimuthal occupancy distribution.

In CMX the expected reduction factor is estimated

from the ratio of in-time to out-of-time stubs. This

removes both the main ring component and some

fraction of the particles from interactions in the beam

pipe. 4 The expected Run II occupancies are shown

in the bottom lines of Tables 10.7 and 10.7, and rep-

resent signi�cant improvements over the Run I situ-

ation.

Shielding will have an even larger e�ect since the

timing cut does not perfectly separate signal and

noise. A preliminary shielding plan for CDF II is

4The timing cut implemented corresponds to that used in
the trigger and is corrected for the corresponding loss in e�-
ciency (15%).
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occupancy CMU CMP CMX

Run I 0.034 0.14 0.35

Run II 0.023 0.0084 0.026

Table 10.6: Mean stub occupancy (stubs/event) in mini-
mum bias events. These are computed from Ib data, cor-
rected to 1 minimum bias event per crossing. The po-
tential improvement when the main ring is removed and
shielding can be installed around the beam pipe is also
given. The occupancy is not Poisson distributed: the frac-
tion of events with no stubs is much larger than e�<n>.

bunch �N CMU CMP CMX

132 ns 2 2.2% 0.39% 0.71%

396 ns 5 1.8% 0.33% 0.59%

Table 10.7: Probability of a stub from an underlying min-
imum bias event overlapping with a stub of interest in a
physics event at a luminosity of 2� 1032cm�2

s
�1.

discussed in Sec. 14.4. We estimate that the instal-

lation of shielding around the beam pipe will reduce

rates by a factor between 50 and 100. Additionally,

the additional steel welded onto the toroids for the

IMU will substantially reduce the background stubs

in the CMX.

There is also a concern that o�ine reconstruc-

tion will be di�cult because the muon chambers in-

tegrate over several crossings. However, the CMX

and the CMP have scintillators that will time stamp

the crossing with the muons (i.e. will identify which

beam crossing is associated with the muon of inter-

est). The CMU can be correlated with times from

TDC's attached to the central hadron calorimeter

readout, and the fast drift times in the tracking cham-

bers will allow unambiguous association of a match-

ing track with a given beam crossing. As a �gure

of merit we calculate the probability that a muon

track of interest is obscured by another in an under-

lying event. We consider the muon track to be \ob-

scured" when two particles overlap within the maxi-

mum drift time of the chamber in a unit of azimuth

de�ned by the scintillator used to identify the beam

crossing.5 This probability is plotted as a function

of the number of underlying minimum bias events in

5This �gure of merit arises naturally from the simplest
extension of the current stub �nding algorithms to Run II
conditions.

Figure 10.16: Probability of a stub from an under-
lying minimum bias event overlapping with a stub
of interest in a physics event.

Figure 10.16 and listed for the Run II crossing rates

at 2� 1032cm�2s�1 in Table 10.7. The probability of

a pure stub overlap is a few %. In these situations

with overlap we will be able to resolve the two tracks

with a slightly more complicated reconstruction al-

gorithm which will be slower for this rare category of

events. We conclude that this kind of overlap is not

a problem.

To summarize, we expect that the improvements

to the CDF II muon systems outlined here will sub-

stantially enhance Run II performance over Run I:

� The Main Ring will be removed, decreasing oc-

cupancy.

� The CMX will be shielded by the IMU, further

decreasing occupancy.

� The � coverage of the CMP will be increased.

Scintillator will identify each muon's bunch crossing.

� The � coverage of the CMX will be increased.

� The new IMU will allow muons to be identi�ed

out to � = 2:0, and triggered on out to � = 1:5.

(� = 1:2 at the beginning of Run II)
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Chapter 11

Front-End Electronics and DAQ

11.1 Overview

The CDF electronics systems must be substantially

altered to handle run-II accelerator conditions. The

increased instantaneous luminosity requires a similar

increase in data transfer rates. However it is the re-

duced separation between accelerator bunches that

has the greatest impact, necessitating a new archi-

tecture for the readout system.

Figure 11.1 shows the functional block diagram of

the readout electronics. To accommodate a 132 nsec

bunch-crossing time and a 5.5 �sec decision time for

the �rst trigger level, all front-end electronics are

fully pipelined, with on-board bu�ering for 42 beam

crossings. Data from the calorimeters, the central

tracking chamber, and the muon detectors are sent to

the Level-1 trigger system, which determines whether

a �pp collision is su�ciently interesting to hold the

data for the Level-2 trigger hardware. The Level-1

trigger is a synchronous system with a decision reach-

ing each front-end card at the end of the 42-crossing

pipeline. Upon a Level-1 trigger accept, the data on

each front-end card are transferred to one of four lo-

cal Level-2 bu�ers. The second trigger level is an

asynchronous system with an average decision time

of 20 �sec.

A Level-2 trigger accept ags an event for read-

out. Data are collected in DAQ bu�ers and then

transferred via a network switch to a Level-3 CPU

node, where the complete event is assembled, an-

alyzed, and, if accepted, written out to permanent

storage. These events can also be viewed by online

monitoring programs running on other workstations.

With the new system architecture, both the Level-

1 and Level-2 accept rates will be an order of mag-

nitude larger than in run I. For example, with a 40

KHz accept rate from Level 1 and a 300 Hz rate out

of Level 2, the system deadtime will be < 10%. The

L2 trigger

Detector

L3 Farm

Mass
Storage

L1 Accept

Level 2:
Asynchronous 2 stage pipeline
~20µs latency
300 Hz Accept Rate

L1+L2 rejection:  20,000:1

7.6 MHz Crossing rate
132 ns clock cycle

L1 trigger

Level1:
7.6 MHz Synchronous pipeline
5544ns latency
<50 kHz Accept rate

L2 Accept

L1 Storage
Pipeline:
42 Clock 
Cycles Deep

L2 Buffers: 
4 Events

DAQ Buffers 

PJW  10/28/96

Dataflow of CDF "Deadtimeless" 
Trigger and DAQ

Figure 11.1: The run-II readout functional block diagram.

expected rate of events written to mass storage is

30-50 Hz.

In this chapter, we begin with a detailed descrip-

tion with the front end electronics for the calorimeter,

central outer tracker, and muon systems. We then

describe the data acquisition system and the online

computing. The readout of the silicon systems is de-

tailed in Chapter 5 and the trigger is described in

further detail in Chapter 12.
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11.2 Calorimeter Front-End

The installation of new scintillator-based calorime-

ters in the plug region allows a common design to

be used for much of the front-end electronics for

the central and plug calorimeters and their associ-

ated preradiators and shower-maximum detectors.

The calorimeter ADC readout is based on the QIE

(Charge Integrating and Encoding) chip, a custom

multi-ranging circuit developed at Fermilab for the

KTEV experiment. A VME based front-end board

carries the QIE, a commercial ADC, and FPGA

based circuits to perform pipeling, bu�ering, and the

creation of tranverse-energy sums for the trigger. A

simpli�ed version of the QIE design is used for all

shower maximum and preshower detectors.

11.2.1 Calorimeter ADC: The QIE

The readout of the calorimeters is done by integrat-

ing the charge coming from the individual calorimeter

photomultiplier tubes (Fig. 11.2). The anticipated

maximum signals from the PMT's will be greater

than the present electronics were designed for. Es-

timates of the maximum signals for a collider energy

of 2 TeV and an integrated luminosity of 2 fb�1

have been made for all of the calorimeters[1]. The

conclusion is that the maximum signal expected is

approximately a factor of two larger than that seen

in the data up to now. The increase in maximum

signal size requires one bit of dynamic range more

than the present 16 bits. In addition, of course, the

minimum time between bunch crossings will be re-

duced from 3.5 �sec to 132 nsec. We felt a multi-

range solution was needed to solve the inherent dif-

�culties of fast digitization of signals with large dy-

namic range. Because the signals from the PMTs

can be as long as 80 nsec, there is not time to in-

tegrate, read out, and reset the integrating capac-

itor before the next bunch crossing, so the system

also must be pipelined. These requirements �t rea-

sonably well with an ASIC that was originally con-

ceived for the SDC experiment at the SSC, and later

adapted for use with the KTEV CsI calorimeter. The

QIE (Charge Integrating and Encoding) custom inte-

grated circuit[2] is used with a commercial ADC. The

QIE and ADC are both mounted on a small front-end

module, which is mounted in turn on an adc/memory

(ADMEM) VME board. Each ADMEM board holds

20 of the front-end modules, provides the Level-1 trig-

PMT

Scintillator Tile/Fiber
Calorimeter

Hamamatsu R4125

Shower-Maximum
Detector

16 channel Multi-Anode PMT : Hamamatsu R5900M-16
Base/Digitizer Module

Calorimeter
Digitizer
Readout
Module

Shower-Max
Digital
Readout Card

Figure 11.2: Plug-calorimeter readout.

ger with transverse-energy sums, and also provides

level-2 storage.

The QIE is the heart of the front-end module

(Fig. 11.3). It has �ve major sections: a current

splitter, a gated integrator/switch, a comparator, an

encoder, and an analog multiplexer. The process-

ing of signals within the chip is done in a four-stage

pipeline. In the �rst step, the current splitter divides

the incoming PMT current into 8 binary-weighted

current outputs. The outputs are applied through

a current switch to eight identical 2.6 pf integrating

capacitors for a period of 132 nsec. The voltage inte-

grated on the capacitor that receives half the charge

(I/2 range) is the largest, with the voltage decreasing

on the other capacitors down to a minimum at the

last capacitor (I/256 range). At the end of the �rst

step, the current switches to the next set of eight in-

tegrating capacitors. The capacitor voltages are then

applied to a set of comparators to determine which

capacitor voltage should be sent to the ADC for digi-

tization. The selected range is encoded as a three-bit

number, which is sent to the output for use as the

exponent of a oating point number(the ADC value

forms the mantissa). In the third step, the compara-

tor outputs are used to control a multiplexer that

selects one of the capacitor voltages to be digitized

by the ADC. Following this, the capacitors are reset.

Tests were initially done using a version of the QIE

that was the �nal preproduction version of the KTEV

chip, fabricated using the Orbit 2:0� process, along

with an 8-bit Analog Devices AD9002 FADC. That

chip has a full-scale charge input of 500 pC, and was

not optimised for our power supply levels or clock

speeds. The design was then modi�ed to CDF spec-

i�cations, which include the following: full-scale in-
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Figure 11.3: Simpli�ed schematic of the QIE ASIC

put charge of 1300 pC, maximum instantaneous cur-

rent of 50 mA, linearity better than .2% or 10 fC,

whichever is larger, and temperature stability greater

than .2% (or 10 fC, whichever is larger) per degree

Celsius.

A schematic of the front-end module is shown in

Fig. 11.4. It includes a current bu�er, a charge-

injection circuit for calibration, a radioactive-source

current-calibration circuit, the QIE, a 10-bit ADC to

digitize the voltage presented by the QIE, and digital

memory for converting the oating-point QIE+ADC

output to a dual-range linear 16-bit number. The in-

put impedance of the QIE is not a constant 50
,

which is not a problem in its original application

where it was located very close to the PMT base.

However in our application, the QIE will be some

tens of nanoseconds from the PMT base, so the in-

put impedance needs to be well controlled to mini-

mize reections back down the cable and subsequent

mismeasurement of the signal. The design of the QIE

is such that it is intrinsically di�cult to control the

input impedance to the level required, so an exter-

nal, low power-consumption circuit has been designed

for use between the PMT base and QIE. The perfor-

mance of prototype circuits in conjunction with the

QIE has been excellent, maintaining the required lin-

earity, with a power consumption no greater than 50

mW.

The QIE has 32 integrating capacitors, 8 ranges for

each of 4 pipeline depths. One possible source of error

in the charge measurement is miscalibration of those

capacitors. Several circuits have been designed and
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Figure 11.4: Simpli�ed schematic of the front-end module.

tested to inject a known charge into the QIE for cali-

bration. The basis of the current design is capacitive

discharge using a precision voltage source. The cir-

cuit must be quite linear and capable of injecting near

full-scale charge inputs(� 1000 pC) in less than 132

ns. Initial tests were capable of measuring the middle

ranges to the required accuracy, but large QIE input

impedances for small inputs, and nonlinearities for

large pulses made testing the circuit challenging for

the low and high ranges(Fig. 11.5). The �nal circuit

development will be done after the prototype CDF

QIE is in hand.

QIE5B4 noise
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Figure 11.5: Noise performance of the prototype QIE5b4

ASIC compared with the calorimeter resolution and the

ideal curve for an 8-range, 8-bit ADC system.

The other calibration circuit is needed to measure

the DC current from the PMTs when a radioactive
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source is passed in front of the calorimeter scintilla-

tor. Both the plug and central calorimeters adjust

tube gains based on this information, and both plan

to use this information to carry calibrations from the

test beam to the collision hall. The source strength

is such that the typical current from a PMT is about

100 nA. A 1% measurement of the current is desired.

The circuit uses a high-gain current ampli�er and the

QIE to read out the source current. A 100 nA cur-

rent integrates only 13 fC of charge in 132 ns, and

only half of that goes to the I/2 range. Using a 10-

bit ADC gives 5.2 fC per count in the I/2 range, so a

gain of several hundred will be needed to achieve the

required accuracy.

There is also digital memory on the front-end

module. The output of the QIE contains a 2-bit

integrating-capacitor ID and a 3-bit range ID. With

the 10-bit ADC output, that makes 15 bits per chan-

nel per bunch crossing. These bits will be converted

to a linearized 15-bit number, plus a 1-bit range, in

a 1-Mbyte Flash RAM. The calibration constants for

doing the conversion will be determined using the

charge-injection circuit described above.

The 16-bit output of the ash RAM is sent o� the

front-end module to a Xilinx �eld-programmable gate

array (FPGA), which is also mounted on the AD-

MEM Boards. The Xilinx sums the digitized data

into trigger towers and passes that data to another

ash RAM which converts E into ET and delivers a

10-bit number to the Level-1 trigger. The digitized

data are also stored in the Xilinx for a period of 42

bunch crossings(about 5:5 �sec). That is the time

required for the Level-1 trigger decision to reach the

front-end crates. A Level-1 accept causes the data

to be written into one of four Level-2 bu�ers, and

a Level-1 reject causes the data at the end of the

pipeline to be discarded. A Level-2 accept will cause

the VMEbus Readout Controller(VRC) to do a block

read of the data in each ADMEM card.

11.2.2 Shower-max detectors and prera-

diators

The shower-maximum and preshower detectors will

also use the QIE technology. A simpli�ed ASIC has

been developed and tested that has lower resolution,

an integral 5-bit ash ADC, and Level-1 and Level-2

storage on chip. The circuit has 8 ranges and suf-

�cient matching of the integrating capacitors that

channel-by-channel calibration constants will not be

needed (Fig. 11.6). The chip uses the Orbit 1:2�

double-poly, double-metal process. The power dis-

sipation per channel is about 100 mW. Rather than

mounting the chip on a VME board, we will construct

readout boards containing 32 to 80 channels that are

connected to a VME shower-max readout board via

at cables, as shown in Fig. 11.7. The plug-detector

outputs can go directly to the shower max QIE, but

the gas-based central shower-max detector outputs

must �rst go to a preampli�er circuit, described in

the next section.
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Figure 11.6: Schematic showing the general layout of the

shower-max digitizer boards.

11.2.2.1 Central shower-max preampli�ers

The central-calorimeter shower-maximum propor-

tional chambers measure the charge deposition on or-

thogonal strips and wires. In the run-I con�guration,

the Rabbit electronics matched the gain of the strip

and wire signals, giving the same dynamic range to

both. In the upgraded run-II con�guration, we plan

to use a preampli�er circuit to match the gains in

the two views. As described in the previous section,

separately-housed front-end cards will contain both

the preampli�er circuit and the shower-maxQIE. The

digitized output from these cards will be multiplexed

and sent to the DAQ electronics and to the trigger

as shown in Fig. 11.7. We plan to mount the front-

end card at the rear of the detector wedge as close as

possible to where the cables emerge.

One of the key criteria for the selection of a pream-

pli�er is the intrinsic noise of the circuit. Since the

strip signal is sensitive to digital tra�c, we want
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Figure 11.7: Schematic showing the general layout of the

shower-max VME readout-boards.

our preampli�er circuit to introduce minimal addi-

tional noise. Recently, noise studies performed on the

shower-max detector in the B0 collision hall showed

that digital-tra�c noise could be reduced by a factor

2-5 by using a di�erent detector grounding scheme.

This could impact where we mount the front-end

cards, giving us more exibility.

Another feature of the central strip and wire signals

is the long signal rise time (�rise(wires)=530 ns).(Fig.

11.8) We plan to digitize the signals every 132 ns, but

sum the signals from several consecutive windows on

the VME readout board.

11.2.2.2 Central preradiator (CPR) and

crack preampli�ers (CCR)

The central preradiator detector and central-crack

chambers will also use the front-end cards containing

both a preampli�er circuit and the shower-max QIE.

Although the preradiator cabling is shielded twisted

pair, the crack chambers have unshielded cable which

will need to be replaced. We may add gain before

the cable run (at the front of the wedges) for both

the CPR and CCR; the preamp for the run-I VTX

tracking chamber is a possible candidate.

Figure 11.8: Time dependence of the ampli�ed central-

strip-chamber wire signal as observed. The top trace is

1�s per division, the bottom trace 200 ns per division.

11.2.3 Calorimeter TDC's

CDF has historically utilized timing on the hadronic

calorimeter, and the need for this information contin-

ues into Run-II [3]. Timing requirements on hadronic

energy deposition are important for the removal of

cosmic-ray background. The cosmic-ray background

for Run II will be comparable to that of Run I given

the ADC and TDC gate widths and the luminosity.

In addition to suppressing background, hadron-TDC

information can be used to search for energy deposi-

tion from exotic heavy stable charged particles.

The baseline conceptual design of the CDF Run II

Hadron-TDC upgrade is to pick o� and discriminate

the phototube dynode signals for the central, wall,

and plug hadron calorimeters, and send the discrimi-

nated outputs to 96-channel pipelined TDC boards of

the same kind used in the muon and tracking systems.

The TDC design is described in the next section.

Although CDF has not used or considered timing

on the EM channels in the past, we are now begin-

ning to appreciate the importance of cosmic ray back-

grounds to low rate signals from exotic processes in-

volving photons. SUSY signatures in ee=ET , and

b=ET , discussed in Sec. 2.4 are timely examples. The

cost and schedule issues associated with TDC's on

the EM calorimeter channels are under consideration,

but will not be discussed further here.
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COT Muon Had JMC96

Multi Hit Capability yes yes yes yes

Number of channels 30,240 8,773 1,200 40,213 total

Leading and trailing edge yes yes yes yes

Timing resolution 1 nsec 2 nsec 1 nsec 1 nsec

Max. drift time 100 nsec 2000 nsec - 2048 nsec

Table 11.1: TDC requirements and speci�cation

...

...

...

...

...
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L2 Accept

L1A-0

L1A-1

L1A-2
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Figure 11.9: Schematic diagram of JMC96 chip.

11.3 Pipelined TDCs

The hadron calorimeters, scintillators, muon cham-

bers, and the central drift chamber all require TDC's

for recording signal times. The requirements for these

systems, and the speci�cation for the TDC are listed

in Table 11.1. While there is some di�erence in the

requirements for the three systems, there is enough

commonality that a single solution is viable. In addi-

tion the TDC must obey the DAQ protocol of a 5.3

microsecond Level 1 bu�er followed by four Level 2

bu�ers. The combination of these requirements were

not available in any commercial module, and a cus-

tom circuit has been designed at the University of

Michigan. The design includes the custom integrated

circuit, 96 channel VME boards, and a calibration

system.

The TDC chips, the JMC96, incorporate all of the

features of the TDC required for the capture of the

signals, the Level 1 and Level 2 bu�ering, and encod-

ing data for readout. A functional diagram for the

chip is shown in Fig. 11.9. The signal to be digitized

is brought into the chip and is transmitted down a

48 stage delay cell line. Each delay cell has 4 tran-

sistors, and the delay per stage is controlled by a

voltage. The overall delay as determined from this

voltage is derived from a phase locked loop which

is in turn driven by an external crystal controlled

oscillator. Thus the absolute timing accuracy is de-

termined by the accuracy of the crystal, which can

easily be made to 100 parts per million. Once ev-

ery 48 nanoseconds the content of the delay line is

copied to a 48 bit register. This register then con-

tains the history of the input signal for the last 48

nanoseconds. The register is then written to a static

on-chip memory which is operated in a FIFO mode.

The FIFO is large enough to hold 5.2 microseconds

of data.

When a Level 1 accept is generated the data com-

ing out of the FIFO is stored in one of four Level 2

bu�ers. Which bu�er to use is speci�ed in the Level

1 accept message. There are four level 2 bu�ers in

the JMC96. Each bu�er has forty-two 48 bit words,

so that the level 2 bu�ers store up to 2 microseconds

of data. The DAQ protocol speci�es that Level 1 ac-

cepts may be generated on consecutive crossings. If

this happens, then the output of the Level 1 TDC

bu�er will be written to multiple Level 2 bu�ers with

a 132 nanosecond time o�set. The minimum time be-

tween Level 1 accepts for the TDC chip is 96 nanosec-

onds. The Level 1 accept signal is recorded in a sec-

ond 48 stage delay cell line, and the content of this

line is written to one of four registers.

When a Level 2 accept is generated the data stored

in the Level 2 bu�ers is digitized. The content of the

Level 1 accept bu�er is �rst read in order to calculate

a t0. The Level 2 bu�er is then scanned and the time

of each transition from 0 to 1 or 1 to 0 is calculated.

The time of the level 1 accept is then subtracted,

resulting in a 12 bit word - 11 bits indicate the time

within the 2 microsecond window, and the 12'th bit
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Figure 11.10: Block diagram of the 96 channel TDC

boards

indicates a leading or trailing edge. The 12 bit word

is then written into an on-chip 16 word FIFO.

The TDC board contains 96 JMC96 chips and the

associated circuitry needed to receive and process the

data. A block diagram of the board is shown in

Fig. 11.10. The receiver is either ECL or LVDS. The

board is manufactured with sockets for both ECL and

LVDS receiver chips. It is most likely that the muon

and scintillator systems will use ECL and the COT

will use LVDS. This allows the boards to be manufac-

tured in the same way and the �nal determination of

the input voltage level is determined by which chips

are plugged in. After the signals are received they are

input to a 2-input multiplexor. The second input of

the multiplexer comes from the onboard calibration

circuit which can be programmed to produce up to

three di�erent calibration pulses and distribute them

to any combination of the 96 channels. This calibra-

tion system will allow testing of not only the TDC

board but also of muon or XFT trigger systems that

get input from the TDC board.

A DSP on the TDC board is used for reading data

out of the TDC chips and storing it in a memory.

After a level 2 accept all 96 TDC chips encode the

data in the level 2 bu�er and store the hit times in

a on-chip FIFO. The DSP queries the status of each

TDC chip, and if it has data, reads it out. The DSP

will then try to match leading and trailing edges of

a pulse and convert the two edges into a single word

that has the pulse width, the time of the leading edge,

and the channel number. Several cuts can be made

on the hits by the DSP. The pulses can be required to

have a minimumpulse width before they will be read-

out. This can be used to reduce the number of noise

hits and reduce the size of the event record. A limit

on the maximum drift time can be set. The TDC

records 2 microseconds of data, which is much longer

than the 100 nanoseconds drift time of the COT. A

cut on the maximum time removes hits from previ-

ous crossing. A cut can be placed on the maximum

number of hits per channel in order to suppress noisy

channels, and a channel can be marked a bad or dead

and excluded from the readout entirely. When all

channels for an event have been readout the header

word, a word count, and the timing data are written

to a FIFO on the TDC's. The data is read out of the

other end of the FIFO through VME.

The COT TDC's will be mounted on the detector.

Fifteen VME crates are needed to house the 315 TDC

cards. The signals from the COT are transmitted

from the chamber-mounted ASD's over small coax.

There may have to be a transition card to a lower

loss cable before the signals are sent to the TDC.

The TDC board has connectors to support a mez-

zanine card. The mezzanine card will be used for pro-

cessing or transmitting the timing signals to trigger

circuits. Di�erent systems will have di�erent mez-

zanine cards. The COT mezzanine card has circuits

to identify the prompt and delayed hits for each cell

and multiplex the hits to connectors on the back-

plane. The signals will then be transmitted by the

existing Ansley cable to the trigger room for use by

the XFT track processor.

11.4 Muon-Detector TDCs

The muon system share the TDC design with the

COT, as described above. The muon TDC's reside on

the �rst oor counting room. Signals are transmitted

from the detector via the existing Ansley cable. The

TDC receives the signals and records the hit times.

A mezzanine card mounts on the TDC board which

generates a copy of the muon signals to be transmit-

ted to the muon trigger. A total of about 91 TDC

modules are required for the muon systems.

11.5 Silicon Front-End Electronics

The design of the front-end and DAQ electronics for

SVX II is intimately connected with the detector's

mechanical design because of the need to minimize
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the amount of material between the beamline and the

COT. Consequently, the SVXII and ISL electronics

is described along with the SVXII detector in Chap-

ter 5.

11.6 Data Acquisition System

11.6.1 Overview

The Data Acquisition System is responsible for col-

lecting data fragments from front-end electronics sys-

tems for events satisfying the Level-2 trigger and

sending them to the Level-3 trigger subsystem. There

complete events are built and more sophisticated al-

gorithms classify events and determine whether they

should be saved. Events passing the Level-3 trigger

criteria are sent to mass storage. The Online Com-

puting System, described below, provides processes

that control and monitor the functioning of the de-

tector and data acquisition system.

A block diagram of the system is shown in

Fig. 11.11. The basic architecture is very similar to

that used successfully in Run Ib [7]. Front-end and

trigger electronics are housed in VME crates replac-

ing the FASTBUS and RABBIT crates used in the

original detector. Timing signals associated with the

beam crossing are distributed to each crate by the

Master-Clock subsystem. Trigger decision informa-

tion is distributed by the Trigger-System-Interface

subsystem. Commercial processors read data from

modules in their local crate and deliver it to the

Event-Building subsystem. This system concentrates

the data and delivers it to the Level-3 trigger sub-

system through a commercial network switch. The

Level-3 trigger is a \farm" of parallel processors, each

fully analyzing a single event. The Data-Logging sub-

system delivers events to mass storage and also to on-

line monitoring processes to verify that the detector,

trigger, and data acquisition system are functioning

correctly. While the architecture is similar to the run-

Ib system, many individual components will be up-

graded or replaced. This is necessary to deal with the

new VME-based front-end electronics, and to provide

increased throughput required for the higher luminos-

ity now expected in run II. And in some cases com-

mercial products in the run-Ib system are no longer

supported by the manufacturer and must be replaced.

... ...
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Tracer
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Data
Logger
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Computing

Trigger
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Scanner
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Control
Signals
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Figure 11.11: A schematic of the CDF Data Acquisition

system, showing data ow from the front-end and trigger

VME crates to the Online Computing system.

11.6.2 Front-End Crates and Controllers

All front-end and trigger electronics are packaged as

VME modules and housed in standard 21-slot com-

mercial VME crates. These modules process detector

signals and make the data available to the data ac-

quisition system via the VME bus. In addition to the

front-end modules, each front-end and trigger crate

will contain a commercial VME-based processor for

event readout, and a \TRigger And Clock + Event

Readout" (Tracer) module. The Tracer receives se-

rial fast control messages such as Level-1 and Level-2

Accept from the Trigger Supervisor and fans them

out on dedicated lines on the backplane. It also pro-

vides the interface to the serial data link to the Event-

Builder subsystem.
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11.6.2.1 VME Crates and Modules

Modules and crates will conform to VME standards

including the VME64 extensions (ANSI/IEEE 1014-

1987 and ANSI/VITA 1-1994, VITA 1.1-199x) [8].

Among these extensions are 64-bit transfers, addi-

tional ground and user-de�ned backplane pins, better

EMI protection, geographical addressing, and board

keying. They will also conform to the proposed VME

International Physics Association (VIPA) standard

(VME-P) [9] that de�nes additional speci�cations

for high-energy-physics applications. These include

crate and card mechanics for 9U x 400 mm systems,

including rear transition cards as well as additional

power required for analog or other custom applica-

tions.

Of the approximately 120 crates in the system, half

each are located on the detector and in the count-

ing room. User-de�ned pins on the standard J2

backplane will be used to distribute fast control sig-

nals such as Level-1 Accept, Level-2 Accept, and the

crossing clock to all modules in a crate. Most systems

will employ a custom J3 backplane. In some cases

this will be used to receive signals from the detector

via a 9U x 120mm rear transition card. Another use

of J3 will be communication of trigger information to

adjacent boards where required. The newly de�ned

J0 connector will be implemented and used primarily

to provide additional power.

In addition to following the VSO standards, front-

end cards are required to present a common interface

to the data-acquisition system. They receive fast tim-

ing and control signals via speci�c backplane pins.

On receipt of a Level-1 accept, they must store the

data for the appropriate crossing into the speci�ed

one of the four Level-2 bu�ers. Then on receipt of a

Level-2 accept, this data must be readable over VME

by a single D32 block transfer. Data from each mod-

ule will include a header word containing a module

ID and event number for use in data integrity checks

higher up in the system.

All crates are speci�ed to have 300 amp +5V power

supplies. Additional power is system dependent.

Some systems require separate supplies for sensitive

analog circuits, others additional voltages for ECL or

3.3V applications.

Crates both on the detector and in the counting

rooms will be individually cooled by fans and air-

water heat exchangers. These will be con�gured to

provide cooling to rear transition cards as well as the

main crate. The cooling system will be designed to

support a maximum power dissipation of 2 KW per

crate. Most crates will be well under this limit. Racks

in the counting rooms will contain 2 VME crates

each. Protection circuits in each rack will automat-

ically shut o� power in case of fan failure, overtem-

perature, or detection of smoke or water.

11.6.2.2 Local Processor

Each crate will contain a local VME-based processor.

On receipt of a Level-2 accept, this processor will

read data from the front-end modules and send it via

the Tracer module to the Event-Building network.

Also, the processor provides the interface between

the host control programs and the front-end modules

for initialization and diagnostics.

The event data readout may be accomplished in

one of two ways. In the direct mode, the front-end

data are transmitted to the Tracer as they are read

from the modules as described in more detail below.

In the second mode, this Tracer \spy" mode is dis-

abled, and data are �rst read into the processor. The

processor then applies calibration corrections and re-

moves channels where there are no hits. The com-

pressed data are then written back to the Tracer data

link. For the calorimeter crates, a signi�cant reduc-

tion in data size may be accomplished by removing

the empty channels. Benchmarks have shown this

compression can be accomplished within the allotted

time.

The processor will also provide the only external

path into the crate for downloading and monitoring

operations; there will be no other intercrate network.

Commands and data are sent from the host to the

local processor via ethernet. The required VME op-

erations are done, and the results communicated back

to the host. Commands may be single VME opera-

tions, or more complex operations such as an entire

begin-run initialization sequence.

Currently the processor is speci�ed to be a Mo-

torola MVME-162 This is the choice due to both its

excellent performance as a VME master and its mod-

est cost. The processors will run the VxWorks oper-

ating system [10]. VxWorks provides a multitasking

operating system with priority-based scheduling and

fast interrupt response. It also provides excellent net-

working including BSD sockets, remote �le access via

nfs, and remote logins. Code is developed and com-

piled on a host unix system, then downloaded to the
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processor. Since the processor form factor is 6U x

160mm, a 6U-9U adapter card will be used to install

the modules in the crates.

11.6.2.3 Tracer Module

The Tracer module provides the interface between

the front-end modules and the Trigger Supervisor and

Master Clock for fast control signals. It also provides

the data interface between the front-end modules and

the Event Building Network.

Serial control messages from the Trigger Supervisor

(Level-1 Accept, Level-2 Accept and Reject, Control)

are received and decoded by the Tracer. In addition,

timing signals from the Master Clock (Beam Cross-

ing, Bunch 0, Abort Gap, and Clock) are also re-

ceived by the Tracer. All these signals are distributed

via the J2 backplane to all modules in the crate.

To provide maximum e�ciency for event readout,

the Tracer contains a \spy" function that enables it

to clock event data from the backplane as the VME

Readout Controller reads it. The Tracer stores the

event data in a local FIFO. A sequencer on the Tracer

will then read the FIFO, serialize it, and then trans-

mit the data to the Event Building Network. Should

the higher level not be able to accept data (due to

its internal bu�ers being full) a BUSY signal will be

transmitted and inhibit data transfer until the con-

dition clears.

Finally, the Tracer provides a means by which to

issue a crate reset. The VMEbus signal SYSRESET*

will be pulsed low on the backplane if a reset pulse

is detected from the CDF Reset Crate. The Reset

Crate contains a set of IndustryPak output registers

that drive RS-422 signals to a front-panel connection

on each Tracer. A signal is sent from the Reset Crate

to a Tracer if a reset is desired. This capability is

required in case a local processor board hangs.

11.6.3 Trigger System Interface

The Trigger-Interface subsystem provides the inter-

face between the hardware trigger (Levels 1 and 2)

and the data-acquisition system. Trigger decisions

are received by this subsystem and forwarded to the

front-end electronics. Then, when a Level-2 trigger

has been successfully processed, the Event Building

Network is informed and manages readout of the

event into the Level-3 trigger. Components of this

subsystem include a set of Trigger-Supervisor mod-

ules, one per partition, and a set of crosspoint mod-

ules that link signals from the Trigger Supervisors to

the front-end crates in the appropriate partition.

11.6.3.1 Protocol

The global-trigger-decision subsystem will send re-

sults of the Level-1 trigger to the Trigger Supervisor

each beam crossing. In addition, when a Level-2 deci-

sion is available, this is also sent to the Trigger Super-

visor. The information is forwarded to the front-end

crates in the form of serial messages.

Each beam crossing, two frames of 9 bits each

are transmitted to each Tracer card, which decodes

the messages and drives the appropriate lines on the

backplane. The �rst frame contains the results of

the Level-1 decision for the crossing that is emerging

from the front-end pipeline. If the decision is posi-

tive, the data is stored in one of four Level-2 bu�ers

as indicated by another �eld in the frame. Otherwise

data from the crossing is discarded.

The second 9-bit frame may be either a Level-2 de-

cision, a Calibration enable, or Control message. The

Level-2 decision word indicates which is the pertinent

bu�er of the four, as well as a reject or accept indi-

cation. If the event is accepted, the data is moved

from the Level-2 bu�er to a bu�er awaiting readout

by the DAQ system. The Calibration Enable message

causes generation of a calibration event by previously

enabled pulsers in the crate. The Control message is

used to halt, reset, and start the Level-1 pipeline so

that all crates are synchronized. It also includes an

encoded �eld that may be used to alter the default

readout, for example in the case of calibration events.

Information is returned from the Tracer to the

Trigger Supervisor via four (nonserial) cables. These

include Done, which is deasserted on receipt of Level-

2 Accept and reasserted when the front end is ready

to accept further triggers. Error is asserted if some

fatal error is encountered. In response, the Trigger

Supervisor will halt and reset the Level-1 pipeline.

Should there be no place to store data from a Level-

2 accept due to a backup from higher levels in the

data-acquisition system, then the Wait signal is as-

serted. Level 1 Done is issued following a Level-2

reject to indicate the speci�ed bu�er is ready for an-

other Level-1 accept. This is required only in the

SVX system where there can be a delay of many

beam crossings before a capacitor cell may be reused

following a Level-1 accept.

The system will be clocked every 132 ns even when
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there are only bunches present every 396 ns, as ex-

pected during the �rst part of Run II. Level-1 rejects

will be issued on empty crossings. When the situation

arises that there are no free Level-2 bu�ers, Level-

1 rejects are issued, thus incurring dead time. This

can occur due to the time required for Level-2 trigger

processing and data-acquisition system processing of

Level-2 accepts. The Trigger Supervisor will keep

track of the live fraction and provide a Live Gate to

external scaler modules to enable proper computa-

tion of the live integrated luminosity.

11.6.3.2 Trigger Supervisor

The Trigger Supervisor will be a custom 9U x 400

mm VME module. A series of state machines will

manage the Level-1, Level-2, and readout sequences.

These will be implemented using Xilinx gate arrays.

A custom J3 backplane will connect the Trigger Su-

pervisors to the Crosspoint modules. Should an error

condition be encountered such as failure to receive an

expected message from the trigger or front end, sta-

tus information will be stored in the module. A task

in the local crate processor will note the condition

and inform the Run-Control program.

11.6.3.3 Crosspoints

Two di�erent types of crosspoint modules route sig-

nals between the Trigger Supervisors and front-end

crates. For the serial data, custom VME modules

based on the Triquint TQ8016 chip are used. There

are 16 channels per board. Each output is attached

to a single front-end crate, and may be individually

programmed to select data from any Trigger Super-

visor as input. The output messages are transmitted

via �ber-optic cables. In addition, each channel has

a programmable delay to account for di�erences in

propagation time to di�erent detector components.

For the signals returning from the front-end crates

(Done, Busy, Error, Level-1 Done), the use of com-

mercial latches is under consideration.

11.6.4 Master Clock

The Master Clock subsystem is responsible for dis-

tributing timing signals to the front-end electronics

and trigger. Four signals are distributed to all sys-

tems: Beam Crossing, Bunch 0, Abort Gap signify-

ing the current crossing is in the accelerator abort

gap and so there is no collision, and Clock (every

132 nsec). The Beam-Crossing signal is used to gate

front-end ADCs and TDCs and should be stable with

respect to the beam crossing to better than 1 ns. The

Bunch-0 signal is used for synchronizing the front-end

pipelines following a reset operation. As it indicates

there is no beam collision, the Abort Gap signal is

used by the SVX system to reset the front-end am-

pli�ers to baseline. This information is also used to

occasionally trigger pulsers to generate calibration

triggers during a data-taking run. In addition, the

SVX will use a 53 MHz clock derived from the Teva-

tron RF system to clock serial data links.

A variation on the Master Clock system developed

for the D0 experiment [11] will be used. This con-

sists of three module types. The �rst, the Phase Co-

herent Clock (PCC) module phase locks a 53 MHz

oscillator to an RF signal from the Tevatron. This,

together with a marker signal, is input to the Master

Sequencer module. The sequencer module drives a

number of output signals whose state at each of the

1113 RF buckets is determined by a lookup memory.

Groups of four of these outputs will be con�gured as

the base set of timing signals for each detector sys-

tem. These signals are fed to Selector/Fanout mod-

ules where they are distributed to the various crates

within a subsystem. These modules can add a de-

lay in nanosecond increments for each channel to �ne

tune the timing for each channel.

Past experience has shown medium-term drifts in

the Tevatron input signals relative to the beam cross-

ing time of several ns. This drift was measured using

precisely-timed information from the detector beam

counters, and manual adjustments made to compen-

sate for the drifts. For the Run-II system, a more

automated feedback mechanism will be developed.

11.6.5 Event Building Network

The Event Building Network takes data from the

front-end crates and delivers it to the Level-3 trig-

ger where the fragments are assembled into complete

events. First the data are received by VME Readout

Boards (VRBs) distributed among 11 VME crates. A

processor in the VRB crates (\Scanner CPU") reads

data from the VRBs in that crate and sends it via a

data switch to the Level-3 subsystem. Data ow is

controlled by a Scanner-Manager task running in a

separate processor. It communicates with the Level-

3 processors and Scanner CPUs over a separate con-

trol network so as to not interfere with the event data
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tra�c.

11.6.5.1 VME Readout Boards (VRB)

Rather than going directly into the data switch, the

serial data from the front-end crates are received by

custom VME Readout Boards (VRBs). The amount

of data per event ranges from a few hundred bytes to

a few kilobytes over the di�erent crates in the system.

This extra VRB layer combines data from di�erent

front-end crates so as to approximately equalize the

data size on each switch link. It also reduces the

number of switch ports required by over a factor of

10. This greatly reduces the cost and complexity of

the switch as well as improves switch utilization.

The VRB module contains a number of serial data

inputs together with a set of dual ported memory

bu�ers for each. An event fragment received via the

data link is placed in one of the bu�ers. It is held in

the bu�er, available for later asynchronous readout

via the VME slave interface. Bu�ers are managed

in a FIFO manner, input of one bu�er and VME

readout of another may occur simultaneously. If a

channel cannot accept more data, a BUSY signal is

transmitted back to to the Tracer module to halt ow

of data. This will also be transmitted to the Trigger

Supervisor. Data from all channels for a given event

may be read by a single VME64 block-read operation

to minimize the overhead.

For all systems except the SVX, slower 256 Mbps

TAXI links will be used rather than the 1 Gbps

GLinks used by the SVX. This is because data are

only transmitted on every Level-2 accept rather than

every Level-1 accept. Also, the slower links allow ad-

ditional multiplexing to give 10 rather than 5 data

links per board. The data links are implemented on

rear transition cards, allowing the core part of the

module to be the same for all systems.

11.6.5.2 Scanner CPU

The Scanner CPU is a commercial VME-based pro-

cessor that reads all fragments for an event from all

VRBs in its local crate and sends it to the Level-3

trigger via the Network Switch. In addition to a high

bandwidth VME64 interface, these processors must

also support an interface to the network switch. The

MVME 162s used in the front-end crates only have

a VME interface. In this application the switch in-

terfaces would also have to be VME slaves, mean-

ing the data would have to travel over the limited

bandwidth VME bus twice. To avoid this situation,

current R&D has focused on Power-PC-based proces-

sors with Peripheral Component Interconnect (PCI)

buses [12]. PCI is a synchronous 32-bit 33-MHz bus

with a total bandwidth of 132 MB/sec. The network

interface connects directly to the PCI bus, hence the

system throughput is not limited by the VME bus.

Evaluation of these and other modules will continue.

The Scanner CPUs will also run the VxWorks oper-

ating system.

11.6.6 Network Switch

Data collected by the Scanner CPUs is sent to the

Level-3 system through the Network Switch. Data

ow is managed such that event fragments are ow-

ing in parallel from all Scanner CPUs to all Level-3

systems simultaneously. The proposed con�guration

in Table 11.2 shows that each link must sustain an av-

erage of about 5 MB/sec for 300 Hz operation. This is

the throughput that must be sustained including all

software-driver and data-ow-control overheads and

hardware-link ine�ciencies. This is usually less than

the peak data rate on the physical link. About 45

MB/sec is the required aggregate bandwidth for 300

Hz operation.

The Ultranet system used in Run Ib is no longer

supported by the manufacturer. It also does not have

su�cient performance to deal with the luminosities

now expected in Run II; hence it must be replaced.

A number of other commercial options developed for

telecommunications or computer-networking applica-

tions exist and are under study. These include Asyn-

chronous Transfer Mode (ATM) [13], FiberChannel

(FCS) [14] and HIPPI [15] among others.

Currently a detailed evaluation of ATM technol-

ogy for this application is in progress at Fermilab. In

ATM, data blocks are broken into cells of 48 bytes

plus a 5-byte header for transmission. A test sys-

tem with an 8-port ATM switch from Fore Systems

[16] has been constructed. Data links are 155 Mbps.

Eight Power-PC processors with PCI-based ATM in-

terfaces are used as data sources and sinks. When

faster 622 Mbps links are available, they will be eval-

uated as well. Evaluation of other technologies at

other labs [17] will be monitored and serve as input

to the �nal technology choice.
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System Crates Total Bytes Switch Links

Calorimeter Total 44 30544 (6800) 2(1)

Central Calorimeter 24 16704(2600)

Endwall Calorimeter 4 2128 (500)

Endplug Calorimeter 16 11712(3700)

Central Tracking 18 27000 2

Muon System Total 9 2000 1

SVX II 3 40000 3

ISL 2 16000 1

Trigger 42 30000 2

Total 120 148204(122800) 11(10)

Table 11.2: Summary of the data acquisition con�guration. For the estimated data size, a luminosity of

2� 1032=cm2
=sec is assumed. Quantities in parentheses are following data compression by the front-end processors.

11.6.6.1 Event Data Flow Control

Data ow between the Scanner CPUs and Level-3

system is controlled by the Scanner Manager. This

is a task running on an independent VME-based pro-

cessor. Communication with the Scanner CPUs and

Level-3 processors is over an independent reective-

memory network.

After the front-end processors have completed

readout of an event, the Trigger Supervisor passes

the Level-2 accept message to the Scanner Manager.

Level-3 processors, when they become active, make

their presence known to the Scanner Manager. The

Scanner Manager then directs the Scanner CPUs to

read the events from the VRBs and send the frag-

ments to a speci�c processor in the Level-3 system.

This is done in such a manner so that multiple Scan-

ner CPUs are not sending to the same Level-3 port

at the same time so as to improve switch utilization.

For ATM, this can be accomplished by making use of

the rate division capabilities built into the hardware.

For other switch types, messages between the scan-

ner manager and scanner CPUs can be used. While

this centralized strategy results in more message traf-

�c, it allows better control of the tra�c distribution

among the switch ports and Level-3 systems. In the

Level-3 system, events are built by dedicated tasks

then queued to the algorithm task.

The Scramnet reective-memory network [18] used

in Run Ib will continue to be used for message trans-

mission. This network provides a very low overhead

communication path that does not interfere with data

tra�c. Each Scanner CPU and Level-3 system in the

Event-Building network contains a Scramnet module.

Short control messages are written to the memory by

the local processors, and automatically transmitted

(\reected") to the analogous memory modules in

all other crates. This transfer incurs no overhead be-

yond that of a simple VME single-word write, plus

approximately 1 microsecond per network node.

11.6.7 Level 3 Trigger

The Level-3 trigger subsystem receives event frag-

ments from the Scanner CPUs and builds complete

events into the appropriate data structures for analy-

sis. The events are then passed to a trigger algorithm

that categorizes the event and makes the decision as

to whether it is written to mass storage. Events des-

tined for mass storage and also other event categories

requested by online monitor programs are passed on

to the Data-Logger subsystem. During the event

building process, the event integrity is checked and

complaints are issued about mismatched fragments

or other problems. The same algorithm is run on all

processors. This method does not require careful tun-

ing of the event distribution to maximize processor

utilization. Also events satisfying multiple Level-2

triggers require no special handling as would be the

case if events were allocated to processors based on

trigger type.

The Level-3 algorithms take advantage of the full

detector information and improved resolution not

available to the lower trigger levels. This includes full
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3-dimensional track reconstruction and tight match-

ing of tracks to calorimeter and muon-system infor-

mation. Results from the lower levels are used to

drive the algorithms. For example, if the Level-2 trig-

ger indicates only the presence of an electron candi-

date, only those portions relevant to verifying it are

invoked. In previous runs the overall rejection fac-

tor has been approximately 80%. For Run II, use

of SVX information and targeting triggers at more

speci�c physics analyses will be used to increase the

rejection.

The overall algorithm structure is based on the of-

ine analysis package. This is a modular system con-

sisting of a number of general reconstruction modules

and separate �lter modules for speci�c triggers. Algo-

rithms are provided by various detector and physics

groups and integrated into a �nal package by the

Level-3 group. As the o�ine system is expected to

evolve for Run II, this evolution will be carried over

into the Level-3 algorithm structure. This includes

evolution in both the general framework and the pro-

gramming languages supported.

The system operated in Run I contains four Sil-

icon Graphics Challenge XL systems each with 8

processors and 4 VME bus interfaces. The base-

line plan is to replace the existing processors with

the fastest available at the time they must be pur-

chased. This takes advantage of the large investment

in the Challenge-system classes. In addition to raw

processing capacity, the input I/O capability is very

important. Assuming a 50% increase in processing

per event compared to Run Ib, approximately 45,000

MIPS will be required to meet the 300 Hz input

rate goal. It is expected that the price/performance

of these processors will improve such that this up-

grade can be supported within the current budget.

Of course as reconstruction programs are written for

new detectors and trigger algorithms developed this

estimate must be continually evaluated.

Due to the extended time scale for Run II, support

for the Challenge platform by Silicon Graphics could

be an issue, as they will likely be superceded by new

systems in the next few years. The marketplace will

be continually monitored during this time. If a more

cost-e�ective solution than upgrading the Challenges

is found, that could be adopted instead. Note that in

addition to the raw processing speed requirements,

any alternate solution must be con�gurable with of

order 16 high-bandwidth interfaces to the data switch

as well as links to the Scramnet network. Any alter-

nate platform must also be supported by the CDF

o�ine system in order to develop trigger algorithms.

11.6.8 Data Logging

Events passing the Level-3 trigger are delivered to

mass storage by the Data-Logging subsystem. Also

a sample of events are sent to monitoring pro-

cesses in the online computing system. The default

strategy is to send all events to a dedicated data-

logging/monitoring machine. The expected event

rate is around 30-50 Hz corresponding to 7.5 - 12.5

MB/sec. This corresponds to a trigger cross section

as high as 250 nb at 2� 1032 luminosity. An alterna-

tive would be to log events directly from the Level-3

processor systems. However this method makes cal-

culation of the integrated luminosity for a run more

di�cult in case of a crash or other failure in a part of

the Level-3 system. This is because events may not

be evenly distributed across all systems; hence the

fraction of luminosity seen by a particular part is not

easily determined.

In Run Ib, the same Ultranet network used for

event building was also used for transmission of ac-

cepted events to the data logger. Although the out-

put data volume from Level 3 is much smaller than

the input, it still disrupts the tra�c in the switch,

making it more di�cult to minimize contention.

Hence a separate network for accepted events will

be implemented. Since the required aggregate band-

width is much less than for the Event-Building net-

work, a less costly loop topology rather than a switch

topology should be su�cient. Several commercial

possibilities exist. A dedicated FDDI ring may barely

have su�cient bandwidth. Another possibility is Fi-

breChannel Arbitrated Loop [19] This logically is

similar to FDDI but supports much greater data

rates. Other possibilities includes Serial Storage Ar-

chitecture (SSA) [20] and FireWire [21]. The com-

mercial marketplace will be tracked and a technol-

ogy choice made closer to the start of the run. A

FibreChannel test-bed is begin constructed at Fer-

milab to evaluate its use for data logging.

Also no decision has been made on the mass storage

medium. For reliability reasons it is very desirable

to migrate from the 8mm tape used in the past to

a di�erent technology. New technologies that would

meet the requirements include Digital Linear Tape

(DLT) [22], and the RedWood tape [23]. For op-

erational convenience, the possibility of sending raw
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data directly to the computing center will be consid-

ered. Depending on the future cost of disk storage,

it may be feasible to leave the data on disk until the

o�ine production analysis has run. Then the produc-

tion output and raw data may be written together to

mass storage.

11.6.9 Partitioning

A key element of the system is the concept of parti-

tioning. This is the ability to operate di�erent parts

of the data-acquisition system in parallel to facili-

tate debugging. No recabling is ever required to ac-

complish this. The system is designed to support a

maximum of eight partitions. Software in the host

control programs controls allocation of resources, en-

suring that multiple partitions do not access the same

front-end crates.

The lowest-level granularity is a single front-end

VME crate. This makes it possible to repair a faulty

crate within a detector system while continuing oper-

ation of the remainder of that detector. An exception

is the main physics trigger, which may not be divided

among multiple partitions. However simple triggers

appropriate for calibrations may be routed by a mul-

tiplexor to any partition.

A Trigger Supervisor is assigned to each partition.

Crosspoint modules route the control messages from

the partition's Trigger Supervisor to the selected set

of front-end crates. Software in the Event Building

Network and Level-3 trigger supports multiple par-

titions. A speci�c portion of the Level-3 system is

allocated to each partition. This method is chosen

rather than sending events from any partition to any

Level-3 processor and routing the output based on

partition. Di�erent Level-3 algorithms may thus be

used in di�erent partitions; also throughput is not af-

fected by a di�erent partition generating a very high

trigger rate.

11.7 Online Computing System

The Online Computing System is responsible for con-

�guration, calibration, monitoring, and diagnostics

for the data-acquisition system and front-end and

trigger electronics. It also provides monitoring of a

sample of the data stream to insure that the detector

is functioning correctly. And �nally it provides for

control and monitoring of the detector systems such

as high voltages and VME crate power. Each of these

subsystems provides an operator interface, as well as

automated error detection and reporting.

Data-acquisition control and monitoring is pro-

vided by unix workstations connected via a local-area

network to all embedded processors in the system.

Event monitoring programs also run on unix work-

stations, receiving data either directly from the data

logger or via the local network. Slow control and

monitoring of the detector systems is provided by

the ALARMS subsystem. This is tightly integrated

with the accelerator control system (ACNET). It is

distinct from the data-acquisition control system in

both hardware and software, though interfaces are

provided to transfer information between the two.

A diagram of the logical architecture is shown in

Fig. 11.12. Shown are the Run Control, Event Moni-

toring, and ALARMS subsystems and their relation-

ships to the Data Acquisition and O�ine systems.

11.7.1 Run Control

The Run-Control subsystem provides the following

functions:

� Primary user interface to the data-acquisition

system. This includes starting and stopping

runs, viewing the system status, etc.

� Initialization of all front-end and trigger hard-

ware.

� Con�guration of the data-acquisition system.

� Automatic startup of event monitor tasks.

� Any additional procedures required to perform

calibrations.

� Monitoring of system performance parameters.

� Reporting of any errors in any part of the system

and taking action to recover if appropriate.

Each partition runs a separate copy of the Run-

Control program. A partition manager allows the

user to select parts of the detector while preventing

multiple partitions from accessing the same pieces.

For initialization, con�guration information such as

the correspondence between physical modules and

logical detector components, hardware trigger tables,

calibration constants etc. is retrieved from various

databases. A �nite-state-machine model is applied

to the components of the system and the system as a
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Figure 11.12: Logical model of the Online Computing system.

whole. A state manager communicates transition re-

quests to all components and collates the replies into

an overall system state transition. Error messages

from all components are received by a centralized

message server and displayed. Should data taking be

stopped due to some error, the operator is noti�ed

and a recovery procedure may be attempted.

The command-line-driven VMS-based program

used in the past will be replaced by a unix ver-

sion with an X-window-based graphical user inter-

face. It will be location independent (with appropri-

ate security) to allow for remote diagnosis of system

problems. The overall design will follow an object-

oriented model; this maps well to components of the

data-acquisition system. A modular design will be

followed to allow easy integration of various detector

components.

Higher level code will be written in an object-

oriented language. Although C++ is perhaps the

most obvious candidate, scripting languages includ-

ing object-oriented extensions to tcl/tk [24] such as

itcl [25] should give adequate performance for most

high-level functions while being more straightforward

to program. In addition the tk toolkit provides an

easier way of generating graphical user interfaces

than Motif or related C++ toolkits. Also under eval-

uation is the Java[26] language recently developed by

Sun Microsystems. This is an object-oriented lan-

guage that lacks many of the di�culties and pit-

falls associated with C++. It includes class libraries

for GUI generation and several networking protocols.

Although currently not very mature, it is rapidly de-

veloping and shows some promise for this application.

Lower-level code including all code residing in VME-

based processors will be written in C. Fortran will

not be used within the Run-Control system.

The calibration database developed for the o�ine

system will also be used for storage of online calibra-

tion data. Other databases are required for various

types of con�guration information, and run summary

information. No decision has yet been made on the

implementation of any of these. Commercial rela-

tional and object-oriented databases will be evalu-

ated. The dart information server (dis) [27] devel-

oped at Fermilab will be considered for con�guration

information. For some con�guration information, at

�les may be adequate.

Communication with the large number of front-

end processors is an issue. For random access (di-

agnostics, monitoring), TCP/IP will be used. How-

ever state transitions such as begin-run initialization

must be performed in parallel to minimize the time

required. Hence some multicast protocol will be nec-

essary. One existing package that may meet these re-

quirements is the dart multicast services (dms) [27].

Other possibilities that will be evaluated are SNMP,

CORBA event services, and the Network Data De-

livery Service (NDDS) [28].

All source code will be maintained in a code man-

agement system such as the Concurrent Version Sys-

tem (CVS). As the requirements for code distribu-

tion are more relaxed than for the o�ine system,

and the number of developers is much fewer, pack-

ages other than CVS that provide more functionality
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will be considered. Versioning will be done for all

component packages and the Run-Control package

as a whole. An Integrated Developer Environment

(IDE) will be used for development of at least the

core portion of the system. These generally include

a graphical debugger, editor, interface to the code

management system, class browser, and automatic

documentation extraction in an integrated package.

CASE tools which aid in development of the overall

system object model are also under evaluation.

11.7.2 Event Monitoring

A sample of events, which may or may not be des-

tined for mass storage, is sent to monitoring pro-

cesses from the data-logging system. The trigger

type can be used by a monitor task to select a spe-

ci�c class of events, such as minimum-bias triggers.

These processes look at per channel occupancies, en-

ergy ow, trigger rates, the trigger decision, etc. to

assess whether the detector is functioning properly.

Comparisons may be made to a set of template in-

formation. If discrepancies are found, then an alarm

is signaled to the operator.

Also some events are used to provide course cal-

ibration constants for several systems such as drift

velocities for the central tracking chamber. As these

constants are determined, they are fed back for use

by the Level-3 trigger algorithms. One such monitor

task will reconstruct vertices using the SVX and relay

information on the beam position to the accelerator

control system.

The VMS based programs used for Run Ib will

be converted to unix as well as be modi�ed for the

upgraded trigger and detector components. Those

tasks requiring the largest rates will run on the same

(multiprocessor) system as the data logger. Other

monitors receive events via the local area network

(FDDI, ethernet).

The general structure of the monitors follows that

of o�ine analysis programs. This allows them to

run either online, receiving data from Level 3, or of-

ine, receiving data from disk or tape, without any

changes to the code. Other o�ine standards regard-

ing programming languages, histogramming pack-

ages, database access etc. will also be followed by

these programs.

Most monitor programs will consist of an analy-

sis portion that runs in a background mode storing

histograms and other information in shared memory.

Operators will then use a display program based on

PAW, Histoscope or a successor to view this infor-

mation. Summary information from each run may

be archived. Programs that analyze data for calibra-

tion runs will be structured in a similar manner.

11.7.3 Hardware Con�guration

A block diagram of the proposed hardware con�g-

uration is shown in Fig. 11.13. A series of unix

workstations will be used for Run Control and Event

Monitor functions. Workstations may be used inter-

changeably for either. Additional workstations will

be used for program development. X-window ter-

minals will be used for auxiliary displays as well as

for program development. A central �le server pro-

vides storage for code, databases, monitor archive,

and program development facilities for remote users.

A local area network consisting of ethernet and FDDI

interconnects the �le server, workstations, and pro-

cessors in the Data-Acquisition system. There will

be a high speed connection to the o�ine computing

systems at the Feynmann Computer Center. Routers

to isolate portions of the network from external traf-

�c and switches to improve performance will be used

as needed.

The computing system will be con�gured for re-

liability so as to be able to operate in case of the

failure of single components. Workstations and dis-

plays are interchangeable so the failure of one does

not a�ect operation. Disk �les critical to operation

will be stored in RAID arrays. These will be attach-

able to multiple CPUs so the �les should always be

accessible. Operation will be possible without a gen-

eral network link outside of the experimental area.

Internal networking will be con�gured to minimize

the single points of failure.

All code will be as platform independent as prac-

tical. However there will be some limitations. Work-

stations used for Event Monitor tasks must be sup-

ported by the o�ine system. Third-party support

particularly in the area of VxWorks host software

also restricts the range of allowable platforms. Cur-

rently supported platforms for Run-Control related

functions include Silicon Graphics (IRIX) and Sun

(Solaris). It is expected that these choices will evolve.

The progress of Windows-NT will be followed and

this platform may be supported if deemed appropri-

ate.
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Figure 11.13: A schematic of the Online Computing sys-

tem. In the actual implementation, the local-area network

will be segmented using routers and switches that are not

shown.

11.7.4 CDF ALARMS

CDF contains about 20 di�erent detector systems.

The Alarms, Limits and Remote Monitoring System

(ALARMS), provides the interface between the on-

shift personnel and control and monitoring of the

detector systems. CDF ALARMS is a fully inte-

grated node on the accelerator-wide network, AC-

NET, and allows the monitoring of the accelerator

status at the beginning and during beam stores as

well. ALARMS data is not part of the normal event

data stream. There are three primary functions of the

CDF ALARMS system: high-voltage control, online

monitoring, and data logging. A brief comment on

each is given below:

� CDF ALARMS is the primary mode of High

Voltage Control and online status display for de-

tector systems. The High Voltage Control func-

tion can be used to set individual detector chan-

nels, segments of a certain detector system, or

an entire detector system.

� CDF ALARMS provides online monitoring and

display of the HV status (on, o�, or standby),

the status of low-voltage power, temperatures,

and the detector systems.

� Data-logging and time plots for luminosity and

various detector functions are also plotted on the

CDF ALARMS consoles.

The CDF control room contains three ACNET

Consoles (Fig 11.14) and two dedicated monitors

for displaying detector status. The Consoles are

presently VAX workstations running the VAX/VMS

operating system. Any X-station can run the

ALARMS program and display the various plots per-

taining to detector status. The heart of the moni-

toring system are two \i386" Front-End processors

that continuously monitor the detector from the �rst

oor of the B0 assembly building. The ACNET con-

soles communicate with the Front-End processors via

ethernet, and the Front-End processors communicate

with the Central Database and Operations VAX via

ethernet as well. They also communicate with a se-

ries of IBM-compatible PCs that control high voltage

for all wire-chamber systems.

CDF displays three types of Alarms: normal, ig-

nored, and severe. Severe alarms require immediate

action and are triggered if crucial channels are out

of tolerance. Data taking is stopped and cannot re-

sume until the problem is �xed; severe alarms are

announced by DECTALK as they appear. Normal

alarms indicate a channel that may have drifted out

of tolerance, but data taking can continue. However

if a large number of normal alarms appear, then a

severe alarm is set, and data taking is inhibited. Ig-

nored alarms allow the shift personnel to be reminded

that a number of problems do exist but that these

can be �xed later. Normal alarms can be ignored

by clicking on the alarm. Severe alarms cannot be

ignored.

Information may be exchanged between the

ALARMS and data-acquisition control systems in

several ways. At begin run, the ALARMS system

accesses the daq-system con�guration database to
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Figure 11.14: A schematic of the CDF ALARMS system

as con�gured for Run Ib showing the consoles, Front End,

and control of the detector systems.

record high-voltage settings and other detector in-

formation. Alarms encountered during the run are

similarly recorded. In a few cases some ALARMS

hardware is duplicated in the daq system allowing

information such as the solenoid magnetic �eld to

appear in the data stream for each event. Should

a high-voltage trip condition be encountered, a sig-

nal is provided to the trigger system to inhibit the

generation of Level-1 accepts. And �nally, a soft-

ware interface is available from the Computing Divi-

sion to allow a DAQ process to exchange information

with ACNET. This will be used, for example, to send

to ACNET the beam position as measured by SVX

tracks reconstructed online.

The CDF ALARMS system has been running suc-

cessfully now for several years. No major upgrades

are planned for ALARMS. Substantial work will be

required to install the new detector systems into

ALARMS for Run-II. The collaboration will continue

to use the system through Run II.
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Chapter 12

Trigger

12.1 Overview

The trigger plays an important role in hadron collider

experiments because the collision rate is much higher

than the rate at which data can be stored on tape. In

run II the collision rate will be e�ectively equal to the

crossing rate of 7.6 MHz while the tape writing speed

will be less than 50Hz. The role of the trigger is to

e�ciently extract the most interesting physics events

from the large number of minimum bias events. For

example, the total t�t cross section is approximately

nine orders of magnitude smaller than the minimum

bias cross section.

Due to changes in the detector and the accelera-

tor the entire trigger system used in run 1 must be

replaced for run II. The primary reason for replacing

the trigger electronics along with all CDF front-end

electronics, is the reduction in the accelerator bunch

spacing from 3:5�sec to 132 � 396nsec. In the past,

trigger signals from the calorimeters were sent to the

control room, where they were processed, with the

trigger decision sent back to the detector before the

next beam crossing. As a result, the data from only

one crossing needed to be stored on the detector. In

run II there will not be enough time to send detector

signals to the control room between bunch crossings,

let alone make a trigger decision and distribute it

back to the detector. In addition most of the old

trigger is incompatible with new or upgraded detec-

tor elements.

In run 1b, the trigger had to reduce the raw colli-

sion rate by a factor of 105 to reach the tape writing

speed of < 10 Hz. In run II, the conditions will be

more challenging as the luminosity will increase by an

order of magnitude, but the rate of data written to

tape will only increase by a factor of 3 to 5. This will

require the trigger to have a larger rejection factor

while maintaining high e�ciency for the broad range

of physics topics we study.

The CDF trigger system has a three level architec-

ture with each level providing a rate reduction su�-

cient to allow for processing in the next level with

minimal deadtime. Level-1 uses custom designed

hardware to �nd physics objects based on a subset of

the detector information and makes a decision based

on simple counting of these objects (e.g. one 12 GeV

electron or two 1.5 GeV muons). The Level-2 trigger

uses custom hardware to do a limited event recon-

struction which can be processed in programmable

processors. The Level-3 trigger uses the full detector

resolutions to fully reconstruct events in a processor

farm.

Figure 11.1 is a functional block diagram of the

three level pipelined and bu�ered trigger system. To

allow time for transmission and processing of the trig-

ger signals to make the trigger decision, we have se-

lected a 5.5 �sec Level-1 latency. This requires each

detector element to have local data bu�ering for the

42 beam crossings (at 132 nsec separation) that occur

during the latency period.

If an event is accepted by the Level-1 trigger, the

front-end electronics move the data to one of four on-

board Level-2 bu�ers. This is su�cient to average

out the rate uctuations and allow a 40 kHz Level-1

accept rate with � 10% deadtime for the anticipated

20 �sec Level-2 processing time. The data acquisi-

tion system will allow the Level-2 trigger to accept

as many as 300 events per second. These are trans-

ferred to the Level-3 trigger processor farm where the

events are reconstructed and �ltered using the com-

plete event data, with � 50 Hz written to perma-

nent storage. The custom Level-1 and Level-2 trig-

ger hardware is described in this chapter while the

Level-3 trigger is described in Chapter 11.

Both the Level-1 and Level-2 trigger systems will

be provided with detector information not available
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in the respective run 1 systems. These enhanced

capabilities are required to provide the rejection

power needed for run II while signi�cantly expanding

the triggers physics potential. The most signi�cant

change for Level 1 is the addition of track �nding.

Previously available only at Level 2, tracks in the

outer tracking chamber will be reconstructed within

2.7 �sec after a �pp collision. This allows a track to

be matched to an electromagnetic-calorimeter clus-

ter for improved electron identi�cation, a track to

be matched to a stub in the muon system for bet-

ter muon identi�cation and momentum resolution,

and tracks to be used alone for triggers such as

B0 ! �+��.

The most signi�cant addition to the Level-2 trigger

is the Silicon Vertex Tracker (SVT) which will more

fully exploit the physics potential of the high preci-

sion silicon vertex detector. A major e�ort has been

made to build this system that, for the �rst time in a

hadron-collider experiment, can trigger on secondary

vertices. This will make accessible a large number

of important processes involving hadronic decay of b-

quarks outlined in section 2.6. In addition, the SVT

provides improved momentum resolution for tracks

and �ner angular matching between muon stubs and

central tracks.

The block diagram for the run-II trigger system is

presented in Fig. 12.1. The input to the Level-1 hard-

ware comes from the calorimeters, tracking chamber,

and muon detectors. The decision to retain an event

for further processing is based on the number and en-

ergies of electron, muon, and jet candidates, as well

as the =ET in the event. A Level-1 accept can also

be generated based on the kinematic properties of

observed track pairs.

Events accepted by the Level-1 system are pro-

cessed by the Level-2 hardware. All of the infor-

mation used in the Level-1 decision is available to

the Level-2 system, but with higher precision. In

addition, data from the central calorimeter shower-

max detector allows improved identi�cation of elec-

trons and photons. Jet reconstruction is provided

by the Level-2 cluster �nder; secondary-vertex infor-

mation is produced by the SVT. A Level-2 accept

initiates full detector readout for the event. An ex-

tension of the Level-2 system to include tracking in

the 1 < j�j < 2 region using the Intermediate Silicon

Layers is under consideration.

The Trigger System Interface (TSI) and Clock sys-

tems which synchronize the trigger and DAQ sys-

RUN II TRIGGER SYSTEM

Detector Elements

GLOBAL 
LEVEL 1

L1 
CAL

COT

XFT

 MUON

MUON
PRIM.

L1
MUON

 L2 
CAL

CAL

XTRP

L1
TRACK

SVX 

SVT

CES

XCES

PJW 9/23/96

GLOBAL 
LEVEL 2 TSI/CLK

Figure 12.1: The run-II trigger-system block diagram.

tems are described in sections 11.6.3 and 11.6.4. All

subsystems of the Level-1 and Level-2 triggers use

the VME hardware and protocols described in sec-

tion 11.6.

12.2 Level 1 Trigger hardware

The Level-1 hardware consists of three parallel syn-

chronous processing streams which feed inputs of the

single Global Level-1 decision unit. One stream �nds

calorimeter based objects (L1CAL), another �nds

muons (MUOM PRIM-L1MUON) while the third

�nds tracks in the central tracking chamber (XFT-

XTRP-L1 TRACK). Since the muon and electron

triggers require the presence of a track pointing at

the corresponding outer detector element, the tracks

must be sent to the calorimeter and muon streams

as well as the track only stream. Up to 64 di�erent
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triggers can be formed using simple ANDs and ORs

of objects from these streams.

All elements of the Level-1 trigger are synchronized

to the same 132nsec clock with a decision made ev-

ery 132nsec by Global Level-1. During abort gaps

events are automatically rejected. When the accel-

erator is operating in 36 bunch mode (396nsec), the

trigger will be clocked every 132nsec with the two

intermediate clock cycles rejected automatically.

12.2.1 Level 1 calorimeter hardware

(L1CAL)

The goal of the Level-1 (L1) calorimeter trigger is to

trigger on electrons, photons, jets, total event trans-

verse energy (�ET ) and missing transverse energy

(=ET). The calorimeter triggers are divided into two

types: object triggers (electrons, photons and jets)

and global triggers (
P
ET and =ET ). The object trig-

gers are formed by applying thresholds to individ-

ual calorimeter trigger towers, while thresholds for

the global triggers are applied after summing ener-

gies from all towers. In turn, the object triggers are

of two types: single object triggers (e.g. electrons

from W ! e�) where �nding one in the event is suf-

�cient to generate a L1 accept, and di-object triggers

where the rate is too high to trigger on only one (e.g.

electrons from J= ! ee).

Through each board of the trigger, there are two

parallel paths: one for the object triggers and one

for the global triggers. In the object trigger path,

thresholds are applied to the individual tower ener-

gies, then the number of towers passing each thresh-

old is counted. For the single-object triggers, this

is a 1-bit sum (0, � 1 towers) and for the di-object

triggers it is a 2-bit sum (0, 1, 2, � 3 towers). Elec-

tron and photon triggers are formed by applying en-

ergy thresholds to the electromagnetic (EM) energy

in a tower, while jet triggers are formed using the to-

tal (EM + HAD) energy in a tower. To reduce the

low-ET electron trigger rate, tracks from the Level-1

track processor (XFT) are available for matching to

the tower, and towers with signi�cant HAD energy

can be rejected. The global path sums the total en-

ergy (HAD+EM) in all the towers (with appropriate

weighting for the =ET calculation) and applies thresh-

olds to these sums.

A total of 16 object-trigger bits are available for

use by all single and di-object triggers. The default

system con�guration parses the 16 bits into 10 single-

object triggers and 3 di-object triggers. There is a

limited capability to recon�gure the bit usage to allow

for more or fewer di-object triggers. There is also

exibility in how many can be electron/photon and

how many jet, with a limitation of no more than 8

of either kind. A total of 4 thresholds are available

for the global triggers: 2 for
P
ET triggers and 2

for =ET triggers. The result is a 20-bit word presented

to the �nal Level-1 decision card to summarize the

calorimeter triggers.

12.2.1.1 Data Flow

The data ow in the calorimeter trigger is shown

in Fig. 12.2. The digitized calorimeter data are

summed into trigger-tower energies and weighted by

sin � on the front-end (ADMEM) cards to produce

ET . Studies of Level-1 trigger rates for Run II[1, 2]

indicate that the tower segmentation of the original

CDF trigger provides acceptable rates. The existing

segmentation[3] of the central and wall calorimeters,

with towers of approximately �� = 0:2��� = 15�,

is carried into the new plug calorimeter, resulting in

a 24� 24 map in ��� space. The tower at highest �

on either side of the detector covers 2:6 < j�j < 3:6.

The same segmentation is used for the hadronic and

electromagnetic calorimeters.

The data are transmitted upstairs to the trigger as

10-bit parallel words, with a least count of 125 MeV

and a full scale ET of 128 GeV[4], on SCSI-type cable

consisting of 10 twisted pairs.

The data are processed in 6 L1CAL crates with

�nal global sums and trigger summaries made in the

Global L1 crate. The data are forwarded from the

L1CAL system to the Level-2 cluster �nder (L2CAL)

for use after a L1 accept.

A more detailed view of the L1CAL pipelines is

presented in Fig. 12.3. The whole L1 system is

pipelined with each stage taking less than 132 ns and

processing a new event every 132 ns. The bulk of

the L1 processing takes place on 16 Digital Informa-

tion Receive And Compare(DIRAC) boards in each

of 6 L1CAL VME crates. The DIRAC boards are ar-

ranged in sets of four, handling the data from a full-

rapidity, �� = 15� wedge of the calorimeter: West

Plug, West Central, East Plug and East Central.

Each DIRAC card has 12 channels covering 6 EM

towers and the 6 corresponding HAD towers. The

central cards each cover 5 towers in the central and

the �rst tower in the plug, reaching � = �1:3. Each
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Figure 12.2: Overview of the calorimeter-trigger data ow.

DIRAC card is mated through the P3 connector with

a 9U X 120mmVME auxiliary (L1AUX) board which

receives the input signals for that DIRAC card. Since

there is an overlap of one hadron tower between the

Central and Wall calorimeters (trigger tower 3), the

central L1AUX cards have 13 input towers and sum

together the overlapping towers.

Combining the information from the 96 DIRAC

boards is a two-step process involving a pair of

CRATESUM boards in each L1CAL crate and

3 PreFRED modules in the GLOBAL L1 crate.

The CRATESUM boards summarize results from 8

DIRAC boards (2 wedges).

12.2.1.2 DIRAC Card

The DIRAC board truncates the calorimeter tower

energy to 8 bits, time aligns it with track information

coming from the XFT, and makes triggers by requir-

ing the tower energy to pass programmable thresh-

olds and optionally matching a track to the tower.

A summary of how many towers passed each thresh-

old is then made. Simultaneously the ET sum for all

towers on the board is calculated.

At the beginning of the �rst stage of DIRAC, data

from each of the 12 channels are latched. At this

point any of the towers can be masked o� to block bad

channels from both L1 and L2. There are 4 outputs

of the �rst processing stage:

1. 8 bits of EM tower energy (250 MeV LSB, 64

2nd Floor
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Figure 12.3: Block diagram of the Level-1 calorimeter trig-
ger. The dashed outlines indicate di�erent cards in the L1
CAL system. An estimate of the elapsed time for each
block is also shown.

GeV FS),

2. 8 bits of total (EM + HAD) tower energy (250

MeV LSB, 64 GeV FS),

3. the 3 least signi�cant bits of HAD energy (for

HAD/EM in electron/photon triggers),

4. 10 bits of HAD and 10 bits of EM (after mask-

ing) to L2 cluster �nder.

The �rst three items are fed into an alignment FIFO

to wait for data from the track processor. As shown

in Fig. 12.3, in normal operation calorimeter data will

spend approximately 4-5 crossings in this FIFO. The

total energy is also sent directly into a set of summers

to form �ET for the board.

The two central DIRAC cards receive an 8-bit word

from the Extrapolation (XTRP) boards describing

the highest PT XFT track pointing at the wedge.

This input is also provided on the plug cards in case

high � tracks can be provided in the future. The eight

bits are envisaged to include 6 bits of PT , 1 bit for
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track isolation, and 1 bit to ag j�j > 1. Track PT
thresholds are applied, and 3 bits are fanned-out to

the 6 trigger towers.

The tower threshold cuts and track PT cuts are

performed in two 32k-byte SRAMs per tower, one for

jet triggers and one for electromagnetic triggers. The

inputs to the jet-trigger SRAM are 8 bits of Total en-

ergy and 3 bits of track information. The SRAM for

electrons and photons receives 8 bits of EM energy

and 3 bits of track data and the 3 least signi�cant bits

of HAD energy for HAD/EM. Each of these SRAMs

has an 8-bit output corresponding to the 8 possible

triggers (combination of threshold(s) and track con-

dition). For example, a low-ET electron trigger might

consist of a tower over 3 GeV of energy, a track with

PT greater than 3.0 GeV/c, and no more than 250

MeV of HAD energy. Note that the cuts for a par-

ticular trigger could be di�erent for di�erent regions

of � since each tower has its own SRAM.

The next DIRAC stage summarizes howmany tow-

ers passed each of the thresholds on the board. The

single-object triggers are ORed together and the di-

object triggers are summed. The 16 bit summary is

transmitted to the CRATESUM card using 16 ded-

icated lines on the J3 backplane. The allocation of

these bits among EM and Jet is programmable, as is

the number of di-object triggers.

In parallel with the tower trigger logic, there is a

series of adders which calculates the total �ET for

the board. The input to these adders is the 8-bit

sum of HAD+EM energy for each of the 6 towers.

A tower is only included in the sum if its energy is

above a programmable threshold, to reduce sensitiv-

ity to multiple interactions. The output is an 8-bit

word that is transmitted on the J3 backplane to the

CRATESUM card.

The tower-trigger and �ET outputs are not time

aligned; the data for the �ET path leaves DIRAC

several crossings before the triggered tower data.

The data is treated this way since the processing

of the �ET data requires more pipeline stages in

the CRATESUM and PreFRED cards. As shown

in Fig. 12.2 mismatches in timing between paths are

corrected using FIFOs at the end of processing on

the PreFRED modules. In fact all PreFRED mod-

ules have FIFOs to ensure that the data presented to

FRED is correctly aligned.

12.2.1.3 Crate Summary Card

The Level-1 Crate Summary card (CRATESUM) re-

ceives the 16 bits of trigger data and 8 bits of �ET

data from each of 8 DIRAC cards. The trigger

data are summarized into one 16-bit word in the

same fashion as on DIRAC. This summary from

each CRATESUM is transmitted di�erentially over

twisted pair cable to the TOWTRG PreFRED mod-

ule in the GLOBAL Level-1 Crate. This PreFRED

card combines trigger bits from all 12 CRATESUM

cards into the �nal 16-bit summary of the tower trig-

gers which is put into a FIFO to align it with the bits

from other parts of the trigger system. These 16 bits

are sent via the J3 backplane to the L1 Decision card

(FRED).

In an independent pipeline, CRATESUM forms the

�ET for each of the 2 wedges covered by its 8 DIRAC

cards. The 10 bit summary for each wedge is trans-

mitted over twisted-pair cable to the SUMET Pre-

FRED module in the GLOBAL Level-1 Crate. The

SUMET PreFRED receives the �ET word from all

24 wedges (12 CRATESUMS) and calculates the to-

tal �ET and =ET . For the =ET calculation, each of

the
P
ET words received from the CRATESUMs

is weighted by cos� and sin� for the corresponding

wedge to form�ETx and �ETy fromwhich =ET
2 is cal-

culated. Thresholds are then applied, two for �ET

and two for =ET . The four �ET==ET bits are aligned

using a FIFO and sent via the J3 backplane to FRED.

The calculated �ET and =ET are stored in L1 FIFOs

and are transmitted to the L2 processors after a L1

accept for use in the L2 decision.

The DIRAC, CRATESUM and PreFRED cards

are all 9U x 400mm VME cards [5]. These cards

are addressable through VME to download thresh-

olds and to read out trigger information [5] into the

event data stream. There are also registers that can

be loaded or read back through VME for diagnostic

purposes.

12.3 The eXtremely Fast Tracker

(XFT)

During Run I, CDF used an online track processor

(the CFT) to identify high-momentumcharged tracks

in the Central Tracking Chamber (CTC). The tracks

found were linked with clusters in the EM calorimeter

and muon stubs in the muon chambers to identify

electron and muon candidates. These were then used
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in the Level-2 trigger decision.

Since the CTC will be replaced by the COT for

Run II, the CFT will also need to be replaced. In

addition, the change in bunch timing for Run II (396

or 132 nsec) implies that this replacement must be

pipelined. This new device, the XFT (eXtremely Fast

Tracker), will be highly parallel and will process the

data from each bunch crossing. The tracking results

from the XFT will be available in time to be used in

the Level-1 trigger decision.

The minimum design speci�cations for the XFT

are set by the requirement that it perform at least as

well as the CFT. The design speci�cations are:

� The track-�nding e�ciency will be greater than

96% when the single-hit e�ciency of the central

tracker is greater than 92%.

� The momentum resolution reported to the trig-

ger will be �PT =P
2

T < 2%.

� The resolution on �0 will be better than 6 mrad.

� The fake-track rejection will be at least twice as

good as the CFT.

� The minimum track PT will be 1.5 GeV/c.

The goal of high track e�ciency is set by the desire

to be e�cient for high-PT physics. Good momentum

resolution is a requirement for the high-PT muon trig-

gers where the primary handle on rate, after match-

ing with muon chamber stubs, is the track momen-

tum in the central tracker. The improved fake-track

rejection is also needed to reduce the high-PT muon

trigger rate at high luminosity. The lower PT cuto�

is set by the desire to maximize the acceptance for

B decays that can be used, for example, to measure

CP violation. The resolution on �0 is set by the re-

quirement that XFT tracks will be used as the seed

for the SVT at Level 2.

12.3.1 Algorithm Description

A block diagram of the XFT is shown in Fig. 12.4.

The processor works o� of hit data from the 4 axial

layers of the COT. There are a total of 16,128 ax-

ial wires, and the data on each wire is classi�ed as

prompt and/or delayed, for a total of 32,356 bits of

information. The de�nition of prompt or delayed will

depend upon the maximumdrift in the COT. Assum-

ing that this maximum is � 100 nsec, a prompt hit

occurs whenever there is a hit in the time window

To XTRPLINKER Logic

(120*24 bits)SL4

SL3  (96*24 bits)

XFT System Block Diagram

288*13 bits

(32,256 bits)

SL1 (48*24 bits)

SL2  (72*24 bits)

TDC Data FINDER Logic

Figure 12.4: Block diagram of the XFT trigger.

0-33 nsec, and a delayed hit is de�ned as a hit falling

in the window 33-100 nsec.

Track identi�cation is accomplished in two pro-

cesses, the Finder and the Linker. The Finder

searches for high-PT track segments in each of the

outer-four axial superlayers of the Central Tracker.

Each found segment is characterized by a mean-�

position in the axial superlayer. The Linker searches

for a four-out-of-four match among segments in the

4 layers, consistent with a prompt high-PT track. An

example of a track traversing the COT is shown in

Fig. 12.5.

A block diagram of the Finder logic is shown in

Fig. 12.6. TDC information is brought from the

detector to the XFT on Ansley cables. These cables

can carry up to 24 signal pairs. The TDC data is

multiplexed 4:1, such that prompt and delayed hit

information for 4 neighboring COT cells comes in on

a single cable. The Finder is designed to look for valid

track segments in each of these 4 cells. A track seg-

ment is then de�ned by the cell it traverses for each

of the 12 wire planes in a superlayer, and whether

it generated a prompt or delayed hit. A collection

of the cell numbers and hit types for the 12 wires in

an axial superlayer is called a mask. The mask will

change depending on the � of the track, and its angle

through the cell (or PT ). The �nder works by storing
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Figure 12.5: A close up view of a track in the COT. All
cells in all four axial layers are shown. The relevant Finder
in each layer is highlighted.

all possible masks for tracks with PT � 1:5 GeV/c

in a database (or equivalently, hard wired on a chip).

To keep the total number of masks relatively low,

the prompt and delayed bits are \or"ed together on

a subset of the wires. The �nder compares incoming

TDC information with all masks for the given axial

superlayer, allowing a programmable (up to 3) num-

ber of missed wire planes. Every 132nsec, the �nder

outputs 24 bits per cell (6 pixels for each of the 4

possible cells) to the linker.

Since all of the cells in a given layer are identical,

only one set of masks is needed for each layer. At

present it is planned to perform the �nding for 4 ad-

jacent cells in one Finder. There will be only one set

of masks stored, and the inputs from the 4 separate

cells will be multiplexed one at a time. The masks

required for each of the superlayers is slightly di�er-

ent, so there will be a separate Finder design for each

superlayer.

A block diagram of the Linker logic is shown in Fig.

12.7. Each Linker is given all of the pixel information

from the Finders needed to �nd the tracks in a �� =

1:25� phi-slice of the tracking chamber. The Linker

begins by searching (in parallel) a list of about 1300

roads, where a road is a group of 4 pixels, one from
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Figure 12.6: Logic ow for the Finder part of the XFT
trigger.

each axial superlayer, corresponding to a valid track

with PT � 1:5 GeV/c. The roads are de�ned by

their PT and the pixel position in layer 3. The roads

are then \or"ed down to 128 PT bins and 8 pixel

locations. Found tracks are passed through a priority

encoder to �nd the highest-PT track in each � bin.

Finally, all � bins in a Linker are combined and the

highest-PT track in the 1:25� region covered by the

Linker is identi�ed.

12.3.2 Algorithm Simulation

A software simulation of the XFT algorithmhas been

developed using FORTRAN. This simulation mod-

els the COT geometry, the expected pulse width

(� 40nsec) of hits in the COT, and the occupancy

expected under Run II conditions. We assume 132

nsec bunch spacing. The simulation was run on a

data sample from Run I. This data sample was col-

lected requiring a muon stub as de�ned at the trig-

ger level. To simulate the performance under Run

II conditions, additional hit data from minimum bias

events from Monte Carlo are added, so that the ef-

fective luminosity of this sample can be dialed from

2�1032 cm�2sec�1 to 10�1032 cm�2sec�1 (at 132nsec

bunch spacing). The number of Finder masks used

for the simulation is approximately 200 per super-
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Figure 12.7: Logic ow for the Linker part of the XFT
trigger.

layer, and both the Finder masks and the Linker

roads are speci�ed using a database.

To assess the expected performance of the XFT,

we study the following benchmarks:

� Track �nding e�ciency,

� Momentum resolution,

� �0 resolution,

� Muon trigger rate vs PT ,

� Fake track rate vs PT .

These are studied at a luminosity of 2 �

1032 cm�2sec�1 at 132nsec bunch spacing. The per-

formance is dependent upon the wire e�ciency of the

COT. The lower the true chamber e�ciency, the more

misses the Finder needs to allow to attain high seg-

ment �nding e�ciency. Unfortunately, the perfor-

mance degrades the more misses are allowed. We

study the performance at a wire e�ciency of 92%

and 99%. For these two cases, the number of misses

allowed is 3 and 1 respectively.

We begin by studying the track �nding e�ciency.

First we determine which of the muon triggers are as-

sociate with a real track with P offline
T � 1:5 GeV=c,

as determined by our standard o�ine algorithm. Of

this sample, the percentage found by the XFT is

(96:5� 0:7)%.

The momentum resolution is de�ned as (P
Offline
T �

PXFT
T )=(P

Offline
T )2 where P

Offline
T is the momentum

using our o�ine tracking algorithm and PXFT
T is the

momentum returned by the XFT. To calculate the �0
resolution, we use the PT and pixel position at the

third layer, and extrapolate the track to the origin

(assuming a beam constraint). This gives an esti-

mate of the �0 of the track and can be compared

with �true0 of the track. In Fig. 12.8 we show the

momentum and �0 resolution obtained in the sim-

ulation, for the two di�erent wire e�ciencies. We

observe a momentum resolution of 1.0-1.2%/GeV=c

and a �0 resolution of 2.5-3.5mRadians, which are

well within our speci�cations.

We next examine muon trigger rates. A muon trig-

ger at Level 1 (for Run II) is de�ned as a muon stub

match with an XFT track. A muon stub is de�ned

as a pattern of hits in the muon chambers consis-

tent with the passage of a charged particle. Match-

ing is done by extrapolating XFT tracks to the muon

chambers and looking for the presence of a muon stub

within 5�. This will overestimate the true rate since

in run II the matching requirement will be 2:5�. To

calculate the muon trigger rates, we assume a muon

stub cross section of 10 �b (measured in from run 1

data). We use the simulation to determine what frac-

tion of XFT tracks match with muon triggers. We

then increase expected rate by a factor of 1.3 for in-

creased coverage expected for the muon chambers for

Run II. In Fig. 12.9 we show the muon trigger rate vs

the XFT PT threshold imposed. This is the rate ex-

pected at a luminosity of 2�1032 cm�2sec�1, 132nsec

bunch spacing. For a PT threshold of 10 GeV/c the

rate is approximately 30 Hz. This is clearly well

within the Level 1 budget of 50 Khz, but more im-

portantly is also well under the Level 2 budget of 300

Hz. Recall that there is very little to reduce the muon

rate at Level 2 besides increasing the threshold.

Finally, each XFT track is classi�ed as either fake

or real, by comparing with the list of tracks found

by our standard o�ine algorithm. The XFT track is

required to match an o�ine track to within 1 pixel

at 3 of the 4 layers to be considered as a real track,

otherwise it is classi�ed as fake. In the bottom plot

of Fig. 12.9 we show the fraction of muon triggers

which are caused by fake XFT tracks. This is is quite

low, and there is little evidence of any growth vs PT
threshold. A comparison of XFT speci�cations vs a

full simulation of the conceptual design is shown in

Table 12.1.
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Speci�cation Simulation

Track �nding e�ciency � 96% 96%

Momentum resolution � 2:0%=GeV=c 1:1%=GeV=c

�0 resolution � 8mR 3:0mR

� Trigger rate (@10 GeV/c) � 50 Hz 30 Hz

Fake Fraction (@10 GeV/c) � 50% � 10%

Table 12.1: Comparison of XFT speci�cations vs results obtained from simulation. The luminosity used in the
simulation is 2� 1032 cm�2sec�1 at 132nsec bunch spacing.

12.3.3 Algorithm Implementation

As mentioned above, we plan to use the existing cable

plant to drive trigger information from the TDC's

mounted on the endwall of the detector to the XFT

located in the �rst oor counting room. Since the

Ansley cables can carry 24 signal wires, and we plan

on 4:1 multiplexing in 132nsec, each Ansley covers 4

adjacent COT cells.

The Finders will also cover 4 adjacent COT cells.

This reduces the total chip count for the Finders, but

is dependent on how fast we can run the Finder chips,

and how many masks can be stored on a single chip.

This setup matches the inputs of one Finder to one

Ansley cable, However, since the COT cells are tilted

with respect to the radial, each Finder will also need

neighbor wires, from either side of the set of 4 cells.

We are pursuing implementation of the Finder us-

ing �eld programmable gate arrays (FPGAs). The

great advantage of these devices is the ability to re-

program them in-situ. The EPF10K50 series from

Altera Corp meets our needs in terms of the avail-

able logic gates, I/O pins, and speed. We have im-

plemented about 90% of the design shown in Fig.

12.6 using Altera design software. This preliminary

work indicates that we can �t about 250 masks, run-

ning 4 cells serially in a single Finder, in 132 nsec.

This indicates that we will need to \or" some sub-

set of wires in the two outer axial layers to �t them

in the 10K50 chips. Another possibility is increasing

the total number of Finders used for the outer two

layers. This approach is under consideration. Note

that the performance of the system using a maximum

of 200 masks per layer is excellent. The total number

of Finders needed is 336.

We also plan to implement the Linker using Altera

FPGAs. As mentioned above, the Linker contains

approximately 1300 roads. The automatic place and

route software indicates that this design will �t into a

much smaller device than the Finder. The number of

Linkers required for the full system is 288. The track

information output by the Linker is in the following

format:

� 7 bits of PT (includes sign),

� 3 bits of �,

� 1 bit indicating if the track did not go through

axial layer 4 (i.e. a possible high-eta track),

� 1 bit indicating that the track is isolated,

� 1 bit unde�ned, reserved for future use.

We plan to place Finder and Linkers on separate

boards. The Finders will be arranged on boards in

phi slices of 7:5�. Each board would contain 2, 3, 4,

and 5 Finders from layers 1, 2, 3, and 4, respectively.

We plan on arranging Linker boards such that 6 or

12 Linkers are on a board, so that the information

can be brought o� of the board in 7.5� increments.

The reason for this is that the rest of the detector is

segmented into 15� slices. Each board sends its list

of tracks to the extrapolation unit (XTRP). For each

of these tracks, the above 13 bits of information are

sent to XTRP. The XTRP is responsible for mapping

the XFT tracks onto muon and electron primitives

found by other Level 1 trigger processors, and will be

described in the following section.

One problem not highlighted earlier is that very

often neighboring Linkers �nder the same physical

track. If both tracks are kept, this could present

a problem for the trigger. On a single board, we

can eliminate this problem by only keeping one track.

This algorithm will be implemented by passing track

information from neighboring LINKERs into another

FPGA. However, this procedure is di�cult to im-

plement when we reach Linkers on separate boards.

12-9



Figure 12.8: Expected performance of the XFT. Figures
a) and b) shows the momentum resolution and �0 reso-
lution expected when the chamber wire e�ciency is 99%.
Figures c) and d) shows the momentum resolution and
�0 resolution expected when the chamber wire e�ciency
is 92%.

These will instead be handled by the XTRP, using

the same algorithm.

12.3.4 The Extrapolation Unit (XTRP)

The purpose of the XTRP is to receive tracks from

the XFT and distribute the tracks or information

derived from the tracks to the Level 1 and Level

2 trigger subsystems. After receiving the tracks

from the XFT, signals are sent to the Level-1 muon

system (L1MUON), the Level 1 Calorimeter trigger

(L1CAL), and the Level 1 Track Trigger (L1TRACK)

as shown in Fig. 12.1. The tracks are also put into

a pipeline and upon receiving a Level 1 accept are

stored in Level 2 bu�ers. The tracks then sent to

the Level 2 processor and the silicon vertex trigger

(SVT).

Figure 12.9: Expected muon stub plus XFT track rate.
The top plot shows the total rate (in Hz) vs minimum
PT threshold. The bottom plot is the same, except for
the subset of XFT tracks determined to be fakes.

To remind the reader, the XFT logically divides the

COT into 288 segments, each covering 1.25 degrees.

One track is allowed per segment. Each track has 6

PT bits, a sign bit, 3 mini-phi bits, an isolation bit, a

superlayer 6/8 bit, and one spare bit. Every 132 ns,

data from all 288 segments are sent from the XFT to

the XTRP even if no track is found. See section 12.3

for more details.

The following information is sent to the Level 1

trigger subsystems:

� CMU and CMX muon systems (L1

MUON). Each XFT track is extrapolated to

the radii of the CMU and CMX chambers by

means of look-up tables. One or more bits, cor-

responding to 2.5 degree segmentation, are set

according to PT , �, and amount of multiple scat-

tering. These bits are sent to the Level 1 Muon

Trigger system. Three separate PT thresholds

are available.
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� Central Calorimetry (L1 CAL). A set of

eight bits for each 15 degree wedge segment is

sent to the Central Calorimetry Level 1 trigger.

These bits correspond to eight separate momen-

tum thresholds. Track extrapolation is done us-

ing look-up tables so that tracks crossing wedge

boundaries are handled correctly.

� Level 1 Track Trigger (L1 TRACK). The

Level 1 Track Trigger is an adjunct to the XTRP.

It resides in the same VME crate and provides

Level 1 triggers based on XFT track information

only. The XTRP modules select tracks above a

given PT threshold and passes them on a bus to

the Track Trigger. The total number of tracks

is counted. If 5 or more tracks are found an

automatic Level 1 accept is generated. If there

are 2, 3, or 4 tracks, the PT and � information

is used to interrogate look-up tables to generate

various Level 1 triggers.

After sending out the Level 1 trigger information

all tracks are put into a pipeline and stored pending

the Level-1 trigger decision. If a Level 1 accept is re-

ceived the tracks are latched into Level 2 bu�ers. All

non-trivial tracks are then extracted and put into two

separate FIFO's for delivery to the Level 2 processor

and to the SVT respectively.

12.3.5 Level-1 Muon Trigger (L1 MUON)

The purpose of the Level-1 muon trigger is to provide

single and dimuon objects for the Level-1 trigger deci-

sion. The run II Level-1 muon trigger includes three

major upgrades over the run 1 hardware. First, it

is designed to provide deadtimeless Level-1 opera-

tion for 132 nsec bunch separation. Second, it uses

central-tracking information in the pipelined Level-1

decision to reduce the Level-1 trigger rate. Third, to

reduce accidental triggers, it takes advantage of the

full detector granularity in matching muon stubs to

tracks.

The muon system is composed of wire chambers

and scintillators stacked radially from the interaction

point. For the purposes of muon identi�cation, the

list of detectors traversed by a muon in traveling from

the interaction region de�nes the components of the

muon system. The central region is represented in the

� � � map of Fig. 12.10. In the central-most region,

j�j < 0:6, a muon from the interaction region encoun-

ters the central tracker, the hadron calorimeter, the

- CMX - CMP - CMU

φ

η

0 1-1

Figure 12.10: CDF � � � map for central muons.

projective wires of the CMU, the half-cell-staggered

chambers of the CMP, and the CSP scintillators. Be-

yond the central-most region in �, a muon traverses

the central tracker, the hadron calorimeter, and the

wire chambers and scintillators of the central muon

extension, CMX/CSX.

In contrast to Run I where muon-track matching

was performed in 5� � segments, the Run-II muon

trigger makes use of the �nest granularity available

from the detector elements for Level-2 processing.

For speed and simplicity, this data is combined into

�xed 2:5� azimuthal intervals and four � intervals for

Level-1 processing. The utility of the �ne match has

been demonstrated in CDFNOTE-3416. For Level 2,

the match is 1:25� in azimuth for CMU and CMX,

and for the CMP with its rectangular geometry, the

segment is a one-tube stack. The angular interval

subtended by a tube stack varies from � 1:25� for

the nearest chambers to about half that at the cor-

ners of the rectangle.

12.3.5.1 Muon Trigger Primitives

The signal ow begins with the generation of candi-

date track \primitives" separately in each detector

element. These primitives are developed in each 132

nsec crossing and are synchronously pipelined by the
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Figure 12.11: Data ow for the muon trigger.

beam-crossing clock. The primitives are derived from

single hits or coincidences of hits for the scintilla-

tors of the muon system. For the wire chambers the

primitives are derived from patterns of hits or from

pairs of hits on projective wires with the requirement

that the di�erence in the arrival times of signals be

less than a preset threshold. This maximum allowed

time di�erence imposes a minimum PT requirement

for hits from a single track. The wire chamber prim-

itives are also refered to as muon \stubs". CMU and

CMX primitives represent a pair of hits on projective

wires with a time di�erence less than some down-

loaded value. The value is set to select tracks above

a PT threshold. CMP primitives represent the pres-

ence of a pattern of hits in a tube stack consistent

with the passage of a track of interest. The infor-

mation ow is shown in Fig. 12.11 which illustrates

the primitive sources and the interconnection of units

that process the data into trigger signals.

Trigger primitives are generated from the various

muon detector elements according to Table 12.2. The

name of the trigger card originating the data ow is

given in the table.

12.3.5.2 Muon and Track Match

The Level-1 trigger match has a 2:5� granularity.

Since the geometry of the CMP and CSP is rectangu-

lar, data from these detectors are combined in rect-

angular format, saved for Level 2, and then converted

to the nearest 2:5� cylindrical bin for correlation with

other detector data at Level 1. The detectors that

have 1:25� segmentation are also saved for Level 2 in

this �ner unit and merged in pairs to 2:5� for match-

ing in the Level-1 �-correlation unit. The cards that

perform the rectangular match for the CMP/CSP are

the Pre-Match cards. The cards that form the 2:5�

Level-1 correlation, the Match cards, are designed to

handle 30� each, or twelve 2:5� segments. The Match

cards form the Level-1 and Level-2 trigger signals.

There are many outputs from each 30 degree Match

card representing the presence of high, medium, and

low PT muons. These signals are combined in a Muon

summary card and presented to FRED as 8 indepen-

dent bits. The summary card is programable for ex-

ibility. For example, one might program individual

bits for � 1 high-PT muons found, � 1 medium-PT
muons found, � 1 low-PT muons seen, � 2 medium-

PT muons seen, � 2 low-PT muons seen, and have

3 spare bits for expansion. The 3 PT bins are de-

rived from the XTRP unit which has higher precision

than that available from the di�erential timing of the

CMU/CMX projective wires. The PT thresholds are

separately programble for the various regions, CMU

and CMX, both in the XTRP and muon primitives

cards. To avoid double counting when computing

� 2 low or medium PT muons, an intervening empty

2:5� segment is required for separate muons. These

signals are transmitted to FRED as Level-1 trigger

imperatives. If a Level-1 accept is received by the

30� card, it transfers the pipelined data (both input

to and output from the 30� card) to one of four Level-

2 bu�ers. The information in the bu�er is also output

to the Level-2 trigger. The Pre-Match cards provide

similar data for Level 2.

12.3.6 Global Level-1

The Level-1 Decision card or \FRED" module is lo-

cated in the Global Level-1 crate and is responsible

for issuing the Level-1 trigger decision. Single-bit

trigger signals from the various calorimeter, muon,

and tracking PreFRED modules, which are also lo-

cated in the Global L1 crate, are combined by FRED

to form the �nal Level-1 triggers. The Run-II FRED
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Detector Basic Unit Unit CARD Algorithm Description # Outputs

CMU Wire pair 1.25o MU1T Hi, low Pt, plus a “lefover to 384ns” 
determined from differential timing.

288 x 2 x 2

φ x η x Pt

CMP 4 tube stack 0.6o

1.2o

MP1T 2 or 3 out of 4 hits for patterns from 
radial tracks

336

φ
CMX Wire pair 1.25o MX1T Hi, low Pt, plus a “lefover to 384ns” 

determined from differential timing
288 x 2 x 2

φ x η x Pt

CSX Coincidence 15o /8 MS1X Gated Mean Time from1/2 overlapped 
scintillators

192 x 2

φ x η
CSP Scintillator 1.2o

2.4o

MS1P Gated Scintillator hit 168 x 2

φ x η
HAD Calorimeter 15o MH1T Signal in calorimeter PMT for η inter-

vals 0/4, 4/5 and 6/9
24 x 6

φ x η

Table 12.2: The muon primitives produced for each of the central muon detectors.

module (Level-1 Decision card) has the following fea-

tures:

� receives up to 64 Level-1 inputs from a possible

8 PreFRED modules

� generates up to 64 Level-1 triggers, each based

on a subset of 8 of the 64 Level-1 inputs

� has the ability to prescale or rate limit each of

the 64 Level-1 triggers separately

� provides the Level-1 trigger decision to the Trig-

ger Supervisor (TS) running the physics parti-

tion

� provides the 64 Level-1 trigger bits to the 7

Level-2 processors

� provides signals to scalers to count the Level-1

input rates, the raw Level-1 trigger rates, and

the prescaled/rate-limited Level-1 trigger rates

� contains 4 Level-2 bu�ers that can be read out

over VME

12.3.6.1 The Global Level-1 Crate

The Global L1 crate is a VME crate with 9U � 400

mm slots. A schematic diagram of the crate is shown

in Fig. 12.12. The 64 separate Level-1 inputs to the

FRED module arrive from the various calorimeter,

muon, and tracking PreFREDmodules over a custom

J3 backplane. Each PreFRED module receives infor-

mation via cables from the appropriate section of the

trigger and summarizes it for presentation to FRED.

Before being transmitted on the J3 backplane, the

output bits pass through a FIFO which phases all

64 FRED inputs to ensure that they come from the

same event. The TOWTRG and SUMET PreFRED

modules, which summarize the calorimeter trigger,

were described in section 12.2.1.3. Since the Muon

and Track bits need no further processing in the Pre-

FRED module, these PreFREDs contain only di�er-

ential receivers and the time-alignment FIFO.

Event data is read out from the FRED and

PreFRED modules using the standard VRC and

TRACER modules discussed in section 11.6 in ref-

erence [6]. The VRC is also used to con�gure FRED

at the start of a run. Custom-built scalers, which are

also located in the Global Level-1 crate, keep track of

the \raw" input signal rates and the �nal L1 trigger

rates.

12.3.6.2 The Global Decision (FRED) Mod-

ule

Since the FRED module is part of the run-II

pipelined architecture, trigger decisions are made on

a cyclic basis, with a cycle time of 132 nsec to accom-

modate the maximum crossing rate expected for run
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Figure 12.12: The Global L1 Crate.

II.

The FREDmodule expects the Level-1 inputs from

the PreFRED modules to be valid at the rising edge

of the 132 nsec system clock. The 64 inputs arrive in

parallel, pass through bu�ers, and are latched. They

are then multiplexed down to subsets of 8 inputs us-

ing AMCC S2024 \Crossbow" chips. The subset of

inputs to be used is part of the information down-

loaded at the beginning of a run via the VME inter-

face. Each subset of 8 inputs addresses a static RAM

to determine if this pattern of 8 inputs constitutes

a valid trigger. The contents of the SRAM are also

downloaded at the beginning of the run. Each SRAM

has 8 outputs. Thus a single \L1 trigger block" al-

lows for 8 separate L1 triggers using a selection of 8

inputs (or some subset of these 8 inputs). The cur-

rent design uses 8 such L1 trigger blocks. Thus for

any given run there would be a total of 64 separate

L1 triggers.

Each output line from the SRAMs is latched after

a �xed delay in order to allow the SRAM outputs

to become valid and stabilize. The rate-limiting and

prescaling logic is then enabled. The presence of any

trigger bits after this stage causes a Level-1 accept

signal to be sent to the Trigger Supervisor.

The FRED module has the ability to indepen-

dently prescale each Level-1 trigger. The prescale

logic is implemented with a divide-by-N counter im-

plemented in Xilinx FPGAs. The values for the

prescaling are downloaded at the beginning of the

run.

The Level-1 Accept/Reject signal is sent to the

Trigger Supervisor over a dedicated cable on the front

of the VME card. All other communication between

the FRED module and the Trigger Supervisor, such

as the transmission of the �nal Level-1 decision back

to FRED, is done via the TRACER module and the

VME backplane.

The event data to be read from the FRED mod-

ule include the latched Level-1 inputs and the Level-1

RAM outputs. The event data are stored in the stan-

dard L1 pipeline and L2 bu�er system described in

chapter 11. Upon receipt of a Level-1 accept from

the Trigger Supervisor, the 64 Level-1 trigger bits

will also be sent to the Level-2 processors through a

dedicated cable to aid in the L2 trigger decision .

12.4 Level 2 Trigger Hardware

The Level-2 trigger consists of several asynchronous

subsystems which provide input data to pro-

grammable Level 2 Processors in the Global Level-

2 crate which evaluate if any of the Level-2 triggers

are satis�ed. In run II, we expect about 100 di�er-

ent Level-2 triggers to check compared 64 di�erent

triggers in run 1.

Processing for a Level-2 trigger decision starts af-

ter the event is written into one of the four Level-

2 bu�ers on all front-end and trigger modules by a

Level-1 accept. While Level-2 is analyzing the event

that bu�er cannot be used for additional Level-1 ac-

cepts. If all four Level-2 bu�ers are full then the

experiment starts to incur deadtime. The time re-

quired for a Level-2 decision needs to be less than

about 80% of the average time between Level 1 ac-

cepts in order to keep the deadtime at an acceptable

level. For a 50 kHz Level-1 rate, this would mean

that the average decision time needs to be 16�sec or

less. The best estimate of the Level-2 processing time

is 20�sec. The Level 1 rate would be limited to 40

kHz to keep the deadtime below 20%.

In order to keep the Level-1 rate at 50 kHz, we

have decided to pipeline Level-2 in two stages each

taking approximately 10�sec. Although the latency

remains 20�sec, the time between Level-2 decisions

will be 10�sec resulting in minimal deadtime even

with a Level-1 accept rate of 50 kHz.

The �rst stage of the Level-2 pipeline is an event
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building stage: data is collected from the Level-2

bu�ers of the Level-1 trigger systems (XFT and L1

MUON) and from the calorimeter shower maximum

detector (XCES). Simultaneously a hardware cluster

�nder (L2CAL) processes the calorimeter data and a

track processor �nds tracks in the silicon vertex de-

tector (SVT) . All the Level-2 event data is collected

into the memory of the Level 2 processors. We esti-

mate that this stage will take 10 microseconds. After

all of the data is stored in the processors the event

is examined to �nd out if the criteria for any of the

Level 2 triggers is satis�ed. Analysis of an event in

the L2 processors can occur at the same time as the

data for the next event is loaded into memory.

12.4.1 Level-2 Cluster Finder (L2CAL)

Since jets are not fully contained by trigger towers

in the Level-1 trigger, the Level-1 thresholds must be

set much lower than the jet energy to provide an ef-

�cient trigger. This results in rates that are too high

for readout into Level-3. To provide a reduction in

the jet trigger rates at Level-2 these triggers use the

ET from clusters of trigger towers. The Level 2 clus-

ter �nding algorithm is essentially the same as was

used in run 1. In this algorithm, contiguous regions of

calorimeter towers with non-trivial energy are com-

bined to form clusters. Each cluster starts with a

tower above a \seed" threshold (typically a few GeV)

and all towers above a second somewhat lower \shoul-

der" threshold that form a contiguous region with

the seed tower are added to the cluster. The clus-

ter �nder design e�ort has focused on implementing

the algorithm in the multi-bu�ered deadtimeless ar-

chitecture, with emphasis on improving performance

with a parallel implementation of high speed Xilinx

FPGA's.

The data from the calorimeter system is collected

and processed by the Level-1 trigger as described in

section 12.2.1 and shown in Fig. 12.2. The towers are

summed on the detector into trigger towers of 0.2 by

15�, resulting in a 24 � 24 array for a total of 1152

towers (576 EM and 576 HAD). The tower energies

are weighted by sin � and are gain and o�set cor-

rected. The data from each crossing is output from

the DIRAC boards, received by the Digital Cluster

And Sum (DCAS) boards and stored in FIFOs. Upon

a Level-1 accept the data is latched into one of four

Level-2 bu�ers in the DCAS board.

The cluster �nding process starts as soon the

DCAS boards are given the address of the next Level

2 bu�er to process. The cluster �nder algorithm is

explained in Fig. 12.13. The size of each cluster ex-

pands until no towers adjacent to the cluster have

energy over the shoulder threshold. After the com-

plete cluster is found the tower energies are sent to an

adder tree and the next seed tower is selected. The

seed �nding, clustering and summing processes are

pipeplined such that while the summing is carried

out for one cluster the seed �nding and clustering

can start for the next cluster. For each cluster found

the total EM and Had energies are calculated and

recorded along with the number of towers, and the

� and � coordinates of the seed tower. The energy

weighted � and � positions which were available in

run 1 are not calculated since they were found to be

unneccasry.

Each DCAS card performs the local clustering and

summing for 16 trigger towers (8 EM + 8 HAD). For

each 15� calorimeter wedge there are 3 DCAS boards

which receive data from 4 DIRAC boards. The 12

DCAS cards are contained in each of 6 VME crates

mounted directly above each of the L1CAL crates.

A single local controller (LOCOS) provides control

over clustering in each crate and forms crate-wide

sums. The local controllors are in turn controlled by

a single Cluster Queen (CLIQUE) in the L2 Processor

crate. The CLIQUE forms the �nal cluster sum and

forwards it to the L2 Processors.

After cluster �nding on the event in bu�er N is

�nished, cluster �nding on another bu�er can start.

This allows the data collection and data analysis

phases of Level 2 to be pipelined.

A \hook" for expansion is built into the cluster

�nder. The � and � address of each cluster is sent to a

slot which can contain a Neural-Net Processor (NN).

This board can read the individual energies from the

seed tower and the surrounding towers. There are

separate data paths for cluster �nding and NN read-

ing. This will allow the implementation of the NN

photon trigger and NN tau trigger used in Run I.

12.4.2 Level-2 Shower Maximum Data

Used in the Trigger

The shower maximum detectors of the EM calorit-

meters can be used to reduce trigger rates for elec-

tron and photon triggers. For both electrons and

photons, requiring a cluster above threshold in the

shower maximumdetector eliminates the background
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3. Cluster finding then begins with the selected seed sending a “found” bit to its four orthogonal
neighbors. If the neighbors are over the shoulder threshold and receive a “found” bit, they in turn
send out the signal to their four orthogonal neighbors, and so on, and so on.

2. The Cluster Control board tells the DCAS’s to enable their Phi and Eta address lines for all seeds.
The Control board then selects the seed with the lowest Eta address, and then within that Eta, the
lowest Phi address to begin cluster finding.

1. The inputs from DIRAC are checked to see if they are over the seed or shoulder threshold.

4. When a tower is “found” it is disabled from being found in another cluster.  i.e. if the tower
is a seed and is found in a cluster initiated by another seed, it will not enable its address lines
when the control board prompts for seed addresses. After one cluster is found, the tower energy
values are enabled into an adder tree. Steps two through four are repeated until all clusters are found.

Figure 12.13: Calorimeter trigger cluster �nding
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from single-phototube discharge. Since the spa-

tial resolution is much smaller than a calorimeter

wedge, matching tracks from the central tracker to

the shower maximum provides a signicant reduction

in combinatoric background for electron triggers.

CDF upgraded the electron and photon trigger

hardware for run 1b to make use of shower maxi-

mum information from the central shower maximum

detector (CES) in the Level-2 trigger decision[8]. For

electrons, this upgrade resulted in a 50% reduction

in backgrounds, while retaining approximately 90%

of the signal. Topics in b physics such as the search

for rare processes demand a low trigger threshold.

By using the XCES, we were able to lower the in-

clusive electron threshold to 8 GeV, which is 1 GeV

lower than the threshold for run 1a, while maintain-

ing the same bandwidth of events accepted by the

CDF hardware Level-2 trigger.

12.4.2.1 Central Shower Maximum (XCES)

While the frontend electronics are completely di�er-

ent, the basic scheme for the XCES trigger is the same

for run II as for run 1b. The signals from four adja-

cent CES wires are summed together and compared

to a threshold to form an XCES bit with � 2� az-

imuthal segmentation. This bit can then be matched

in azimuth and momentum to a XFT track to gen-

erate a Level-2 trigger. There are 16 XCES bits per

detector wedge (8 bits times 2 thresholds) yeilding a

total of 768 XCES bits.

The QIE for shower max digitizes each crossing,

and stores the data in a level 1 pipeline, awaiting a

Level-1 trigger decision. The data is compressed into

a oating point format, consisting of 3 bits represent-

ing the measurement range, and 5 bits of ADC data,

for a total of 8 bits. Once a Level-1 accept has been

issued, 4 time slices for each wire of digitized data

are received by the VME readout boards. The CES

VME readout board will have an extra trigger cir-

cuit to produce the trigger output bits (XCES) to be

used in the Level-2 decision. This circuit converts the

oating point output to a linear format and sums the

4 time slices for each wire. The signals from four ad-

jacent wires at a time are summed and compared to a

threshold to de�ne an XCES bit. Two ADC thresh-

olds will be implemented in the trigger. One, on the

order of a few GeV, will be used for the J= ! ee

trigger. The other, on the order of 8 GeV, will be

used for the inclusive electron trigger. The XCES

bits are received by the Level-2 Processor within 10

microseconds of a Level-1 accept where the matching

of the XCES cluster in momentum and azimuth to a

XFT track is performed to generate a Level-2 trigger.

12.4.2.2 Plug Shower Maximum (XPES)

Because this is a new detector, with a substan-

tially di�erent geometry from the CES, the options

for using information from it in the level 2 trigger

are numerous. The plug shower maximum inter-

face is planned to match the signals of the strips

with a signal over some threshold to a listing of the

plug calorimeter towers that should also have a sig-

nal. There are two alternatives being investigated

at present. The �rst sums the signals from 4 ad-

jacent strips and compares the result to a threshold

value, much as is done for the XCES. The 50 resulting

bits per 45 degree phi sector are then used to match

calorimeter towers to the strips. The other possibil-

ity is to use the last dynode output from each multi-

anode PMT, which is equivalent to summing the sig-

nals from 16 adjacent strips. In either case some logic

will have to be performed to correlate the strips over

threshold in each view to the appropriate calorime-

ter tower using a series of ands and ors. The perfor-

mance and possible implementation of each scheme

is still being investigated at this point, and we plan

to have the design �nalized in the late fall of 1996.

12.4.3 Silicon Vertex Tracker (SVT)

The ability to use impact-parameter information in

the trigger to detect secondary vertices can substan-

tially increase the physics reach of a hadron-collider

experiment. For example, the resolution and mass-

scale systematics for the top-quark mass determina-

tion could be measured and controlled if there were

a large-statistics dijet mass peak from W or Z decay.

Unfortunately the large QCD jet cross section makes

the signal-to-background ratio poor and the trigger

rate prohibitively high. Impact-parameter trigger-

ing, however, can provide a Z ! b�b signal, for which

the continuum background is substantially reduced.

With the Silicon Vertex Tracker (SVT), we expect a

large sample of Z ! b�b events sitting well above the

continuum background.

Studies of B decay will also be greatly enhanced

by the SVT. Some of the decay channels that are

important in the study of CP violation will be virtu-

ally undetectable at the Tevatron without an impact
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parameter trigger (e.g. B0 ! �+��) [9]. Other in-

teresting decay modes (e.g. B0 ! J=	Ks), although

accessible by requiring one or two leptons in the �nal

state, will bene�t from an impact parameter trigger

in terms of better rejection against background and

higher statistics on tape.

Some physics processes not involving b quarks will

also be aided by the SVT. The high-PT inclusive-

muon trigger, needed for the W-mass measurement,

has a high Level-2 rate. The SVT can both reduce the

accidental rate by demanding an SVX track pointing

at the primary vertex and remove lower-PT muon

background by using the improved momentum res-

olution to tighten the PT threshold.

In order to obtain impact-parameter information

in the Level-2 trigger, the SVX II is read out after

each Level-1 trigger. The SVT combines this data

with the Level-1 tracking information from the cen-

tral tracking chamber and computes track parame-

ters (�, PT , and impact parameter d) with resolution

and e�ciency comparable to full o�ine analysis. Fig-

ure 12.14 displays the resolution of the impact pa-

rameter in Monte Carlo for a full SVT simulation,

including detector misalignments within tolerances,

and for the o�ine reconstruction.

We give a brief summary of the SVT below. A full

description of the device can be found in Ref.[10].

12.4.3.1 Implementation

The strategy we follow combines the use of the As-

sociative Memory (AM) technique with a processor

farm. The overall architecture of SVT is shown in

Fig. 12.15.

SVX-II data digitization and sparsi�cation occur

in the front end. From each of the SVX-II readout

chips, there is an 8-bit data stream consisting of the

chip ID and status words and a series of word pairs

containing a channel number and the digitized pulse-

height in that channel. The data is transmitted over

�ber optic lines to a splitter where one output goes to

the SVX-II readout and the other output goes to the

SVT. There are 12 �bers for each of the 12 SVX-II

� sectors. These are fed into G-link Fiber-Receiver

transition cards where the data is demultiplexed and

transmitted through the backplane to the Hit Finder

boards, three for each � sector. The Hit Finder per-

forms pedestal subtraction and bad channel suppres-

sion. It then scans the data stream for clusters of hit

strips. When acceptable clusters are found, the Hit

Figure 12.14: Comparison of the impact-parameter distri-
bution of SVX tracks from the SVT trigger simulation and
o�ine procedures.

Finder computes and outputs the centroid of each

cluster, the most probable track intersection point at

that SVX layer.

The output from the three Hit Finders for each

� sector are merged into one stream with a Merger

board. Communication between SVT boards is stan-

dardized. The transmission is over 50-conductor at-

ribbon twisted-pair cable. The data is pushed by the

transmitting board at 30 MHz into a FIFO on the

receiving board.

While the Hit Finders process SVX data, the list

of tracks found in the outer tracking chambers during

Level-1 processing is transmitted from the XTRP to

the Associative Memory Sequencer (AMS). As soon

as the clusters from the Hit Finder are available from

the output of the Merger, they are also transmit-

ted to the Associative Memory Sequencer. The AMS

uses a lookup table to convert the 14-bit cluster cen-

troid into a coarser Superstrip in preparation for the

pattern-recognition stage. The size of the Superstrip

is programmable. It is a compromise between a small

size that would provide more precise pattern recogni-

tion and produce fewer fake-track candidates but re-

quire a larger memory, and a large size which would

output more fakes but require a small memory. (The

fakes would be rejected at the next stage, but they
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Figure 12.15: Architecture of the SVT trigger.

waste time.) A study of the compromise results in

the choice of a 250 �m Superstrip.

Each AMS broadcasts the outer tracks and coarse

SVX clusters on the backplane where they are re-

ceived by two Associative Memory (AM) boards.

Each AM board fans this data stream out to 128

AM chips mounted on the board. The AM chip is a

custom CMOS device that contains 128 roads. It is

implemented in 7� technology and runs at 30 MHz.

Each chip stores 128 combinations of outer tracks

and coarse SVX hits. Each combination represents

a legitimate particle trajectory and is called a road.

As the outer tracks and clusters are received, each

chip checks to see if all of the components of one of

its roads (outer track and four SVX hits) are present

in the data stream. If so, the chip records the track

candidate's road number. The roads are downloaded,

so they can be modi�ed, for example to correct for

geometric misallignment or to select which layers to

use.

At the same time the clusters and outer tracks

are sent to the AMS, they are also sent to the Hit

Bu�er where they are stored by Superstrip number.

Once the AM is done, the road numbers of candidates

are also sent to the Hit Bu�er. The hit bu�er uses

another lookup table to �nd the Superstrips which

correspond to each road. It then goes to those Su-

perstrip bins and retrieves the full outer-track and

SVX-cluster information.

This set of one outer-track and four SVX hits is

called a track packet. The Hit Bu�ers sends these

packets to the Track Fitters. The collection of Track

Fitters, the Track-Fitter Farm, is designed so that

tracks are distributed equally to all Fitters, and

enough Fitters are included so that each one �ts on

average one track per event. Studies indicate that

ten Fitters will meet these requirements. The �t is

a linear approximation, consisting of a set of scalar

products. It takes 70 cycles on a currently avail-

able commercial CPU, approximately 3:5�s. Other

methods currently under study may be signi�cantly

faster, even though the processing time with the cur-

rent technology is not a concern.

12.4.3.2 Expected Performance

The resolution of the �t is nearly as good as o�ine re-

construction. The expected resolution is �d = 35 �m

(at PT = 2 GeV), �� = 1 mrad and �PT = :3%P 2
T

(where PT is in GeV). The track parameters are avail-

able for the Level-2 trigger decision.

To see the power of the SVT, consider B0 ! �+��.

This is one of our most di�cult trigger problems be-

cause the rate for two low-PT tracks is so high. At

Level 1, only the outer-track information is available.

We will require one track with PT >2 GeV, and a

second, oppositely-charged track with PT >3 GeV

and 30� < �� < 135�. The rate for this at L = 1032

is 16 kHz, well within the Level 1 design limit of 50

kHz. At Level 2, the SVT provides impact param-

eter information. Applying full SVT simulation to

SVX0 data taken during run Ib, we �nd that a cut of

jdj > 100 �m provides three orders of magnitude in

rejection; such a cut is 50% e�cient for the signal.

The resulting Level-2 rate is < 10 Hz, much smaller

than the design limit of 300 Hz.

There are two potential problems that must be

controlled. The �rst is the precise mechanical po-

sitioning of the SVX II. Since the SVT does not have

z information for tracks, an angular misalignment

between the SVX and the beam would produce in-

correct impact-parameter results. Therefore SVX-II

detectors must be aligned collinear to the beam to

within 100 �rad. The ladders themselves must be

aligned to each other within this speci�cation during
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Figure 12.16: The Level-2 decision crate.

construction. It will also be necessary to align the

beam to the detector during the �rst few minutes of

each run. Studies have been performed showing that

the SVT itself can provide the needed feedback to the

accelerator control room.

The other potential problem is the occupancy of

the SVX II (Section 5.8.1), which directly impacts

the ability of the SVT to complete its calculation in

time for the Level-2 trigger decision. To study this,

a Monte Carlo simulation was tuned until it could

accurately reproduce the occupancy of the current

SVX detector over a wide range of luminosities. The

occupancy is observed to be proportional to the lumi-

nosity, as expected. The tuned Monte Carlo was run

with an SVX-II simulation and run-II luminosity to

produce a data sample for SVT timing simulations.

The result shows that the SVT will complete its cal-

culations well before the end of its allotted 17�s.

12.4.4 Level-2 Decision Hardware (Global

Level 2)

The �nal Level-2 decision is made in a set of four

Level-2 Processors in the Level 2 crate. There are

�ve major sources of data for the Level 2 trigger.

The data from each source is collected into a single

board in the Level 2 crate as shown in Fig. 12.16.

The data is stored in a device dependent format in

FIFO's. The data from the output of the FIFO is

formatted into a 128 bit word and transmitted to the

Level 2 processors. The processors store the data

directly into memory locations (common blocks in

Fortran parlance). The storing of data in all proces-

sors occurs simultaneously. Each data source maps

the type of data (tracks, calorimeter clusters, SVT,

muon, XCES) and the Level 2 bu�er number into the

distinction address. This allows data for one bu�er

to be assembled while the processors are examining

an event in a di�erent bu�er.

The cluster list board collects information about

each calorimeter cluster. The � and � address, num-

ber of towers, and EM and hadronic energy for each

cluster is encoded into a 64 bit word. A 2 bit �eld in-

dicating which one of the four sets of seed and shoul-

der thresholds was used is stored in each cluster list

element. The L2 bu�er address is also sent for di-

agnostic purposes. The cluster list card takes two

clusters and transmits them in a 128 bit transfer to

the Level 2 processors.

The trigger data from the cetral strip chambers

(XCES) consist of 32 bits per wedge, for a total of 24

� 32 bits. This data is packed into six 128 bit words

and transmitted to the Level 2 processors. The XCES

information is used to require hits in the central strip

chambers for low energy electrons and photons.

The tracking data comes from two sources, the

XFT tracks from the XFT via the XTRP, and the

tracks from the SVX processed by the SVT to give

impact parameter. The tracks from XTRP are trans-
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mitted immediately after a Level 1 accept. They are

received by the L2 tracking module, packed 4 tracks

per 128 bits and transmitted to the Level 2 proces-

sors.

The data from the SVT arrives later than the data

from the other four systems. The data from the SVX

must �rst be transmitted from the detector, then pro-

cessed in the SVT and combined with XFT tracks.

This will take a minimum of 7�sec and most likely

10�sec. Since this is the total time allocated to col-

lect Level 2 data, the processors will start analyzing

the event before the SVT data is complete. Only if

the impact parameter required to make the Level 2

decision will the SVT data be used. If all triggers

which require SVT impact parameters are rejected

by other cuts (e.g. kinematics), then the impact pa-

rameter cut won't be tested.

The data from the muon match board is zero sup-

pressed and then transmitted to the Level 2 system.

The muon information is packed into 72 bits repre-

sentation each 2.5� wedge for each muon system, and

then transmitted to Level 2 processors.

12.4.4.1 Level-2 Processors

The Level 2 processors are custom VME modules

based on the Dec 21164 Alpha chip. Figure 12.17

shows a block diagram of the processor board design

which is an extension of the processors used in run

1b. The new processors have a 433 MHz clock in-

stead of a 150 MHz clock. The data path into the

board is 128 bits wide instead of 64 bits. The mem-

ory and I/O interface use the 21172 chip set instead

of discrete logic. The boards use VME format and

reaout instead of Fastbus used in run 1b.

The data from the data collection boards is trans-

mitted over a 128 bit wide bus (\Magic Bus") using a

custom J3 backplane. The address is used as a `DMA

channel' and determines which of the 4 L2 bu�ers are

being processed and which of the 5 data sources are

sending the data. There will be four Level 2 proces-

sors in the system.

All four Level 2 processors latch the data from

all the data collection boards. The data is initially

stored in a FIFO and then transmitted to the main

memory. Care will be taken that successive Level 2

bu�ers do not map to the same cache lines. This

will allow the processor to analyze one event out of

the third level cache while data from another Level 2

bu�er is being written to mainmemory and invalidat-
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Figure 12.17: Block diagram of the Level-2 processor
board.

ing the cache lines holding the event the previously

came in on this bu�er. The second level cache is on

chip and is 3-way set associative.

Each of the four Level 2 processors will be assigned

a set of triggers to examine. The triggers will be dis-

tributed across the processors by hand. All muon

triggers will be in one processor and all electron trig-

gers will be in another. The processor forming the

electron plus muon trigger will have to �nd the low

PT electrons and muons in parallel with the electron

processor and the muon processor. This allows the

triggers to be ordered such that most triggers will not

have to be evaluated. For example, if the 6 GeV cen-

tral muon trigger fails, then any trigger requiring a 6

GeV or greater muon need not be tested. This kind

of optimization was used successfully in run 1. Each

of the four processors will independently forward a

Level-2 accept or reject for the set of triggers it is

examining to the Trigger Supervisor.

Negotiations are underway with the Michigan

State D� group to use the same processor in D�.
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12.5 Trigger Rates

The CDF trigger system is very exible. It can pick

event topologies that are simple, like a single high-

PT lepton, or complex, like two charged particles in

a narrow mass window coming from a secondary ver-

tex, or a multiple-jet system with large =ET . In run I,

we normally took data with over 50 separate trigger

paths. This will also be the case in run II. However,

as in the past, the trigger rate, and thus potential

deadtime problems, will be dominated by a few trig-

gers. Here we focus on the three highest-rate triggers;

the single-electron and single-muon triggers give the

largest Level-2 rates, and the two-track trigger has

the highest Level-1 rate.

The high-PT inclusive-electron trigger is used for

the W and top-quark studies as well as many exotic-

particle searches. In the central rapidity region, cur-

rent trigger rates can be reliably extrapolated to run

II. For a calorimeter tower with EM ET > 16 GeV

matched to a track with PT > 12 GeV, the Level-2

trigger rate will be 20 Hz for 2� 1032 luminosity and

132 nsec bunch separation. Since both calorimeter

and tracking information are available to the Level-

1 system, that rate won't be much higher. In the

plug rapidity region, studies of the trigger rate with

IFT/SVT tracks are in progress. We do however have

an upper limit based on use of calorimeter informa-

tion only. The Level-2 rate is < 100 Hz. A track

requirement should reduce this by at least a factor of

two.

A lower-threshold central-electron trigger is impor-

tant for B physics and calibration samples for the W

mass. The Level-2 trigger rate for ET > 8 GeV will

be 85 Hz. For calibration samples, prescaling is an

acceptable way to reduce the rate. For B physics, a

large impact-parameter requirement in the SVT re-

duces the rate by more than an order of magnitude.

For the single-muon trigger, again there are two ra-

pidity regions to be considered. In the central region

covered by the CMUP detector, the Level-1 trigger

rate for PT > 12 GeV is 45 Hz, again for 2 � 1032

luminosity and 132 nsec bunch separation. At Level

2 with its tighter match between the track and muon

stub, the rate drops to 15 Hz. For 0:6 < j�j < 1:0,

the region covered by the CMX system, the Level-2

rate will also be 15 Hz for PT > 12 GeV. This rate in-

creases to 25 Hz for PT > 6 GeV, so lower thresholds

for B physics can be accommodated.

The greatest challenge for the Level-1 system is

the B0 ! �+�� trigger. As presented in the SVT

section, the Level-1 rate is 16 kHz at 1032 luminosity

when one track is required with PT > 3 GeV and a

second track is found with PT > 2 GeV and 30� <

�� < 135� relative to the �rst track. At Level 2,

with an impact parameter > 100 �m required, the

rate drops to < 10 Hz. This will provide 6000 B0 !

�+�� events on tape per fb�1 for a branching ratio

of 1� 10�5.

The trigger system will allow us to collect data for

our broad range of physics topics even at the highest

planned luminosity.
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Chapter 13

Computing and Software

There are a large number of computing challenges

that CDF must face in Run II. The data rates will

be much higher than those we have dealt with in the

past. Consequently we will have much larger datasets

which must be stored and made accessible in a timely

fashion to many physicists at many collaborating in-

stitutions. In addition we would like to evolve our

software environment to use more modern program-

ming techniques and languages such as Object Ori-

ented programming and C++.

In the next section we review the present Run

I system followed by a section describing the ex-

pected data volume in Run II. The remaining sec-

tions describe the computing model, the software en-

vironment, the event reconstruction, the calibration

database, and �nally the simulation requirements.

13.1 The Run I System

In Run I CDF recorded 64 million events in the main

data stream (Stream B) which were processed in

real-time and made available to the physicists within

about 2 weeks of the data being taken. In addition,

3.7 million events out of the total were also recorded

in a separate \express line" stream (Stream A) and

processed within hours. This stream contained the

high-transverse momentum leptons necessary for the

top quark search. It was also used to monitor data

quality during the run. An additional 28 million

events were recorded for processing after the data

taking ended (referred to as Stream C). These events

were mainly low-transverse momentum leptons in-

tended for studies of b-quarks.

The analysis computing needs for Run I were pro-

vided by a mix of central and desktop systems. These

systems were a combination of VAX/ALPHA ma-

chines running VMS plus Silicon Graphics and IBM

machines running UNIX. The central VMS system

consisted of about 1200 MIPS of CPU (FNALD) and

the central UNIX system (an SGI Challenge XL with

28 processors - CDFSGA) consisted of 2400 MIPS.

In addition, the desktop systems add 3000 MIPS of

VMS computing and 1600 MIPS of UNIX computing.

The production computing needs were met by the

centrally supported UNIX farms. CDF had an allo-

cation of 3000 MIPS of farm computing in the form

of 63 SGI 4D/35 nodes and 32 IBM 320H nodes. The

data were processed on the farm nodes and then split

up into physics datasets on the farm I/O nodes and

then staged to 8mm tape.

The data sizes and volumes are summarized in Ta-

ble 13.1. There were 27 DST datasets and 39 PAD

(PAD - Physics Analysis DST) datasets. The DSTs

from the main data stream are not heavily used in

analysis. The total data volume for Run I was 41 Ter-

abytes, of which 16 Terabytes was due to inclusion of

raw data on the inclusive and split DSTs. The infor-

mation about where a �le is located is stored in an

experiment speci�c database which uses FORTRAN

indexed �les and is kept on FNALD.

The primary means of data storage for Run

I was 8mm tape (double density tapes with 5

Gbytes of storage and a maximum I/O rate of 450

Kbytes/second). Selected datasets were further re-

duced and stored in an STK tape robot which had an

initial capacity of 1 Terabyte and has recently been

upgraded to 3 Terabytes. This system is accessed

via the FATMEN catalog system (a CERN product)

and an automatic staging system - users do not need

to know which tape the data is stored on, only the

�lename. The central UNIX and VMS systems also

have about 500 Gbytes of disk devoted to physics

datasets. There is over 200 Gbytes of disk in the

staging pool for the STK robot. There are also sig-

ni�cant disk resources (about 600 Gbytes) attached

to desktop systems.
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Data Type Size Total Volume Comments

(Kbytes) (Terabytes)

RAW 130 8.3

Inclusive DST 190 12 The DST includes the RAW data

Split DST 190 16 There is a 30% overlap of events on the split DST

Inclusive PAD 32 2

Split PAD 32 2.7 There is a 30% overlap of events on the split PAD

Table 13.1: Summary of the Run Ib data volume.

Copies of selected datasets were made for distribu-

tion to remote institutions. In Run Ib about 17000

8mm tape copies were made. About 3600 of these

were kept on site at Fermilab for use by physicists in

the CDF Portakamp complex and the rest were sent

o�site.

The software environment uses FORTRAN as the

primary programming language with limited use of C

in system level applications. A mix of experiment de-

veloped applications, Fermilab Computing Division

products and CERN products are used in the soft-

ware development and analysis. The code is presently

supported on VAX/ALPHA VMS, SGI UNIX and

IBM AIX platforms.

13.2 Expected Data Volume and

processing requirements

The upgraded DAQ system is expected to be able

to handle a Level 3 input rate of about 300 Hz with

an peak output rate of 30-40 Hz assuming a 90% re-

jection factor. We expect the raw event size to be

about 250 Kbytes per event, hence the Level 3 out-

put rate is expected to be 7.5-10 Mbytes/second to

mass storage. Past experience has shown us that the

40 Hz peak translates to a 20 Hz average rate while

there is beam in the accelerator and the experiment

is recording data. This implies that we will record

about 300 million events per year, yielding 80 Ter-

abytes of raw data. This is about 10 times the total

Run I volume. In a two year run which is assumed to

be about 2 fb�1 the dataset will be 600 million events

and 160 Terabytes in size. This corresponds to the

main dataset, we have not included any low priority

stream such as the Run I Stream C data.

In order to estimate the sizes for the reconstructed

data we have assumed that the reconstructed data

size remains at about 50% of the raw data size and

that the size of a PAD event will be about 15% of

the raw data size. We also assume that there will

be an \express-line" stream which will be about 10%

of the total dataset, and that these events will be

written out separately so they can be processed im-

mediately. As noted above, we have duplicated the

raw data on both the inclusive DSTs and the split

DSTs. We will assume that this is no longer practi-

cal due to the larger data volumes expected and so

the DST format will no longer include the raw data.

We will also assume that for most data streams there

will not be a split DST. Under these assumptions the

DST+PAD information will add 75 Terabytes of in-

formation. For ease of access we will probably need to

store the split PAD events separately which will add

another 24 Terabytes of data. The \express-line" raw

data will be 16 Terabytes and the DST+PAD infor-

mation will add 8 Terabytes. The split \express-line"

PADs will be another 2 Terabytes. So the total vol-

ume will be about 300 Terabytes for a 2 fb�1 run

(allowing for a 30streams). Note that if the DAQ

system delivers more Level 3 output rate then these

numbers will increase. We take 300 Terabytes for 2

fb�1 as our baseline.

At present we do not have an estimate of the CPU

time per event for reconstruction in Run II. Much

of the code will be new and does not yet exist. We
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can make an estimate of the production requirements

based on the execution time per event in Run I.

In Run Ia the execution time was 400 MIPS sec-

onds/event for an average instantaneous luminosity

of 3� 1030 cm�2 s�1. In Run Ib the execution time

was 700 MIPS seconds/event at an average luminos-

ity of 9�1030 cm�2 s�1. This increase was due to the

extra interactions per crossing at the higher luminos-

ity. Although the luminosity will increase further in

Run II, the number of bunches in the accelerator is

increasing so we estimate only an additional 20% in-

crease in processing time from this source. Allowing

for some increase in processing time we will use 1200

MIPS second/event for our baseline execution time

for Run II. We need to process 300 million events per

calender year, i.e. 6 million events per week. The

input rate required would be 2-3 Mbytes/second and

the CPU requirements for processing would be be-

tween 15,000 MIPS to 25,000 MIPS depending on

the processing e�ciency.

13.3 Computing Model

In this section we describe the proposed computing

model for Run II and its various components. We

will �rst describe the Run I computing model. The

Run II model will be similar but with some important

changes to provide faster and more transparent access

to large datasets.

13.3.1 Run I Computing Model

In Run I we have followed a model where the data and

the CPU are tightly coupled. We have not provided

high-bandwidth access from desktop systems to the

central data stores. In addition, we have no dedicated

batch systems, all the central systems are used for

both batch and interactive computing.

The current CDF data persistency package is

YBOS[1]. The data is stored in YBOS banks. The

raw data is stored on 8mm tape. The event recon-

struction is then performed on farms of UNIX work-

stations. A subset of the YBOS banks containing

physics information from the reconstruction are also

compressed to create PAD events. The events are

also split into production datasets. These datasets

are taken by the physics groups and futher split or

compressed. This can be a lengthy step and di�cult

to recreate if a problem is discovered later. This is

an I/O intensive job and is usually performed on the

central systems (usually by a small number of peo-

ple) where there is e�cient access to large production

datasets on 8mm tape. The resulting datasets are

stored on disk or if they are too large for disk they

are placed in the STK tape robot. Up to this point

in the process, the data is still in the form of YBOS

banks and access to the events is �le-based.

The users doing physics analyses perform further

selections of these datasets, normally on the central

systems. The result of these event selections is typ-

ically an ntuple[2] which stores the data in ZEBRA

RZ[3] format. These ntuples are usually small enough

to be transferred to the desktop system for further

analysis. Most physics analyses start from the PAD

data. However a small number of analyses such as

the W-mass measurement require the DST data. All

analyses may require the full DST for a small num-

ber of events. The amount of data used from the

32 Kbyte PAD event ranges from 1 Kybte for ex-

otic searches to about 10 Kbyte for a typical b-quark

analysis.

13.3.2 The Run II Computing Model

The primary operating system in Run II will be

UNIX. The VMS operating system will not longer be

a supported operating system at Fermilab and will

not be part of the Run II computing environment.

We do not yet know what role personal computers

(PCs) might play. The goal is to design a system

that is as operating system independent as possible

to allow us to respond to future trends in computing

with minimal upheaval.

Production UNIX farms are a cost e�ective way

to obtain the necessary CPU cycles to perform the

event reconstruction and we expect that this will be

the primary method of doing bulk event reconstruc-

tion in Run II. However, we do not ignore the possi-

bility that farms of PCs running LINUX, for example,

could play a role.

The production farm I/O servers will read raw data

directly from the tape robot and write the processed

data back to the same robot. The processed informa-

tion for an event will not be stored in the same �le

or tape as the raw information. As stated above,

the DST format will no longer include the RAW

data as this will signi�cantly increase the storage re-

quirements. The data will also be split into physics

streams at this stage. In most cases the splitting
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will be done at the PAD level. Only for a few se-

lected datasets would split DSTs be produced. The

information about dataset location and which events

belong to a particular dataset would be recorded in

a central database.

Mass Storage and Data Access The baseline

data volume expected in Run II is 250 Terabytes.

It is not practical to imagine storing this quantity of

data on 8mm tape. We plan to write the data to stag-

ing disk at the experiment and transmit it directly to

staging disk attached to a robotic tape store in Feyn-

man Computing Center (FCC). Tape robots already

exist that can handle the data volume we will have in

Run II with the required data transfer speeds to and

from the magnetic media. Clearly the exact choice

of technology will be made closer to the start of Run

II. In addition to the robot, one requires Heirarchical

Storage Management (HSM) software to control the

robot.

It may be desireable to store all the information

about a particular type of physics object in one loca-

tion in the robot to improve the access time for event

selections, which typically look at a small amount of

information.

A database will be necessary to record the informa-

tion about which events belong to a dataset and on

which physical tape they reside. The database must

interface to the HSM software to allow the informa-

tion to be retrieved from the tape. Retrieval of data

ahould be transparent to the user, i.e., the user need

only know the name of the dataset they are interested

in, not the list of �les that make up that dataset. Also

the user should not need to know the physical orga-

nization of the dataset. Users would submit event

selection requests to the central database by specify-

ing which dataset they want to access and providing

a set of selection criteria. The physics datasets could

be created from the production dataset in the same

way. If these datasets were large it would probably

not be practical to physically duplicate the events.

Instead the list of events that make up the dataset

would be recorded in the central database.

The robot will be attached to the central analysis

facility which will consist of some number of multi-

processor UNIX machines coupled together by a high-

speed network. These machines will support both

batch and interactive use. Users could also submit

event selection requests to the central database from

their desktop workstation and have the selected data

returned to the workstation. The event selection will

run on the central system, thus ensuring e�cient ac-

cess to the central data store, and only the selected

data will be returned, thus minimizing the network

tra�c. A goal would be to read a 2 Terabyte dataset

in a few days, this requires tape speeds of the order of

10-20 Mbytes/second. If we are able to read pieces of

events then this time could be reduced even further.

With this kind of access time, remaking a dataset

would not incur a severe time penalty.

Clearly, there will still be a need to export datasets

to remote institutions. The wholesale duplication of

some of the larger production datasets may not be

practical. It may be more useful to provide copies of

the physics datasets which will be smaller. Given the

goals stated above for reading datasets, it will also

be possible for users to create specialized datasets on

the central system and copy them to tape for export.

Most frequently accessed datasets would be kept on

disk. It might be necessary, in order to maximize the

use of the disk space, to keep only the most frequently

accessed components of the events on disk, .e.g. for a

QCD dataset we may decide that it is not necessary

to keep the tracking data on disk. If a component

of an event is requested and the component is not

on disk then a staging operation would be performed

to retrieve the necessary information. This would be

transparent to the user.

Another idea that is being investigated is the con-

cept of \data mining". A subset of the data is stored

on disk in a format which allows for fast event se-

lection queries to be run over large amounts of data.

The selected data can be output in a user-selected

format, e.g. ntuples. The event selection only uses

the disk resident scannable data but can then trigger

retrieval of additional data from tape for any given

event. This approach is under investigation in the

High Performance and Parallel Computing group in

the Fermilab Computing Division.

Some of these goals imply changes to the CDF per-

sistency package YBOS. This package treats events

as a sequential list of banks which is too restrictive

for Run II. We are presently evaluating alternative

persistency mechanisms. One option is to rewrite

the YBOS package in C++ to include the necessary

features. Some work has already been done on this

option and it looks feasible. Another interesting op-

tion is the use of an Object Oriented database to store

the data. This approach is being seriously studied by

the RD45 project at CERN [4]. The potential cost of
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such an approach is an issue as is the maturity of the

technology. Even if this is not a viable option for the

beginning of Run II, we should not design a system

that prevents the use of such approaches later on.

Networking We are at present planning an up-

grade to the networking infrastructure at CDF which

will bring �ber to each desktop, thus opening up the

possibility of FDDI, ATM etc. to the user's worksta-

tion. This upgrade should be su�cient to meet the

desktop networking needs for Run II.

In the central systems we may require higher band-

with connections. We will have to connect together

multiple multiprocessor UNIX machines and provide

each with a high-bandwidth connection to the robot.

Possible candidates include Fiber Channel or HIPPI.

A dedicated 10-20 Mbyte/second connection be-

tween B0 and FCC may also be necessary for the

transfer of the raw data from the staging disks in B0

to the robot in FCC.

Analysis Computing The analysis computing

will be provided by a mix of central systems plus

desktop workstations. As stated above, the machines

will be running the UNIX operating system. The

role of PCs in the system has not been considered at

present.

We can make a rough estimate of the CPU needs

by scaling from Run I. This suggests that we will

require roughly 30,000-40,000 MIPS of computing to

meet the Run II analysis needs. This can be spread

between central systems and desktops.

13.4 Software environment

In this section we describe the various components

of the software environment. This is the part of the

computing environment that most directly impacts

the user and includes such things as the choice of

programming languages and the framework used for

analysis.

13.4.1 Software Methodology and Lan-

guages

The computing problem faced by a large experiment

in high-energy physics involves the manipulation of

large volumes of complex, structured data which de-

scribe the observed physical interactions, components

of the detector, and the intellectual framework used

to interpret the data. Low-level data structures are

combined to form lists which are utilized by algo-

rithms to generate structures at a higher level of ab-

straction. A typical example of this process is the

assembling of hit data from a tracking chamber into

found track segments, which are then assembled into

track helix parameters.

There is a natural relationship of this process

to the concepts of the object-oriented programming

methodology. Indeed, the current CDF software may

be described as an object-oriented data design op-

erating within a Fortran framework. To accomplish

this goal, very signi�cant extensions of the native For-

tran environment have been provided in the past, us-

ing customized products with a very large overhead

in maintenance and low portabililty.

Mapping of software objects into code may be nat-

urally accomplished by an object-oriented program-

ming language such as C++, in which object descrip-

tion is provided at a low, native level in the compiler.

In addition, other potentially useful features of the

OO model, such as inheritance and overloading, are

provided in such a language.

The use of the C++ programming language will be

a feature of the software development environment

for the CDF Run II upgrade. We expect to devote

a large e�ort to providing the necessary design tools

and support required by this initiative. The choice

of C++ is mandated by its wide use in scienti�c and

technical �elds, including most new projects in high

energy physics (BaBar, CLEO III, and LHC experi-

ments).

Because of the extensive existing software base of

the CDF experiment, we expect to need to continue

support for the Fortran 77 programming language.

The exact level at which the two languages must in-

teract is still under discussion. One possible model

is to allow the use of relatively large scale software

units (\modules") in either Fortran or C++, but to

require language consistency within a single module.

13.4.2 CodeMangement and Distribution

For a software project of the scope of the CDF up-

grade, it is necessary to provide an adequate struc-

ture to manage and track the development of the sys-

tem. Developers must be able to easily access the

code they are working on and transparently bene�t

from the work of others. In some instances, a reser-

vation mechanism can prevent conicting changes in
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programs; at the least a mechanism for detecting such

changes is essential. It is also desirable to provide ac-

cess control to protect the software and avoid unau-

thorized modi�cations.

The primary code repository for the CDF Run II

upgrade software will be the central UNIX comput-

ing facility located at Fermilab. CDF is currently

carrying on active discussions on implementation of

this repository in the context of the Con�guration

Management Working Group, a joint working group

of CDF, D0 and the Fermilab Computing Division.

It is very likely that the recommendations of this

group will focus on the Concurrent Versioning System

(CVS) utility, which is widespread on UNIX systems

and in the high energy physics community. A system

based on CVS allows any part of a directory tree to

be accessed, modi�ed, and tracked as a unit, from

individual �les to the entire repository.

We expect to provide a mechanism for access-

ing code in the CVS repository using a client-server

model. This technique, for which there is a work-

ing large system to serve as a prototype (the Sloan

Digital Sky Survey), will allow developers to work

on local UNIX systems with the code they require,

then merge it back into the primary code repository.

It also provides the possibility of integration of user-

de�ned procedures for such functions as detailed ac-

cess control and required testing at check-in time.

CVS permits concurrent changes by multiple devel-

opers and blocks assembly of conicting changes. If

reservations are deemed necessary, a user-de�ned pro-

cedure can be used to provide this feature.

The software package must be distributed to col-

laborating institutions and other supported comput-

ing installations (e.g. the distributed desktop sys-

tems used by CDF physicists). We expect to use the

functionality provided by the code management sys-

tem described above to allow on-demand updates of

the code while it is under development (this is an on-

going process). Tagged releases of packages will be

distributed via batch updates in compressed format,

as we have successfully used in Collider Run I.

13.4.3 Reconstruction and Analysis

Framework

A framework for experimental application programs

should provide adequate exibility to address the

diverse computing needs of the CDF collaboration.

These include Monte Carlo Simulation, bulk produc-

tion of analysed datasets, user analysis, and the Level

3 trigger system of software �ltering. The framework

should support both interactive and batch operation,

and transparently address all supported media.

CDF has a framework which has been used with

great success in Run I and previously. It enables the

user to de�ne a set of software modules which are

then incorporated at run time into sets which cor-

respond to particular analysis pathways. Standard

modules provide, for example, data i/o and report-

ing of data contents. The intrinsic modularity of the

structure encourages a great deal of software reuse.

Application building tools have been provided to as-

sist the user.

The current CDF framework is heavily dependent

on custom utilities to handle internal communica-

tions and generate the user interface. We plan to

reduce reliance on these products as they become in-

creasingly unmaintainable. This will require modi�-

cations to the framework software to maintain com-

patibility. The design and implementation of these

changes, including possible new products, will bene-

�t heavily from our extensive experience in this area.

Other experiments are also active in this area, and

we will examine the possibility of joint solutions.

The user interface for the Run II framework will

take advantage of developments in third-party graph-

ical user interfaces (GUI). One possible candidate for

such an interface is the TCL/TK scripting language

and toolset. The BaBar experiment has a prototype

framework based on this product, which we are test-

ing. Other public domain and commercial products

will also be evaluated where appropriate.

13.5 Event Reconstruction

In Run II we will have many new detector subsys-

tems for which we must write new event reconstruc-

tion code. As stated above, we expect use of the

C++ programming language to feature in the Run II

reconstruction package. A number of detector groups

in CDF (SVXII, IFT) are experimenting with the use

of C++ in their reconstruction code. The results look

promising.

The event reconstruction package is constructed of

a number of independent \modules" that each per-

form a speci�c task. Each module communicates its

data to another by use of a well de�ned interface

(presently this interface is YBOS data banks). Mod-

ules execute sequentially and in a given order, i.e., the
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Figure 13.1: The logical ow of CDF event reconstruction

in Run I

tracking module must run before the electron �nd-

ing module because electron identi�cation requires

tracks. This will be true even in an object-oriented

model. Parameters can be set at run-time that gov-

ern the behaviour of a particular module. In Fig. 13.1

we show the logical ow of the existing CDF event

reconstruction.

As described previously, the event reconstruction is

carried out on farms of UNIX workstations (worker

nodes) connected to a central I/O server. Each event

is read from tape or disk and sent to a worker node for

processing. when processing is complete the event is

sent back to the I/O server for output. The CPS (Co-

operative Process Software) product devloped by the

Fermilab Computing Division has been used to carry

out the event distribution. We anticipate continuing

to use a similar product for Run II.

13.6 Calibration Database

In order to maintain an adequate record of detector

performance, detailed information on calibrations,

detector status, and beam conditions is recorded dur-

ing checkout and running. Since a great deal of cal-

ibration is performed locally, the calibration infor-

mation can be divided into data required by o�ine

processing (which must be served to the processing

clients) and strictly local information, which is main-

tained at the experiment for diagnostic purposes. In

addition, the information may be generated either by

hardware calibrations in advance of datataking, or by

monitoring software during datataking. (Examples of

the latter are dead channel counts and information on

beam conditions.)

In previous runs, calibration data has been main-

tained everywhere in a custom database using YBOS

as its primary keying mechanism and data retention

mechanism. A run-number based index provided e�-

cient access to the data. Changes in YBOS will have

implications for calibration data.

Design decisions for the calibration database will

be based on an analysis of the amount of calibra-

tion information to be generated by the experiment

and where it will be needed during reconstruction.

The results of this analysis will likely constrain our

choices of implementation. An example is the use of

commercial databases, which may only be useful in

limited locations due to licensing costs.

In light of past experience, and considering the

large amount of new hardware being commisioned for

Run II, we expect to need to be able to modify the

detailed implementation of our calibration storage.

A well-designed interface to the calibration data will

make this evolution possible. We plan to test such

an interface during FNAL testbeam running, even if

the �nal low-level implementation is still changing.

13.7 Simulation

The CDF simulation will require major modi�ca-

tions before the next Tevatron run. These modi�-

cations are necessary both because the detector itself

is changing (new tracking detectors, new calorime-

try in region � > 1:0 and a change in the z position

of the forward muon toroid) and because the CDF

software environment is changing. In particular, if

CDF decides to move towards the use of the C++

programming language, the simulation will move in
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that direction as well.

For Run I, CDF has two independent simulation

packages, a fast simulation (QFL) that produces

as its output high-level reconstruction banks and a

slow simulation (CDFSIM) that produces raw data

banks. Both simulations rely completely on CDF-

speci�c code (i.e. neither one uses the GEANT sim-

ulation package). Both run within the CDF analysis

framework and use the CDF persistency mechanism

(YBOS).

The purpose of the CDF fast simulation (QFL)

is to provide an appropriate tool for generating large

statistics Monte Carlo samples to determine the over-

all acceptance for various physics analyses and to

study the dependence of this acceptance on system-

atic variations in either the detector response or the

physics model. The philosophy of the package has

been to make the highest level data structures possi-

ble rather than simulate raw data and to use param-

eterized responses rather than a �rst principle ap-

proach. Signi�cant e�ort has been put into param-

eterizing the response of the calorimeter (including

calibration, non-linearities, cracks and variations in

gain across the face of the detector), the muon sys-

tem (including non-uniformmagnetic �eld e�ects and

multiple scattering), the pre-radiator and the strip

detectors at shower max. Because the performance

of the silicon vertex detector plays such an impor-

tant role in the top analysis, this detector has re-

ceived special attention. In this case, raw hits are

simulated (including the e�ects of multiple scatter-

ing and Landau uctuations) and the CDF pattern

recognition and �tting code is used to associate these

hits with tracks. In the case of the central tracking

chamber, however, the simulation does not produce

raw hits. Instead the tracking resolution is param-

eterized by generating a 5x5 covariance matrix for

each track and then using this covariance matrix to

create the smeared track parameters. Thus, the fast

simulation does NOT allow detailed studies of pat-

tern recognition e�ciencies. Instead, pattern recog-

nition studies are performed using the slow Monte

Carlo (CDFSIM). An alternative technique which is

commonly used in CDF is to measure track recon-

struction e�ciencies is to imbed single Monte Carlo

tracks in real data events.

The current version of QFL can simulate a tt event

in approximately 0.7 MIP-sec. By comparison, full

reconstruction of such events from raw data takes

about 700 Mip-sec. The speed of the package re-

sults from the fact that the number of volumes in

the simulation is small ( � 30) and the step size

is large, from the fact that hadronic and electro-

magnetic showers are parameterized and from the

fact that pattern recognition in the central tracker

is not performed. In QFL, the step size is set by the

path length to the volume boundary unless a discrete

process (bremsstrahlung, pair production, decay-in-

ight) occurs within the volume, in which case the

particle is stepped to the point where that process

occurs. The trajectory is corrected for continuous

processes (energy loss and multiple scattering) at the

exit point of the volume. At each step, the track tra-

jectory (momentum and position) is stored in a data

structure. Genealogical information relating gener-

ated tracks and vertices to the simulated tracks is

stored, including information necessary to trace a

generated particle's fate through discrete processes

such as decays. Structures that store the genealog-

ical relationship between generated tracks and hits

in the detector are available as an option. All such

structures can be output as part of the standard CDF

event record.

Our goal for Run II is to maintain the speed and

functionality of the current fast simulation, while im-

proving its exibility. In particular, we plan to incor-

porate current CDFSIM functionality (the creation

of raw hits in the tracking data) as an option within

the fast simulation framework.

We are currently exploring options for restructur-

ing the simulation. One possibility would be to use

a GEANT4 framework. In this case, GEANT4 rou-

tines would be used to trace particles through the

detector. To maintain the speed of the simulation,

we would continue to use CDF speci�c parameteriza-

tions of calorimeter showers and we would keep the

geometry description extremely simple. A second op-

tion for Run II would be to use as a framework the

MCFAST simulation package currently being devel-

oped by the Fermilab Computing division. The third

option would be to continue the current practice of

using CDF-speci�c code. Prototyping e�orts on all 3

approaches are currently underway. A �nal decision

on the frameworkwill be made in Spring 1997, several

months after the �rst beta-test release of GEANT4.
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Chapter 14

Experimental Facilities

The proceeding chapters have focussed on the de-

tector, and have not addressed a number of impor-

tant issues related to the interface with the Teva-

tron, the experimental infrastructure and hall. We

discuss below pertinent aspects of the the solenoid

and cryogenics, the beam pipe design, Tevatron mon-

itors, Tevatron shielding, the detector gas supply sys-

tems, and the heating, ventilation, and air condition-

ing (HVAC) systems.

14.1 Solenoid and Cryogenics

The CDF detector employs a large magnetic �eld vol-

ume instrumented with tracking devices to determine

the trajectories, sign of electric charge, and momenta

of charged particles. The magnetic �eld is provided

by a superconducting solenoid. The solenoid provides

an axial magnetic �eld of 1.5 Tesla over a useful vol-

ume 2.8 m in diameter and 3.5 m long. The solenoid

was designed by a collaboration of physicists and

engineers from Fermilab and Tsukuba University in

Japan. The coil was built in Japanese industry. The

power supply, controls, and refrigeration system were

built by Fermilab. The solenoid provides a 1.5 Tesla

uniform axial �eld by creating a cylindrical current

sheet with a uniform current density of 1200 A/m.

The magnet is indirectly cooled ( no direct contact

between LHe and the superconductor ) and employs

a high purity Aluminum stabilized NbTi conductor

with a maximum operating current of 5000 Amps.

For most of the magnet's life an operating current of

4650 Amps has been used corresponding to a central

�eld of 1.41 Tesla. The high purity aluminum con-

ductor is "soft" and is supported against the large

electromagnetic loads produced via an external sup-

port cylinder of 5083 Aluminum. Turn-to-turn insu-

lation is Kapton with b-staged epoxy. Ground plane

insulation is G-10 and polyester resin. The refrigera-

tion is provided by a STAR version Tevatron satellite

refrigerator located in B0 with 600 W capacity. The

magnet was �rst operated in 1985 and has run reg-

ularly for high energy physics and cosmic ray data

taking with a �eld availability of > 99%.

14.1.1 Lifetime

The initial design of the coil speci�ed a "10 year life-

time". However, the entire coil structure was de-

signed to operate well within the elastic limits of

the materials chosen and therefore it is expected to

have a lifetime not limited by fatigue considerations.

Similar design rules were used for the support struc-

tures which are subjected to cyclic stresses each time

the magnet is powered. The entire coil structure is

subject to cooldown stresses each time the magnet is

cooled to its LHe temperature operating point. The

magnet cooldown procedures followed are intended to

limit stresses on the coil materials such that stresses

are limited and fatigue failures are not a problem.

The materials chosen for the coil construction were all

chosen to be radiation tolerant at the several mega-

Rad level. This is well beyond the expected radiation

dose the coil will receive during a Run-II exposure of

2 fb�1 ( < few kRad at the radius of the coil) The coil

package was deliberately designed using welded con-

struction with a minimal number of O-rings. Where

O-rings were employed the design used \double" O-

rings with a vacuum pumpout between for reliabil-

ity. The 24 radial support adjustments each have two

\double" O-rings as does the main cryostat vacuum

relief port. We believe that whatever age related fail-

ures might occur in these devices will be soft failures

that would not interrupt the run in progress.
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14.1.2 Necessary Repairs

A small vacuum leak has been present in the CDF

magnet's "Control Dewar" since it was commisioned.

The Control Dewar contains the 5000 AMP He gas

cooled current leads that make the transition from

the cold LHe temperature superconductor to the

warm 5000 Amp copper bus. Since the coil is indi-

rectly cooled, the superconductor resides in the insu-

lating vacuum space. Inside the Control Dewar, the

superconductor makes a transition from the vacuum

space into a \pot" of LHe via 5000 Amp ceramic insu-

lators ( the pot serves to thermally anchor the bottom

of the gas cooled leads ). Since failure of the ceramic

insulators would represent a single point failure mode

for the magnet if they were to leak LHe into the insu-

lating vacuum space, a secondary vaccuum space and

a second backup set of insulators were provided. This

turned out to be useful in that a very small leak of

the primary insulators was observed shortly after the

magnet was commissioned. The decision was made

to \live" with the leak rather than repair it since the

net e�ect of this leak was that the small secondary

vaccuum space had to be pumped out periodically

(approximately once per 2 weeks). This insured that

the vacuum remained good enough to provide ade-

quate electrical insulation during a fast discharge of

the coil. The leak rate into this space was essen-

tially unchanged over many years of operation and

over several cooldown cycles.

During a refrigerator interruption and subsequent

rapid recooling of the magnet during Run Ib we ob-

served an increase in this leak rate by a factor of

about four. Although still a small leak manageable

by pumping, this change suggests that we should con-

sider repairing this problem before Run II. Changing

the insulator is possible but would require substantial

e�ort in disassembly and reassembly of this compli-

cated component. It is our intention to study less

drastic repairs using a bore-scope �rst. Provided ad-

equate engineering manpower is provided in a timely

fashion to study and address this problem, this repair

should not be di�cult. Even assuming the worst (i.e.

replacing the entire control dewar), the schedule for

Run II should not be a�ected. The cost of the repair

will vary depending on the technique chosen.

14.1.3 Controls upgrade

The cryogenic controls system used to operate the

Satellite refrigerator and CDF solenoid was designed

in 1983 and �rst became operational in 1984. The

system uses many components, display devices, and

software "borrowed" from the accelerator controls

system (ACNET). CDF received support from the

Accelerator Division to maintain and operate this

system. For Run II much of the Accelerator controls

system that operates the satellite refrigerators will be

upgraded by the Accelerator Division. The old sys-

tem components and software will no longer be sup-

ported. Therefore CDF must upgrade its cryogenic

controls system.

The Research Division plans to replace the CDF

refrigerator control system with a modern commer-

cial control system using a Moore APACS controller

with Intellution's FIX-DMACS man machine inter-

face software. This same package has been installed

for other helium refrigerators operated by the Re-

search Division. As part of the control system re-

placement, we also plan to simplify and upgrade the

solenoid interlock system.

14.2 Beam Pipe

The CDF beam pipe will consist of three pieces which

span the B0 interaction region between the B0 low

beta quadrapoles. A schematic diagram of the B0

beam pipe system is shown in Fig. 14.1.

The center section, which is inside the CDF track-

ing volume, will be a 1.0625" inside diameter, 0.020"

wall beryllium pipe. The maximum outside diameter

of the beryllium beam pipe will be 1.438", occurring

at the low pro�le end connections of the pipe. For

reference the Be pipe in Run I had an inside diam-

eter of 1.335" and an outside diameter of 1.5". In

the current design, the beryllium portion consists of

three roll-formed and brazed sections joined by two

machined beryllium couplings. The total length of

the beryllium is 131". Two inch long stainless steel

end pieces will be brazed to the ends of the beryl-

lium to provide a surface for the knife edges of the

low pro�le vacuum ange connections. The resulting

Run II beam pipe will have an overall length of 135".

A 1.0625" inside diameter pipe of this length is an ac-

ceptable aperture in the Tevatron at B0 [1], including

anticipated deformations (sag, out of roundness).

Spanning the gap between the beryllium pipe and

the low beta quadrapole magnets on each side of the

collision hall will be a low mass stainless steel bel-

lows pipe. The exact dimensions of this section are

not completely de�ned, however, the design will be
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Figure 14.1: CDF beam pipe design for Run II.

quite similar to the Run Ib bellows-pipe. That pipe

consisted of a 130" long stainless steel bellows section

with end transition pieces and anges for an overall

length of a 133". The ID was 2" and the OD was 2.4".

The pitch between each convolution was 0.144", and

the wall thickness was 0.006". For Run II the bellows-

pipe section would have the same ID and OD, with

an overall length of roughly 161".

A low mass ange has been designed for the con-

nection between the Be pipe and the bellows pipe.

This ange is smaller in every dimension than the

Run Ib ange and is constructed primarily of alu-

minum rather than stainless steel. For comparison,

the Run I ange system consisted of approximately

1.5 pounds of stainless steel, where the Run II low

mass ange will be approximately 0.22 pounds of

Aluminum. This design, with its smaller cross sec-

tion, and mass should result in signi�cantly reduced

background rates, even compared with the accept-

able Run Ib ange. However, before deciding on the

�nal lengths of the Be section, the low mass ange

and the bellows-pipe design, we intend to perform a

detailed simulation to study possible backgrounds.

Historically, the connecting spool piece from the

bellows-pipe to the low beta quads was designed and

constructed by the accelerator division. The Run Ib

spool piece will not work because the location of the

vacuum pipes will be di�erent in Run II, due to the

relocation of the forward calorimeter and the forward

muon toroids. We will work with the Accelerator

Division to ensure that this piece (which could also

cause backgrounds in our detector) is low pro�le and

low mass, and is included in our beam-background

simulations.

14.3 Tevatron Monitor

The Tevatron Monitor in Run II for CDF consists of

two fundamental parts: the luminosity/loss monitor

and the beam-position/pro�le monitor.

Although the luminosity monitor is essential to

CDF for Run II, its design is relatively simple and its

implementation can be quickly accomplished. In ad-

dition, it will use technology that is well understood

and similar to the Run I luminosity monitor, with

which we have a great deal of experience. Although

the instantaneous luminosity will increase from 2:0�

1031cm�2
sec

�1in Run I to 2:0 � 1032cm�2
sec

�1 in

Run II (chiey by increasing the number of bunches

from 6 to 36), the average luminosity per bunch will

not increase dramatically. Therefore the plan for the

Run II monitor is similar to that of Run I, and uses
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arrays of scintillators on both sides of the interac-

tion region. Coincidence timing de�nes luminosity

as particles moving in both directions away from the

interaction region, while a separate coincidence de-

�nes Tevatron losses as particles moving through the

interaction region in the proton or pbar directions.

In Run I, CDF determined the transverse beam po-

sition by analyzing the CTC and SVX tracks coming

from the vertex. The track data were obtained from

the CDF DAQ and analyzed on-line by a dedicated

VAX Alpha work-station. Running on this computer,

the software of the beam-positionmonitor was able to

provide an �5 micron estimate of the beam position

in about 5 minutes, sending the information to the

Tevatron via ACNET immediately, and saving it in

the CDF database for use in the o�ine data analysis.

The same data was analyzed to give estimates of the

beam slopes, transverse beam pro�les, and interac-

tion region betastars with a slower update frequency

(about 2 hours). In Run II, we plan to enhance the

monitoring software to accommodate the increase in

the number of bunches, and substitute a faster com-

puter if one is available at a reasonable cost. At this

time, we forsee no further design changes, but leave

open the possibility for further enhancements. One

possible enhancement is use of the SVT trigger pro-

cessor (see section 13.9) to calculate the beam pa-

rameters at CDF with a 1 Hz update frequency.

Radiation monitoring for Run II will be very sim-

ilar to the Run I system for CDF [2] with only mi-

nor technical modi�cations. The system uses PIN

diodes and Tevatron Beam Loss Monitors to detect

fast losses and set alarms. During Run I the system

was used to abort the Tevatron beam cleanly under

well de�ned conditions, avoiding large radiation doses

on the SVX detectors.

14.4 Tevatron Shielding

Backgrounds appear in the detector from real col-

lisions at the interaction point and from the single

beams (protons or antiprotons) as they pass through

the focusing quads. The muon systems are most sen-

sitive to these backgrounds and require shielding in

Run II.

14.4.1 Shielding from real collisions

As discussed in Section 10.6, the CMX muon detec-

tors are sensitive to losses from the Tevatron. The

mechanism is production of particles at the interac-

tion point followed by secondary interactions of these

particles in the far forward parts of the beampipe.

Since the the CMX trigger is based on pattern recog-

nition of radial tracks, low energy secondary parti-

cles produced in the beampipe can fake a muon track

stub. Building on similar work done for Run I [3], we

are beginning to model this Run II loss pattern using

CDFSIM and GEANT.

Preliminary Monte Carlo work indicates that a

shield around the beampipe will be essential in Run

II and a conceptual shield attached to the back of

the Plug Calorimeter is illustrated in Fig. 14.2. The

shield will be mostly made of steel, but additional

layers of polyethylene and lead are also being stud-

ied. Such a shield has mass near the beampipe and

can produce even more radial backgrounds via the in-

terplay between multiple scattering and the CMX ra-

dial pointing resolution. Evaluation of thinner shields

having larger inside diameters ( the outside diameter

is constrained by the Plug Calorimeter PMT boxes )

will be done before choosing the �nal design.

From measurements in Run I, we also know that

most of the background rate in CMX occurs in the

1/3 of the chambers at highest rapidity. This area

will be e�ectively shielded by the additional 60 cen-

timeters of steel to be added to the toroids for the In-

termediate Muon Upgrade (see Sec 10.6. Our Monte

Carlo work indicates that this "IMU snout" will be

crucial in the control of Run II background rates in

the CMX.

14.4.2 Shielding from Proton and An-

tiproton Beams

The Tevatron also produces substantial losses from

the individual proton and antiproton beams as they

enter the collision hall from the Tevatron tunnel. In

order to understand these losses, a special "proton

only" test run was made during Run Ic. At the

end of a normal store the p's were shifted in time by

1:75�sec, and the detector was triggered on the cross-

ing clock, so the occupancy was due entirely to the

circulating current of 1� 1012 p's moving from west

to east through the detector. We explicitly studied

the E-775 Forward Muon system (FMU) of chambers

located on the front, middle, and rear of the toroids.

The results are shown in Figure 14.3, compared to

a normal high luminosity 1.8 TeV collider run. The

FMU occupancy is the total number of wire hits in all
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Figure 14.2: Conceptual design of a Tevatron Beampipe Shield for CMX

24 chambers of a given plane per CDF trigger. Note

that for the proton only store there were almost no

hits anywhere except in the west rear planes, where

the occupancy was comparable to that observed un-

der normal colliding beam conditions. This radiation

was attenuated by more than a factor of 15 by the

1 meter thick toroid steel between the rear and mid

planes. This special run also produced data on the

radial and azimuthal pattern of the losses.

Calculations of Tevatron losses using the MARS

code have been done[4] for the CDF speci�c case,

begining with the special Run Ic proton only condi-

tions discussed above. By comparing the observed

Run I total rate, azimuthal rate, and radial rate to

the MARS Monte Carlo, we have gained con�dence

in the Monte Carlo and can use the Monte Carlo to

understand the loss source(s) and optimum shielding

arrangements for Run II. As of this writing, MARS

models the rear FMU plane very well in both radial

and azumuthal distributions, but seems to work less

well (o� a factor of three and generally too low) for

the middle FMU plane.

Figure 14.3: FMU Occupancies per CDF trigger
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Fig. 14.4 shows the CDF con�guration during Run

I with the MARS calculated loss density in the

low beta quadrupoles superimposed. The calculated

main loss point is the upstream end of the Q3 quad,

but additional losses equal to that shown in the �g-

ure come from as far as 35 meters from the interac-

tion point. These far upstream losses are partially

shielded by a 6 foot thick concrete wall, but particles

still enter the hall through an 18 inch radius hole in

the concrete wall around the quads. In Run I this

hole was stu�ed with bags of polyethylene beads and

the MARS code shows that bags of sand with 10%

polyethylene would give a clear improvement.

Two possible shielding scenarios for Run II are

shown in Fig. 14.5. The upper diagram shows the

E-775 Forward Hadron Calorimeter[6] steel repo-

sitioned behind the toroids and interleaved with

polyethylene in the slots originally occupied by the

Forward Hadron proportional chambers. This shield

would have a total of 1.37 m of steel and 0.69 cm

of polyethylene in 27 layers with a 4 m x 4 m cross

section centered on the Tevatron. Thirty layers of

0.5 cm thick lead with a 3 m x 3 m cross section are

also available via recycling the E-775 Forward Elec-

tromagnetic Calorimeter and could be used in place

of some polyethylene.

The lower diagram in Fig. 14.5 shows a shield like

that proposed for Dzero[5] with a box around the Q4

/ Q3 quads composed of 40 cm of steel, 10 cm of

polyethylene, and 4 cm of lead. The lower diagram

also shows an additional 6 foot thick concrete wall at

the mouth of the tunnel. So far, studies with MARS

indicate that the shield box scheme is better ( by a

factor of 15 ) than the recycled calorimeter, but these

studies have been restricted to the losses seen at the

rear of the toroids.

Given the measured Run I attenuation from the 1

meter thick toroid alone, it is possible that no addi-

tional shielding will be required for the IMU muon

system beyond upgrading to sandbags around the

quads. After additional MARS studies of losses in

the mid toroid plane and at the outside radius of the

toriods where the IMU chambers and scintillators are

positioned, we will choose a �nal shield design based

on need, e�ectiveness, and cost.

14.5 Mixing Facility for Detector

Gases

The CDF complex includes a gas mixing system for

Argon + Ethane built for Run I. The Argon source is

boil-o� from a liquid storage tank, while the Ethane

source is tube trailers of purchased gas with a tight

speci�cation on allowed contaminants. This system

allows a mixture of 50% Argon + 50% Ethane with

an error on each component below 0.1 % via com-

parison to gravametric standard gases. The 0.1 %

speci�cation was set by the gain stability required

for the Run I gas calorimeters. The system has a

storage capacity of 17,880 standard cubic feet (SCF)

to service a total detector chamber volume of 3,200

SCF. The total operational ow in Run I was 128

Standard Cubic Feet per Hour (SCFH), but the sys-

tem had a ush rate capacity of 200 SCFH. Each

subsystem using this gas added individual amounts

of Ethanol or Isopropyl Alcohol, and none of the gas

was recycled. As discussed in section 5.5.1, chamber

aging e�ects seen in Run I lead to an extensive ex-

amination and cleaning of this gas system and even

more cleaning may be required. Speci�cally we are

considering replacing a fraction of the stainless steel

piping and cleaning four large storage tanks.

For Run II the gas calorimeters and several drift

chambers have been removed, reducing the total

chamber volume to 2,300 SCF. The total required

ow is reduced to 85 SCFH with most of this ow

(60 SCFH) used by the muon systems. This reduced

ow will simplify operations by increasing the mean

time between mixes by 50%.

The new COT tracker will require 25 SCFH but

must have CF4 added at the 5-15% level (see section

5.5.2). The plan is to use the mixed 50% Argon +

50% Ethane as input to a separate new mixing sys-

tem for the COT as shown in Fig. 14.6, then adding

CF4 and Argon to e�ectively replace a percentage of

the Ethane. The COT system may include recircu-

lation of the gas due to the cost of CF4. The muon

systems do not require CF4, and they cannot tolerate

gas recirculation due to outgassing materials used in

their construction.
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       COT Gas Mixing System: Simplified Diagram

CF4
Cylinder

Argon 
Dewar

New Gas Mixing Shed Gas Storage Shed Area

1000 Gal. Stn. Stl. 
Storage Tank C
(Ar/Eth/CF4)

Assembly Hall

Heat
Exchanger

720' Platform

Gas Analysis
(Main  Floor)

O2 Analyzer
Gow Mac
Gas Gain

Gas Flow
to/from COT

Sub-micron
Particulate Filters

50/50 Ar/Eth from
Supply Tanks 1,2, or 3

1000 Gal. Stn. Stl. 
Storage Tank B
(Ar/Eth/CF4)

Gas 
Mixing 
Station #1

Recirc.
Pump
(25 SCFH)

Isopropanol
   Bubbler

Buf fer
 Tank

Alcohol &
Contaminant
   Removal
    System

Makeup Gas
Mixture

Recirc. Gas
Mixture

Vent to Atm.

1000 Gal. Stn. Stl. 
Storage Tank A
(Ar/CF4)

Gas 
Mixing 
Station #2

Figure 14.6: CF4 Gas Mixing System for Run II.

14.6 Heating, Ventilation, and Air

Conditioning

14.6.1 Overview

The CDF upgrade for Run II forces changes to the

Heating, Ventilation, and Air Conditioning (HVAC)

plant in the CDF Assembly Hall and the B0 Collision

Hall. The heat loads in the Collision Hall change be-

cause of additional electronics for new detector com-

ponents and because of repositioned electronics sys-

tems for existing detectors. The loads are generally

more di�cult to reach with air cooling because they

are boxed inside the muon upgrades. The heat loads

in the Assembly Hall counting rooms will also change.

A large portion of the air cooled load in the �rst oor

counting room will not exist in Run II, and experi-

ence in Run I shows that other counting room loads

are less di�cult to cool than envisioned in the 1981

design.

Additional changes to the HVAC system are driven

by operational and maintenance concerns for Run II.

Some of the existing equipment is very old and at the

end of its useful life. Other equipment has proven dif-

�cult to maintain and new options are now available.

For completeness the entire HVAC plan is described

here, even though some parts fall more naturally in

the equipment budget (e.g. new air-water heat ex-

changers for new upgrade electronics crates), while

other parts will be covered within the operating bud-

get (e.g. replacement of the existing unmaintainable

humidi�ers).

With input from CDF on environmental speci�-

cations and estimates of the electronics heat loads

in Run II, The Fermilab Facility Engineering Ser-

vices Section has completed a Criteria Review Set[7]

This is a design at the 30% level, equivalent to Title

I and with project contingencies understood at the

25% level. The elements of this design are described

in the next three sections.
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14.6.2 Collision Hall Speci�cation and

Design

The environmental speci�cations for the Collision

Hall during Run II are detailed in Table 14.1 and

compared to the observed conditions in Run I. Ta-

ble 14.2 shows the expected heat loads and Criteria

Review Set design cooling sources for the Collision

Hall. Three separate balance sheets are shown for

the airborne heat load, the chilled water heat load,

and the low conductivity water (LCW) heat load.

Actual numbers are shown for Run I during steady

state operations and for Run I during repair access

periods. Estimates are shown for Run II.

During Run I, the heat load in the Collision Hall

was distributed among four main sources: the elec-

tronics crates, a standard building load of 3.5 kW

per 200 sq. ft., the power load for four large fan

coil cooling units in the hall, and the forward muon

toroid coils. Cooling in Run I was supplied by two

outside air handlers (AC-2 and AC-3), the four fan

coil units, and LCW to the toroid coils. The cooling

capacity was adequate during collider operations but

insu�cient during repair periods, causing degraded

data quality following repair periods.

For Run II we have done a bottoms up calculation

of the electronics heat loads and �nd that all the new

VME crates should generate less than 0.6 kW each.

For the HVAC design, we have used 1.0 kW per crate

to insure adequate headroom. The real di�culty in

Run II is caused by the toroids, which are moved

closer to the interaction point and will block airow

to the crates. Similar airow restrictions already ex-

isted in Run I due to the Central Muon Upgrade walls

and the Central Muon Extension stands. The Run

II toroid position just provides the �nal cork to the

bottle.

The plan is to split detector cooling in the Colli-

sion Hall between air cooling and direct chilled water

cooling via air-water heat exchangers associated with

every electronics crate. The new use of direct cooling

accommodates the severe space constraints, increases

cooling e�ciency, and improves temperature control

in local areas. The direct cooling chilled water sys-

tem will run in a copper pipe header with festoons

to moveable sections of the detector. A similar alter-

nate header in the Assembly Hall will supply chilled

water to the detector during commissioning.

In addition, the existing fan-coil units in the Colli-

sion Hall will be removed, eliminating 25% of the Run

I heat load. Air cooling in Run II will be entirely

supplied by upgraded replacements of the existing

outdoor air handlers, AC-2 and AC-3. Small local

fans inside the Collision Hall will assist in maintain-

ing stable temperature strati�cation patterns. The

toroid LCW system will also be upgraded by switch-

ing from pond water cooling (which operates with 16

- 41�C water depending on the season) to a constant

temperature chilled system maintained at 18�C. This

follows the scheme employed successfully at Dzero,

will further remove airborne heat load from the col-

lision hall, and will contribute to improved temper-

ature stability. Air temperature within the collision

hall will be lowered by 2�C from the present condi-

tions. Beam-o� repair accesses into the collision hall

will not require adjustment of the cooling system, re-

sulting in temperature stability during all data taking

periods.

14.6.3 First Floor Counting Room Speci-

�cation and Design

The speci�cation for the Counting Rooms is identi-

cal to the Collision Hall except the pressure require-

ment is dropped and we expect only modest strati�-

cation between the oor and the ceiling. Table 14.3

shows the expected heat loads and Criteria Review

Set design cooling sources for the First Floor Count-

ing Room. Actual values seen in Run I are also shown

for comparison.

The heat load in the �rst oor counting room will

be reduced by about 25% in Run II. Twenty racks of

air cooled electronics will be removed and the exist-

ing water cooled Fastbus crates will be converted to

water cooled VME crates. A bottoms up estimate of

the heat loads in each VME crate does not yet exist,

so an estimate has been done with an administrative

limit of 2.5 kW per crate imposed on the electronics

design. We expect to meet this administrative limit

with ease on most crates, allowing exibility for some

crates to push beyond the limit to the "CDF speci�c

VME crate" power limit of 6 kW.

Air cooling for this counting room will continue to

be supplied by two Liebert AC units in the room and

by cooling from the building AC unit, AC-1. AC-1's

capacity will be beefed up by eliminating a kitchen

area and two restrooms from its zone, thus devoting

AC-1 to the single purpose of electronics cooling with

most of the additional cooling diverted to the second

oor.
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Variable Run I Run II Notes

observation speci�cation (below)

Temperature Stability (�C) �3 �1 (1)

Temperature range, top to bottom of hall (�C) 18-29 16-27 (2)

Relative humidity 40-60% 40-60% (3)

Delta pressure relative to outside (inches of water) 0.014 0.050 (4)

1. During Run I, the temperature stability in a given location reached this level after the hall had been

closed for a week following an access. Even larger temperature swings occurred during an access
because part of the cooling had to be turned o� for hearing protection. The Run II speci�cation is set

by the (0.4 � 0.6)% gain per degree Centigrade seen in the central EM calorimeter phototubes. This

temperature variation has a direct impact on precision measurements with electrons, e.g. the W mass.

2. This is the same range but with a reduced maximum intended to increase electronics component

lifetime.

3. The range observed in Run I is that during stable operation. However, the system was notoriously
unstable and swings from 20% to 80% relative humidity were observed during frequent equipment

failures. This has a direct inuence on some trigger rates due to increased sporadic electrical breakdown

around phototube photocathodes in the central calorimeters.

4. In Run I this speci�cation was set by the need to keep fragile windows on gas calorimeters from popping

their seals. With the replacement of the gas calorimetry by scintillator, the speci�cation can be relaxed
to the more modest needs of the central tracker output bubblers.

Table 14.1: Environmental Speci�cation for the Collision Hall

14.6.4 Second Floor Trigger & Control

Room Design

Table 14.4 shows the expected heat loads and Crite-

ria Review Set design cooling sources for the Second

Floor Trigger and Control Rooms. Actual values seen

in Run I are also shown for comparison.

Tests of the cooling system for the second oor

rooms following Run I indicated that nearly all the

Run I heat load was removed by the Fastbus chilled

water system. These Fastbus crates were di�erent

from those in the �rst oor counting room because

the power supplies were also water cooled. While the

�rst oor Fastbus crates were operated with loads at

the 2.5 kW limit, on the second oor the heat loads

were much smaller. Most of the crates generated less

than 1.0 kW, and �ve crates had essentially zero heat

load. Meanwhile the Fastbus chilled water system

supplied water to an air/ water heat exchanger for

each crate capable of cooling 2.5 kW per crate. Since

the racks were open to the room, the second oor

Fastbus crates acted as a net cooling source.

In Run II the Fastbus crates will be converted to

VME crates and these crates will be isolated from the

room air. A bottoms up estimate of the heat loads

in each crate has been done and we expect 0.86 kW

per crate. For the HVAC design we have used 1.5

kW per crate as the water cooled load, insuring ad-

equate headroom and using the same air/water heat

exchangers planned for the �rst oor crates. The two

Liebert AC units on the second oor will be removed

to increase oor space by 50 square feet in a cramped

area. Air from AC-1 will easily handle the remaining

load on the second oor.

14.6.5 Other General HVAC Issues

To accommodate the changes described above an-

other air cooled chiller will be installed outdoors and

connected to the main chilled water supply loop. This

will increase the total cooling capacity to 2800 kW,

with 2 chillers @ 665 kW and 3 other chillers @ 490

kW each. Total chiller capacity is sized to allow any

one unit out of service for repairs without downtime

to the experiment.

The entire chilled water system plant will be con-

verted to 40% propylene glycol to permit year round

chiller operations outdoors, eliminate persistent coil

freezing problems, and allow improved heat transfer

to AC-2 and AC-3 through elimination of the present

glycol heat exchanger and pump arrangement. Con-

tinuous operation will eliminate the seasonal turn-on

and turn-o� cycles which plagued the chilled water

system during Run I, causing downtime due to cool-
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Collision Hall Air Run I (kW) Run I (kW) Run II (kW)

Operations in Access Ops=Access

Heat to Air Load

Air cooled electronics crates 98 98 7
Power supplies for air cooled crates 17 17 1

Crate mu�n fans 24 24 1

Detector electronics outside crates 1 1 23
Plug PMTs (24 @ 100W in heating mode) did not exist did not exist 3

Silicon Detector chiller 1 1 4

Three Air loads from Water Cooled devices

(assumes 10% ine�ciency)

Water cooled VME Crates did not exist did not exist 8
Power Supplies for crates did not exist did not exist 2

Air recirculation blowers in crates did not exist did not exist 1

400 Hz transformers 3 3 3

Building Load 87 87 87

Controls for Pressure, Relative Hum. 35 35 35

4 Fan Coil Units 90 o� removed

Toroid coils (LCW cooled) 24 o� o�

Toroid jumper cables 5 o� o�

Solenoid leads (LCW cooled) 7 7 0

Heat to air total: 392 273 175

Air Cooling

4 Fan coil units 560 0 removed

Building Air Handler, AC-2 128 128 190

Building Air Handler, AC-3 128 128 190
Total air capacity: 816 256 380

Collision Hall Chilled Water Run I (kW) Run I (kW) Run II (kW)

Operations in Access Ops=Access

Heat to chilled water load

(assume 90% e�ciency)

76 VME crates @ 1 kW each did not exist did not exist 68
Power Supplies (10% of 2 kW/crate) did not exist did not exist 14

Recirculation Blowers (10% of 430 W/crate) did not exist did not exist 3

Plug PMTs (24 @ 100 W in cooling mode) did not exist did not exist 3
Chilled water total: 0 0 88

Chilled Water Cooling Capacity 0 0 146

Collision Hall LCW Run I (kW) Run I (kW) Run II (kW)

Operations in Access Ops=Access

Heat to LCW load

(80% e�ciency in Run I, 100% in Run II)

Toroid coils ( @ 200 v, 600 amps ) 96 o� o�
Solenoid leads ( @ 8 v, 4650 amps ) 30 30 37

LCW total: 126 30 37

LCW Cooling Capacity 500 500 236

Table 14.2: Collision Hall Heat Loads and Cooling Capacities
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First Floor Counting Room Air Run I (kW) Run II (kW)

Heat to Air Load
Air cooled custom "MX" racks 41 removed
NIM and CAMAC crates @ 0.7 kW each 42 53
Gas Calorimeter High Voltage Crates 8 0
Calorimeter PMT High Voltage Supplies 4 8
Other High Voltage Supplies 19 19

5 Air loads from Water Cooled devices:
Fastbus water cooled crates and PS 33 removed

(30% water cooling ine�ciency in Run II)
Water cooled VME Crates (10U version) did not exist 9
VME Power Supplies (10U version) did not exist 1
VME crates (6U version) did not exist 1
VME Power Supplies (6U version) did not exist 0

(10% water cooling ine�ciency in Run II)

Fans and miscellaneous equipment 3 3
Transformers 11 11

1st Floor Kitchen and Restroom load 11 removed
Building Load 16 16

Heat to Air total: 188 121
Air Cooling

2 Liebert AC units in the room 182 182
Part of Building AC unit, AC-1 28 10

Total air capacity: 210 192

First Floor Counting Room Chilled Water Run I (kW) Run II (kW)

Heat to Chilled Water Load
39 Fastbus crates and PS @ 2.5 kW each 65 removed

(Run I system was 70% e�cient)
42 (10U) VME crates @ 2.2 kW each did not exist 83
42 VME Power Supplies @ 0.3 kW did not exist 11
9 (6U) VME crates @ 1.1 kW each did not exist 9
9 VME power supplies @ 0.1 kW each did not exist 1

(Run II system aims at 90% e�ciency)
Chilled Water Total: 65 104

Chilled Water Cooling Capacity 98 173

Table 14.3: First Floor Counting Room Heat Loads and Cooling Capacities
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Second Floor Trigger and Control Room Air Run I (kW) Run II (kW)

Heat to Air Load
NIM and CAMAC crates @ 0.7 kW each 13 6
Trigger Room workstations @ 1.2 kW 1 1
Trigger Room monitors @ 0.25 kW 1 1
Control Room workstations @ 1.2 kW 6 6
Control Room monitors @ 0.25 kW 3 3
Miscellaneous PCs @ 0.6 kW 6 6

Four Air loads from Water Cooled devices:
Fastbus water cooled crates -26 removed
5 "empty" Fastbus water cooled crates -10 removed

(Fastbus crates provided cooling in Run I)
VME Crates (10U version) did not exist 0
VME Power Supplies did not exist 0

400 Hz transformer 1 1
Building Load 16 16

Heat to Air total: 11 40
Air Cooling Capacity

Trigger Room Liebert AC unit 61 removed
Control Room Liebert AC unit 61 removed
Part of Building AC unit (AC-1) 14 60

Total air capacity: 136 60

Second Floor Trigger and Control Room Chilled Water Run I (kW) Run II (kW)

Heat to Chilled Water Load
26 Fastbus water cooled crates @ 2.5 kW 65 removed
5 "empty" Fastbus water cooled crates 13 removed

(Includes Water cooled power supplies)

42 (10U) VME crates @ 1.5 kW each did not exist 63
42 VME Power Supplies @ 0.3 kW each did not exist 13

Chilled Water Total: 78 76

Chilled Water Cooling Capacity 98 126

Table 14.4: Second Floor Trigger and Control Room Heat Loads and Cooling Capacities
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ing trips in electronics racks.

The existing Fastbus cooling water pump system

located in the �rst oor counting room will be re-

placed with a larger VME cooling water pump and

heat exhanger system housed in the Assembly Hall

(west mezzanine at the 725' level). The VME cooling

water system will be a clean distilled water system,

separated from the general chilled water system by

a plate and frame water-water heat exchanger, and

connected to both the collision hall and the counting

rooms. The new VME system will run in new copper

pipes since the existing Fastbus system in black iron

pipes is fouled and has reduced ow. The water-water

heat exchanger separation will allow the VME cooling

water to be maintained without glycol for electronics

protection and permit the outside air cooled chiller

change to propylene glycol.

In Run I AC-2 and AC-3 each had \preheat" coils

upstream of individual humidi�ers in turn located up-

stream of the mixing point for the CollisionHall input

air duct. One consequence was a �2 microradian low

beta quad motion observed in Run Ib during periods

when the two component AC system became untuned

and developed �3�C temperature swings with a 20

minute cycle time. For Run II the \preheat" coils

will be replaced by a single \reheat" coil in the duct

following mixing of air from the two AC units. A sin-

gle Collision Hall humidi�er steam dispersion panel

will be downstream of the \reheat" coil with steam

supplied by upgraded electric units insensitive to wa-

ter conductivity changes. This mixing change should

produce better humidity and temperature control.

Additional HVAC monitoring will be installed to give

information on temperatures at sensitive electronics

crate locations and to provide some redundant mon-

itoring for the controls system.
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