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I. The State of the Laboratory

Old maps are wondrous things. How
often do we peasant appreciators pause at a
store window to see these distorted, yet rec-
ognizable perceptions of the world, so art-
fully drawn by cartographers of long ago.
And to many of us, the most compelling sec-
tions of these maps are labeled ‘‘terra in-
cognita.’’ As it was given to the explorers
of the planet then, so it is now given to the
physicists at Fermilab to step ashore on un-
known territories - here, the territory of 1.8
TeV, provided by the TEVATRON Collider.

There is a tendency, especially among
‘““middle-aged’’ physicists, to remain calm
and imperturbable in the Collider Detector
at Fermilab (CDF) control room where the
collisions of 900-GeV protons and 900-
GeV antiprotons are recorded and dis-
played. It is left for the very young and for
the very. . . mature to grow terribly excited,
to wonder and point, even to shout and
dance as event after event is painted on the
display screen. After all, this is one-point-
eight T-E-V!!, three times higher than any-
thing that went before. . . Yeeoww! Colli-
sions so energetic that equivalent cosmic-
ray events fall upon the Earth at the rate of
one event per square meter per year. These
collisions, we love to tell our lay audiences
or our in-laws, existed in this Universe only
at a time 10-13 sec after creation in the big
bang.

What can we expect, as CDF keeps in-
creasing the number of events on tape? The
top quark, of course! It is only a question

of time (and money and hard work and in-
genuity). If we are very skillful and if our
luck holds out, CDF should amass an
amount of data five times the target goal of
1 pb-! set a year ago. The mass-energy do-
main probed at the level of ~5 pb-l, or a few
times 10!! inelastic collisions, takes us well
above the W and Z. CDF notes that the
dijet mass spectrum contains about 100
events per pb-! at a mass above 300 GeV.
Thus, we can expect about 500 to 1000
events which are equivalent to constituent
collisions above 300 GeV. If you have a
favorite theory containing favorite particles,
Estia Eichten and his friends in the Fer-
milab Theory group will tell you how many
events will contain these particles at 5 pb-1.

All of this is to introduce this annual
report with an exultation about how well
the Laboratory and its machines are per-
forming. One year ago we planned to allo-
cate 11 months to the second Collider run
in order to insure that CDF would collect 1
pb-l. In late January, we delivered 1 pb-! in
two (highly selected) of our best weeks!
Somewhere else in this report, the details of
these successes are given. This is, after all,
an overview.

What! Another annual report? How
could the year have passed so quickly?
There we were in January of 1988, over-
joyed with a very successful fixed-target
run and debating whether we should yield
to the various agonizing pleas for exten-
sion. The run at 800 GeV was servicing the

< Change is the handmaiden Nature requires to do her miracles with. The land that has
four well-defined seasons cannot lack beauty, or pall with monotony. Each season brings a
world of enjoyment and interest in the watching of its unfolding, its gradual, harmonious
development, its culminating graces. - Mark Twain, Roughing It, Chapter XV .



John Elias (CDF) at one of the CDF Control Room consoles, where events are displayed
with kaleidoscopic grandeur on the monitors as they occur at the heart of the detector.

largest number (15) of experiments yet, test
beams were in full swing, a fire in E-687
was still an active memory when the experi-
ment went back on the air, taking good
data. Ultimately we terminated the longest-
yet fixed-target TEVATRON run in mid-
February and someone took the now-
famous photograph of some fraction of the
35,000 magnetic tapes piled high on the
floor of the Computing Center. The Lab
then went into a studies mode which in-
cluded accelerator experiments aimed at
assisting the design of the Superconducting
Super Collider (SSC) (and a better under-
standing of the TEVATRON), and inspec-
tion of TEVATRON magnets in order to
understand the problem of failures of super-
conducting SAVER magnets under fixed-
target ramping stress. In June of 1988, we
began bringing up the second Collider run

'

with a schedule of a very long 11 months.

In 1988, the machines were on for nine
months of the calendar year. This was di-
vided into 1.5 months of fixed-target phys-
ics, 6.5 months of Collider physics, and 1.0
month of studies and SSC research. The
three months of off-time were devoted to
maintenance, repairs, saving power money,
and diagnosis of superconducting-magnet
problems, and to changeover from fixed-
target to Collider operation.

Data analysis of past experiments takes
time - the platitude of the decade. Never-
theless, a surprising amount of data was
presented at meetings over the past year and
some of these have even managed to creep
into that infinite source of oobleck [see Dr.
Seuss, Bartholomew and the Oobleck, 1949,
Random House] called Physical Review (or
Physical Review Letters). These are re-



Robert O. Hunter, Jr., Director of the U.S. DOE’s Office of Energy Research, speaking at the
formal ceremony marking Fermilab’s twentieth anniversary (December 2, 1988).

viewed by Alvin Tollestrup (our Wilson
Prize Fellow) and by Peter Garbincius.

We had a fair year of honors. Having
mentioned the Wilson Prize (American
Physical Society), we also collected a
MacArthur Fellowship Award and an elec-
tion to the National Academy of Engineer-
ing for Helen Edwards, and one of those
Nobel things, a sort of SSC consolation
prize, people snickered, for Lederman.

Last year we celebrated the twentieth
year of the Laboratory. We had then set
December 2, 1988, as the date to com-
memorate the move to the Lab from Oak
Brook on December 3, 1968. This would
be a traditional Fermilab celebration: dig-
nitaries, speeches (of course!), an opportu-
nity to bring in famous and interesting
people, to make new friends and to show
off this splendid place with its awesome

accomplishments. Then, when the digni-
taries had departed in their limos and heli-
copters, the real Lab-wide party would be-
gin. It all took place - almost as planned.
Almost, it was canceled, almost. This is be-
cause on November 6, the U.S. Department
of Energy (DOE) announced that it had
chosen Texas as the best possible place to
build the SSC. Reading this from the AP
wire was a shock which, at this writing, has
still not worn off, much as we know we
must accept the decision and get on with
the science for which this Laboratory ex-
ists. Perhaps the deepest angst in accepting
this decision is the realization that not every-
one (and clearly not the bureaucrats who
made the decision), not everyone really un-
derstands the uniqueness of Fermilab as an
institution of unmatched technical success,
of rare architectural splendor, a Laboratory



that succeeds in its mission of providing the
‘“‘best possible facilities for the doing of
particle physics’’ in an intellectual environ-
ment that shares science with art, architec-
ture, music, ecology, and education of the
young. There was no model for Fermilab.
We hope that we have provided a new
model for what a university-managed na-
tional laboratory can be.

Since this is the last overview from this
administration, it isn’t a bad idea (and who
is to stop it?) to review the achievements of
the past decade. I have nine bullets and a
very brief paragraph on each one. To in-
troduce this paean of self-praise (how like
the recently departed President Reagan with
whom I now identify completely!), I note
that I arrived at the Lab in September of

1978 as Director Designate. 1 found good
and bad news. The group that Bob Wilson
had assembled was really magnificent! We
did have the most crucial asset: human re-
sources. The vision of a superconducting
accelerator (Energy Saver, Energy Doubler)
was very clear. The tradition of architec-
ture and ecology were firmly established, as
was the style which somehow strove to pre-
serve individuality within the need for im-
pressive collaborations. The bad news was
that in the transition, the focus had been
lost, the Lab was impoverished, and the phys-
ics program was hostage to an under-funded
SAVER project; a project whose physics
goals were ill-defined.

The achievements, scientific and other-
wise, are now described:

Fermilab 1978-1989

I. Major Construction Projects

A. Energy Saver

The world’s first superconducting accel-
erator emerged from a long period of R&D
starting at Fermilab in 1973. By 1978, un-
derstanding of magnets was mature but not
yet to the point where mass production would
begin. The concept of an ‘‘R&D machine’’
was evolving and late in 1978, it became
the basis for the future of the Laboratory
via the TEVATRON program. The funding
history had put an increasingly significant

burden on the operating budget through the
years 1979-1982. The SAVER project be-
gan officially in July of 1979 and acceler-
ated its first beam in July of 1983. The to-
tal cost of the SAVER, including its exten-
sive R&D, was $120 million. Project lead-
ers were Rich Orr and Helen Edwards, with
enormous leadership assists from Richard
Lundy and Alvin Tollestrup.



B. TeV I

This would convert the SAVER into a
storage ring for protons and antiprotons which
would be arranged to collide head-on in two
places at a total energy of up to 2 TeV with a
design luminosity of 1030 cm? sec’l. It in-
volved construction of an Antiproton Source
system, based upon several years of R&D,
and a dramatic change from pre-1982 ideas.
Construction started in 1982 and the first

engineering test was September 1985. The
total cost of TeV I with its R&D was $130
million. The second full-scale run in 1988
exceeded the design luminosity and reached
2.07 x 1030 ¢cm-2 sec! at 1.8 TeV. Project
managers were John Peoples and Don Young,
assisted by Gerry Dugan and a demon crew
of younger recruits to the accelerator business.

C. TeV II

This was a package of improvements
which were designed to supercharge all the
beamlines that carried beam to experimental
areas. These were upgraded to 1000 GeV
and in four cases, completely new beams
were constructed. The time frame was 1982-
1985. Cost: $70 million. The TEVATRON
Fixed-Target Program has run in 1984,

1985, and 1987 with increasing numbers of
beamlines and experiments. In 1987, fixed-
target data filled 35,000 high-density mag-
netic tapes. The project leader was Tom
Kirk, embedded in a supportive Research
Division under a series of Heads: John
Peoples, Peter Koehler, and Ken Stanfield.

D. The TEVATRON Fixed-Target Program

Starting in 1980, new approvals were
largely confined to ‘‘TEVATRON-era’’ ex-
periments based upon 800-GeV protons.
Seven major spectrometers were constructed
and many other experiments upgraded. Over
the period 1980-1987, about $80 million

went into this program. See Section E. The
leaders here were Koehler and Stanfield as-
sisted by Ray Stefanski, Peter Garbincius,
Roger Dixon, and a cast of not-enough
physicists.




Aerial view of the new 74,000-sq-ft Feynman Computing Center, end result of the 4-year
Fermilab Central Computing Upgrade Project. The Center, officially dedicated on Decem-
ber 2, 1988, in honor of Richard P. Feynman, is home to the heart of the Lab’s computing.



E. Collider Detector at Fermilab

In 1981, an earlier decision to have Fer-
milab manage the major detector to observe
pp collisions was formalized and construc-
tion began. A CDF Department was created
and Co-Spokespersons appointed, one from
Fermilab and one from the university col-
laboration. This $70-million detector, a
collaboration of 10 U.S. universities and
three national labs, and institutions in Japan
and Italy, was completed in time for its first
scientific run in December of 1986. The

E.

This detector was designed to occupy a
region of the Accelerator normally devoted
to extracting the beam for fixed-target
physics. Proposals for the DO detector in-
itially called for small, superclever experi-
ments which could change after each run.
Proposals were all deemed unsatisfactory
and the unusual step was taken to appoint a
spokesperson who was charged with assem-

1987 run will result in some 20 Ph.D.
theses. In July of 1988, CDF began a new
run which was designed to deliver about 50
times the amount of data collected in 1987.
The ‘‘discovery run’’ is scheduled to be
completed on May 31, 1989. The directors
here were Alvin Tollestrup and Roy Schwit-
ters, with a strong assist from Dennis
Theriot and Bob Kephart. Here again, the
support of the Research Division heads, most
prominently Ken Stanfield, was essential.

DO

bling a group to design and construct a
detector along a set of criteria selected by
the Fermilab Physics Advisory Committee.
Construction began in 1984 with an exten-
sive collaboration similar to CDF. The de-
sign profited from actual CERN collider
experience. D@will be ready for physics in
late 1990. The responsibles are Paul Gran-
nis, Gene Fisk, and Roger Dixon.

G. Computing

In 1983, the Ballam Committee was em-
paneled to advise the Laboratory on its com-
puting needs. The vastly enhanced demands
of the TEVATRON program implied a dra-
matic increase in computing power. This
was designed in three stages: a powerful
VAX Cluster ‘‘front-end,”” a mainframe
‘““number-cruncher,”’ and a farm of parallel
microprocessors. The program also called

=V

for .a new Computing Center, which became
operative in September 1988, and has been
dedicated as the Feynman Computing Cen-
ter in memory of Richard P. Feynman. The
net effect is that we have been catapulted
from a backwater computing entity into one
of the best there is, but we are still short of
the needs! Heroes here are Hugh Mont-
gomery, Jeff Appel, and Jack Pfister.
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H. The Advanced Computer Program

A small group of physicists, now known
collectively as the Advanced Computer Pro-
gram (ACP), was funded to create a system
of multiprocessors which would concentrate
on event reconstruction. The parallel
microprocessor design began in 1983 and
toward the end of 1985, a cluster of 100
nodes of ACP was applied to analyze data
from a fixed-target experiment. The paral-
lel handling of event reconstruction enabled
users to apply the computing equivalent of

almost one VAX 780 per node. This sys-
tem is now used by 20 institutions; a
second-generation system 20 times faster is
in process. ACP is the basis of an unusual
collaboration with Fermilab theorists who
want to calculate HEP parameters nu-
merically ‘‘on-the-lattice.”” ACPMAPS (the
ACP Multi-Array Processor System), as the
joint effort is known, has had a successful
test run with 16 nodes and awaits money.
Credit goes to Tom Nash.

[. The Upgrade

Various options for advancing the TEV-
ATRON facility had been considered as
early as 1980. Experience with the Collider,
the status of physics, the onset of SSC, and
the evolution of the Fixed-Target Program
are all ingredients in decision making. In
1988, extensive interactions with users and
the wider community led to a specific for-

mulation of a set of phased upgrades which,
if funded and implemented, will insure that
the TEVATRON facilities will be world
class through the end of the 1990s and be-
yond the SSC. The Accelerator Division is
credited here. Helen and Don Edwards,
Mike Harrison, Steve Holmes, and many oth-
ers led the way.






-11-

II. Intellectual Environment

A. Astrophysics Group

Particle physics in the past decade has
increasingly found common ground with
early-Universe cosmology. The science
connections provide a two-way flow of in-
formation. Fermilab innovated the creation
of an Astrogroup in the environment of ex-
perimental HEP. This connection was as-
sisted by a three-year NASA innovative

program grant. The group of two senior
physicists, three five-year-term appoint-
ments, and several post-doctoral appoint-
ments, has achieved an international reputa-
tion for excellence. Credit two shy astron-
omers: Rocky Kolb and Michael Turner,
with an assist from David Schramm.

B. Bj

A vital task is to bring the best talent to
the Laboratory. By far the most spectacular
feat along these lines has been the recruit-
ing of James D. Bjorken (Bj) from a westerly

coast. Bj arrived at Fermilab in 1979 as
one of the U.S.’s most productive theorists.
His leadership and advice to the experimen-
tal program has been outstanding. Credit Bj.

C. Director’s Reviews

A technique was established to conduct
in-depth reviews of the progress in con-
structing experiments. This was needed in
the TEVATRON era since the time between
approval and completion averaged three
years. The reviews were designed to com-
pare original objectives with a changing
physics scene, detect places where addi-
tional Laboratory resources may be needed,

and to compel the group to a thorough re-
examination of its own progress. The
Director, Program Planning, and selected
experts are invited to listen to the exhaus-
tive presentations, which have often ex-
ceeded six hours. Taiji Yamanouchi did all
the organizing and found ways to fix many
of the problems.

D. Director’s Coffee Hour

A means for bringing to one place the
physicists and students of the Laboratory
(who are too spread-out) in a brief daily
respite where coffee and cookies are served,

relaxed conversation takes place, ideas and
plans are exchanged. A changing popula-
tion of about 30 to 40 people arrive before,
during, and after the cookies vanish.
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E. Distinguished Lecture Series

Special efforts are made from time to
time to bring to Fermilab the most provoc-
ative and distinguished personages in the
field of science and its contiguous acti-
vities. Names like Rabi, Hawkings, Glashow,
Weinberg, Drell, and Fitch were among the
lecturers. As a part of this, we held a two-
year ‘‘Arms Control and International Secu-
rity Seminar’’ series with prominent speakers

from all points of view: here names like
Ackerman, Adams, Bethe, Garwin, Inman,
Keyworth, Mark, Panofsky, Perry, Rath-
jens, Simon, Steinbruner, Teller, von Hip-
pel, Woodruff, and Yonas, were among the
speakers. All of this is designed to raise
the temperature of the Lab’s intellectual at-
mosphere in the expectation that a stimu-
lated mind is better at solving its problems.

Heavy Flavors - 88

F. History of Particle Physics Symposia

In 1980, Fermilab’s resident historian
organized the first conference: ‘‘The Birth
of Particle Physics (1930-1950).’ Papers
by Dirac, Lamb, Rossi, Anderson, and oth-
ers recorded the emergence of the modern
phase of particle physics out of cosmic rays
and quantum electrodynamics. The resul-
tant book was published by Cambridge Uni-
versity Press, received widespread praise,
and was reissued in paperback in 1986.

The second conference was held in 1985
(‘‘From Pions to Quarks’’) and covered the
intensive development of the field in the
1950-1965 period. This will yield another
book scheduled for early 1989. A third

symposium (they get more difficult as they
approach the present time) is thought to be
appropriate for 1990. It should cover the
period from quarks to the Standard Model,
i.e., 1965-1984. The trilogy will supply a
record of the intellectual and sociological
underpinnings of this activity we call High-
Energy Physics.

The retrospective sessions are a marvel-
ous contrast to the day-to-day activities of
the Laboratory and serve as a reminder of
our heritage. Lillian Hoddeson, working
with Adrienne Kolb, also looks after the
History of Accelerators reading room, data
collection, and archives.
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Gd Students,
Users and Staff
are [nvited to Gather

in the Second Floor Lounge

for a Period of Conversation,
Coffee, Tea and Cookies.

at 3530 p.m Monday-Thursday
First Day: Monday, March 5
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G. SAG and “Jr. SAG”

A communication and management de-
vice begun in September of 1978, this is a
weekly meeting (Monday morning, 8:30
am. to 10:00 a.m. and beyond) of senior
Laboratory staff, with the Director. Typi-
cally there are about 12 members of SAG
(Scientific Advisory Group), which serves
as a forum, sounding board, and fount of
ideas. Topics varied from the future of the
Laboratory to the quality of third-floor
coffee. All of the Laboratory’s initiatives
have emerged from these meetings. Meet-

ings were sometimes stormy and momen-
tous, occasionally just stormy, rarely dull.
Membership includes Division Heads and
Associate Directors with a slowly rotating
addition of wise people.

Jr. SAG is a similar discussion group
held less frequently with younger physicists
who are often in middle management. Over
the years several of the Jr. SAG members
have moved to SAG. There have been no
demotions.

H. Fermilab Art Gallery

Although this was technically an achieve-
ment of the previous administration, it was
in fact initiated by the insistence of the
Director-to-be. Starting with two Chicago
photographers (Ellen Carr and Harold Al-
len), it has brought a long and delightful

succession of art exhibits [see Appendix L]
to gladden the eye, refresh the soul, and im-
prove the spirit of Fermilab staff. High-
lights have included Greek pottery, Martyl,
Wynn Bullock, ‘“Art in Technology,’”’ and
William Clift. Saundra Poces is art curator.

Greek Vases of the Fifth Century B.C.

Fermilab

March and April, 1980
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Fermilab’s initiatives at Pan American education cooperation (reaching to the shores of
Rio de Janiero and beyond) are described in VI.

FermiCenter
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I1I. Education

A. Saturday Morning Physics

In 1979, the Lab wrote to the principals
and Science Department heads of about 70
high schools in a 20-mile radius out from
the Laboratory, asking them to nominate
some 3-5 students, juniors and seniors, to
attend a 10-week, 3-hour session at the Lab
on Saturday mornings. This session is re-
peated three times a year, and each session
has about 100 students. The lectures are
followed by subdividing into four groups,

each with an instructor who answers ques-
tions and conducts a tour of a Lab activity.
The last lecture is ‘‘graduation,’’ complete
with parents and a ceremonial diploma. By
now some 2500 alumni exist. This program
and its success stimulated the formation of
Friends of Fermilab and a host of educa-
tional activities. Drasko Jovanovic is the
headmaster here.

B. Friends of Fermilab

Organized and incorporated in 1982 as a
not-for-profit fund-raising organization,
Friends of Fermilab (FFLA) organized it-
self with a President, Program Manager,
and Board of Trustees. Its mission is sci-
ence education, making use of the unique
human resources of the Laboratory. Its star
program is the ‘‘Summer Institute For Sci-
ence Teachers,’”’ initiated in 1983. Pro-
grams include ‘‘Beauty and Charm for Jun-
ior High Schools’’; ‘“Topics in the Teach-
ing of Modern Physics’’ for updating stand-

ard introductory courses; distribution of Re-
sources for the Science Classroom and
Saturday Morning Physics videotapes; ‘‘Tar-
get: Science and Engineering’’ for gifted
minority students; and the teacher-support
networks Physics West and Chemistry
West, etc. FFLA looks forward to the crea-
tion of FermiCenter, a new visitors’ and
education building into which they can
bring their many activities [see H. below].
We must mention Stanka Jovanovic and
Marge Bardeen, a team formed in heaven.

C. Illinois Mathematics and Science Academy

In December 1983, the Director, with
the help of Friends, initiated a curriculum
workshop designed to establish a structure
for a public school for gifted children. What
emerged was a three-year residence school
which would offer to the very best of Il-
linois students, entering from their fresh-
man year in high school, accelerated and

enriched programs in science and mathe-
matics, but also in social studies, language,
and the humanities. The Academy opened
in 1986 and, in 1988, scored highest among
Illinois recipients of National Merit Schol-
arship awards. Fermilab scientists are con-
tinually involved as mentors, lecturers, ad-
visors, and genial uncles and aunts.
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D. Ph.D. Program in Accelerator Science

In 1985, the Laboratory wrote to many
of its participating university physics depart-
ments, noting the severe shortage of people
trained in Accelerator Science. The pro-
posal was that each department would en-
deavor to send one student every three or
four years to the Lab, after a successful quali-
fying examination. The Lab would find a
sponsor and Ph.D. problem in experimental
or theoretical (or both) accelerator physics.
Reports would be sent to a campus contact,

noting the progress of the student. The de-
gree would be granted by the sending uni-
versity after defense of the thesis. This
would establish a unique source of trained
Ph.D.’s in accelerator science.

At the time of this writing (early 1989),
nine students have participated in the pro-
gram, representing eight universities. Two
students have received Ph.D.’s and one stu-
dent has received a master’s degree. Roy
Rubinstein is the Registrar of this enterprise.

E. Wilson Fellowships

In an effort to compete with universities
for physicists on the assistant-professor level,
the Laboratory advertised, in 1980, for ap-
plicants to a three-year fellowship named
for R. R. Wilson. Two brands were defined:
Experimental Particle Physics and Accel-
erator Physics. Recipients, usually two to

four years beyond the Ph.D., received a
special salary and the freedom to select
whatever scientific activity they wanted with
no obligations. By 1988, some 18 Wilson
Fellows had profited from this award. First
Tom Nash, and lately Rolland Johnson,
head this program.

F. Video News of the Week

To improve communications within the
Laboratory documenting Lab activities, a
video group was created. A video news of
the week containing three to five items of
general interest to Laboratory staff is
shown in the Atrium. Visiting lecturers are

interviewed, exciting milestones recorded,
safety and educational tapes shown. A grow-
ing archival library of Laboratory events is
frequently called upon by media interested
in Fermilab or in high-energy physics. Fred
Ullrich’s initiatives have been crucial here.

G. URA Minority Fellowships

At the urging of the Laboratory, Univer-
sities Research Association (URA) estab-
lished graduate fellowships for outstanding
minority candidates. The source of students

is the Lab’s summer program for minority
students that was started in the early Seventies
and which now has about 400 alumni. Frank
Cole was a moving force.
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H. Visitors’ and Education Center (FermiCenter)

It has been a long-standing ambition to
concentrate the Lab’s educational activities
into a dedicated area. The possibility of
combining this with a visitors’ center and
hands-on museum has made this a very at-
tractive proposition. The U.S. DOE (edu-

cation desk) has pledged $300,000 to in-
itiate the first phase of a three-phase Center
that would provide about 15,000 square feet
of classroom, exhibit, office, and lecture-
hall space. It is expected that construction
will start in the fall of 1989.

IV. Fermilab Industrial Affiliates

The Fermilab Industrial Affiliates was
formed in 1980 as a mechanism for what is
now called ‘‘technology transfer.”” Some
40 corporations, ranging from AT&T, West-
inghouse, and GE to small start-up com-
panies, pay a $1000-per-year membership
fee. The more specific goals are to improve
communications between the academic re-
search at Fermilab and industrial research.

The annual meetings in May are well at-
tended and documented with a monograph
which features the themes of the meetings,
e.g., ‘‘Industrial Participation in Large Sci-
ence Projects,”” ‘‘Supercomputer Develop-
ments in the Universities,”” or ‘‘Appli-
cations of Particle Physics: Out on the
Limb of Speculation.”” Dick Carrigan and
Richard Lundy are the keys here.

V. Annual Reports

Starting with the 1979 year, the Labora-
tory began to issue an annual report which
documented the work of Fermilab via a se-
ries of informed reports, Director’s over-
view, etc., and replete with photographs and
art work. The accumulation of such reports
is another record of the history of the

Laboratory. First Rene Donaldson, then
Richard Fenner did this, as well as many of
Fermilab’s publications. Angela Gonzales
is the key to the elegance of this annual re-
port and the rest of Fermilab’s spectacular
publications.

VI. Pan American Activities

Many of our near neighbors in Latin
America have scientific traditions that go
back as far as those of this nation. Political
instability, among other factors, has in-
hibited the evolution of this scientific talent
even though the same European scientific
traditions have sparked both North, Central,
and South America. Starting in 1981, and
following visits to Colombia and Mexico,
the Director began to study an exchange
program and the possibility of establishing

at Fermilab a Pan American center some-
what like the Trieste Center for Theorists
from developing countries, but here con-
centrating on experimental science. The
Director became a co-chairman of the Board
for the International Center for Physics in
Bogota, Colombia, and organized the first
Pan American Symposium on Collaboration
in Physics in Cocoyoc, near Mexico City.
This was sponsored by Fermilab, the Na-
tional Science Foundation (NSF), and the
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Mexican Physical Society. The third such
conference was held in Brazil in 1987 and
the fourth is scheduled for Argentina to-
wards the end of 1989.

Some 40 Latin American physicists, en-
gineers, and students are in residence at
Fermilab. Several experimental users groups,
basing their research at the Lab, have been
created. Through a joint grant from the NSF

and DOE, made via the American Physical
Society, some $400,000 has been expended
in small grants to physicists in five of the
most developed of Latin American nations.
Over 150 boxes of books and journals have
also been collected and mailed to small in-
stitutions. Roy Rubinstein has held the Pan
American desk at Fermilab.

VII. Users Center, Chez Leon, and the Gym

These were created starting in 1978 as
social centers for physicists, students, and
Village dwellers. The Users Center opens
after 5:00 p.m., boasts a bar, meeting rooms,
music room, TV room. All kinds of social
events occur, including evening physics
soirees (‘‘Physics in the Pre-Proposal
State’’). Chez Leon is a gourmet restaurant
open only two days a week, but it has ob-
tained much fame and is used heavily in

Laboratory entertaining. The Gym was cre-
ated by a URA grant of $200,000 and pro-
vides exercise rooms, indoor tennis, volley
ball, basketball. The flavor of the complex
can be gleaned from a visit to the crowded
bar on a Friday after the seminar. These
activities are self-supporting. Chuck Mar-
ofske, John Barry, above all Tita Jensen and
those pesky users, were all involved.

VIII. Day Care Center

To our knowledge, this is the first one
ever established at a national laboratory.
The original proposal was flatly rejected by
DOE, but now it has become standard as a
way of making life bearable for working

mothers and visiting scientists at the Labora-
tory. The Center serves about 80 children,
ages 6 weeks to 6 years, and 13 teachers. It
is self supporting; Linda Braddy is Headmistress.

IX. Cancer Treatment and the Loma Linda Proton Therapy Accelerator

The Fermilab Neutron Therapy Facility
(NTF) has been operating since 1975. In
1985, the National Cancer Institute, NTF’s
funding agency, withdrew its support. The
Laboratory supported the reorganization
into MINT (Midwestern Institute for Neu-
tron Therapy) and began to operate the
facility as a self-supporting organization.
At that time, the collaborating doctors asked
the Lab to investigate supplying protons for

a new facility. The cost seemed very high
and so the Lab began a series of workshops
at which the relevant medical and ac-
celerator experts could communicate. Out
of this came the proposal that Fermilab build
a proton accelerator (250 MeV) designed to
be installed in a hospital (Loma Linda Uni-
versity Medical Center in California).

This variable-energy synchrocyclotron
(70-250 MeV) is scheduled to be shipped to
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Loma Linda from Fermilab in the summer
of 1989 following fairly extensive testing at
Fermilab. At the hospital, it will supply
five treatment rooms with precisely deliv-
ered proton beams designed to handle 1000
patients a year. Deep-seated tumors, brain
malformations, and eye diseases are some
of the special areas where proton irradiation
is thought to be beneficial.

Wilson started it all, but the Loma Linda
machine was organized and interfaced to
Loma Linda by Phil Livdahl, and commis-
sioning is being overseen by Rich Orr and
Jack McCarthy.
Arlene Lennox.

Our NTF is managed by
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Comments

These were years of the evolution of an
institution, its facility, and its people. So
many were important and not yet men-
tioned: Bruce Chrisman, assisted by Jim
Finks, who kept the administrative wheels
turning, Andrew Mravca of the Batavia
Area Office of the DOE. The DOE! It is
difficult to imagine how any of the above
list could have happened without Mravca’s
guidance and constructive harassment. Robert
R. Wilson looked after all the architecture
and his artistry and wisdom were also es-
sential. And so on and so on.

Now as to the future, the Laboratory has
been refining an upgrade program for many
years, one which would be required even if
SSC had come to Fermilab. Here, we have
the highest energy in the world, achieved at
a considerable investment of effort and
treasure. It seems natural to exploit this
advantage at least until the SSC begins to
do physics. Such a goal is congruent with
the generally accepted notion that high-
energy physics must continue to be exciting
and productive of science, of young inves-
tigators, and of detector technology in the

Y

« ““. . .your war is finished and your conquest achieved. . .wherefore we beseech you to
return homeward. . . for your journey is finished with honour. . .”’



Hats off to Waxahachie.

pre-SSC decade. However, it is in the na-
ture of collider physics that such a program
can only be successful if the facilities are
continuously improved, ergo: Upgrade!
Benefits to the Fixed-Target Program with
its emphasis on diversity are also substan-
tial. The Laboratory must also craft a pro-
gram which will gradually replace the
high-energy focus by physics riches com-
plementary to SSC in the post-SSC period.
The year also witnessed a sharpening of
Fermilab’s upgrade plans, greatly acceler-
ated by the SSC site decision and by a
scheduled January meeting of a HEPAP
Subpanel on the ‘‘next ten years.”” This is
described by Michael Harrison in what fol-
lows. We believe it to be a responsible plan
for insuring vigorous exploitation of the
world’s highest energy accelerator with a
reasonable balance between fixed-target

-94-

programmatic research and the push on the
higher energies. We told two CDF stories
in the preamble to the upgrade. (1) With 1
pb! already quickly scanned, it is fairly
plausible that any discovery-level new
physics that CDF may achieve will be at the
level of one or ten or a few tens of events,
at most. Thus, it is already clear that lumin-
osity in excess of ~100 pb-! is essential to
address the physics of the discovery. (2)
As mentioned above, ~100 events with dijet
mass greater than 300 GeV implies tens of
thousands of events beyond LEP II and
HERA. The point is that at present lumin-
osities, <2 x 1039, CDF is working, events
are clean, and the upgrade will do really
HIGH-ENERGY PHYSICS.

We believe the upgrade is vital to the
U.S. program, is affordable, and it has rich
potential for continuation in a variety of
directions after SSC is operating.

In this respect, we take note of the new
faces which embellish the Fermilab image
at the beginning of 1989. Gerry Dugan and
Michael Harrison replace Helen and Don
Edwards in the Accelerator Division. John
Peoples replaces Phil Livdahl as Deputy
Director. More and more Fermilab physi-
cists are actually doing physics in addition
to their normal chores. It is clear that the
Fermilab staff is eminently capable of car-
rying out the upgrade.

The task for the Laboratory in 1989 will
be to do its physics, to collaborate with and
support the SSC, to forgive and try to love
the DOE, and to campaign vigorously for
its obligation to exploit the TEVATRON
via the upgrade.

o .
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The Accelerator Division
John L. Crawford and David Finley

The year began with the Accelerator in
the final phase of a fixed-target run which
had commenced on June 15, 1987; before
the run ended on February 15, the seventh
and last TEVATRON dipole failure occurred
on February 4. Despite the unfortunate
spate of magnet failures, the run exceeded
all expectations, with some 2.2 x 1018
protons delivered in nearly 2900 hours of
operation. The peak extracted intensity for
the run was 1.80 x 1013 ppp, not quite up to
the 2.0 x 10!3 we had hoped for, but the
TEVATRON ran for extended periods at
greater than 1.6 x 1013 ppp with excellent
stability and reliability. Figures 1 and 2
summarize the 35-week fixed-target run.

Near the end of the fixed-target run, the
Switchyard Beam Position Monitor system
and associated application software was
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Fig. 1. TEVATRON fixed-target operation,
integrated HEP hours at 800 GeV.

used as a position servo to maintain beam
position through the Meson beamline. Once
this system is made fully operational, it
promises much-improved position stability
throughout the Switchyard.

On the Pbar Source front, an E-760 in-
stallation and study period was scheduled
during which the gas jet target and detector
were installed in the AS0 pit; the jet was
made operational and the detector saw p-p
collisions. Protons were decelerated in the
Accumulator from 8900 MeV/c to 3500
MeV/c (through transition) via a yt jump.

Following a two-week period of SSC-
related studies, the Accelerator was shut
down for three months of maintenance and
development work. The Division’s primary
mission during this period was to inspect
and repair as many TEVATRON dipoles as
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Fig. 2. TEVATRON fixed-target operation,
integrated intensity at 800 GeV.
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possible; inspection consisted of visually
examining the magnet lead areas using a
borescope and utilizing two industrial
gamma-ray sources to take x-ray pictures of
the magnet ends. The magnets were exam-
ined to see if the leads were properly tied
down (to prevent flexing and strand break-
age), if the G10 lead-clamping blocks were
intact and were sufficiently far away from
the end of the single-phase can, and whether
the beam-tube insulation was tied down.
All magnets in six houses (Al, A2, A3, A4,
B1, and El), out of 24 houses in the ring,
were examined, with 138 out of 200 mag-
nets undergoing some degree of repair.
Seven magnets were found to have broken
lead strands and so were replaced.

A second major undertaking during these
three months was the installation of a re-
designed Main Ring overpass in the DQin-
teraction region. The original DO overpass
was installed in 1984 and was intended to
be more of a ‘‘proof-of-concept’ test bed
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Fig. 3. TEVATRON Collider operation, in-
tegrated luminosity at 900 GeV.

than a permanent operational feature. A
known shortcoming of the original design
was an undesirable increase in the vertical
dispersion function around the Main Ring
and a dispersion mismatch between the
Main Ring and the TEVATRON (leading to
emittance growth in the TEVATRON). The
new design lengthened the overpass by
some 700 feet (although the height re-
mained the same) and incorporated a near
clone of the BO ‘‘double dogleg’’ vertical
bending system.

A 900-GeV ramp was established on
May 26, 150-GeV circulating beam on May
27, and by May 29 the orbit was smoothed
all the way to 900 GeV. Antiprotons were
injected into the TEVATRON on June 6,
and by June 12 we had our first 1.8-TeV 6 x
6 store with an initial luminosity of 4 x 1028
cm?2 secl. (6 x 6 is shorthand for 6 proton
bunches colliding with 6 antiproton bunches;
all of the 1987 Collider run was 3 x 3.)
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Fig. 4. TEVATRON Collider operation,
peak luminosity/day.
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Collider operation was sporadic for the
first four weeks, but by week six it had sur-
passed the integrated luminosity of the en-
tire 1987 run. Since then th¢ performance
of the TEVATRON Collider has been noth-
ing short of phenomenal - we reached 3 x
102° cm2 sec! (our ‘‘operational goal’’) on
July 28, the design peak luminosity of 1.0 x
1030 ¢cm2 sec'! was reached on September
7, an integrated luminosity of 1000 nb-! (1
inverse picobarn) was delivered by Sep-
tember 24, 2000 nb-! by November 5, and
3000 nb-! by December 4. As this report
goes to press, the integrated luminosity is
nearing 4.0 pb-l, the peak luminosity has
exceeded 2.0 x1039, and store duration is
averaging 13.8 hours. Figure 3 shows the
integrated luminosity through December 18,
while Fig. 4 shows the progression of the

peak initial luminosity. Figures 5 and 6 de-
tail the weekly performance of the Collider.

Meanwhile, the Pbar Source has not
been resting on its laurels; its performance
has also astounded accelerator aficionados.
The peak stack achieved exceeds 81 x 1010
pbars, the number of pbars stacked in one
week has reached 175.5 x1019, the stacking
rate per hour has been as high as 1.898 x
1010, and as of this writing the Source has
operated for 39 days without interruption.
(As an aside, on November 9 a glitch on the
commercial power grid caused the 81-
milliamp pbar stack to be lost - some have
suggested that this was the largest number
of antiprotons annihilated in one fell swoop
since the big bang.)

Why is the Collider performing so well?
The present run is delivering integrated
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Fig.5. TEVATRON Collider operation, integrated store hours/week.
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luminosity at a rate which is about 20 times
greater than that delivered during the first
Collider run. This spectacular difference is
not (entirely) the result of luck. Indeed, by
the time the first run ended in May 1987,
the intermeshing of improvements which
were needed among all the accelerators had
been clearly identified. During the inter-
vening fixed-target run, the process of im-
provements for the second Collider run had
already begun.

There are more antiprotons available
this run. Main Ring and’ Accumulator im-
provements have resulted in a very much
improved stacking rate. For instance, Main
Ring intensity has averaged about 1.7 x
1012 ppp on stacking cycles, compared to
1.2 x 102 last run; in the Pbar Source, the
Accumulator aperture was increased to the

design value and the horizontal dispersion
in the low-dispersion straights was cor-
rected, core cooling was improved due to
the introduction of microwave mode dampers,
and Debuncher betatron cooling times were
reduced by the addition of optical notch fil-
ters. These improvements, coupled with im-
proved TEVATRON reliability, have re-
sulted in larger stacks. The larger stacks
have made it profitable to extract bunches
six times instead of only three times from
the Accumulator. Once the bunches have
been extracted, the improved Main Ring
transmission and coalescing have resulted
in higher intensity single bunches at 150
GeV. These improvements have resulted in
an overall gain factor of about seven.
Getting the particles into a single high-
intensity bunch in the Main Ring at 150
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Fig. 6. TEVATRON Collider operation, integrated luminosity/week.



-31-

GeV is only part of what is required for
large integrated luminosity. In the first run,
one of the major problems was not being
able to obtain sufficiently small beam sizes
in the TEVATRON and, even if they had
been small enough, not being able to keep
them small during a store. The transverse
emittances of the beams in the TEVATRON
during the present run are half as large as in
the last run. This is because the vertical
dispersion match between the Main Ring
and the TEVATRON was improved by the
reconfiguration of the D0 overpass, and be-
cause the compensation of the time-
dependent higher order multipole fields in
the TEVATRON magnets has been greatly
improved. The abort kicker power supplies
were identified as the primary source of the
anomalous transverse emittance growth dur-
ing the last run; modifications to these sup-
plies have resulted in an improvement in
the luminosity lifetime by a factor of 2 to 3.
Once these kickers were fixed, the full ad-
vantage of the ‘‘100% mini-beta’’ squeeze
could be implemented and this reduced the
beam size at the Collider Detector at Fer-
milab even further. Without these improve-
ments, the present Collider run’s integrated
luminosity would be disturbingly smaller
by another factor of three.

There have also been operational im-
provements which are necessarily invisible
if they are successful. These invisible im-
provements are nonetheless very important
to the integrated luminosity. One of these
items is the policy of relentless pursuit of
things which kill stores. The improved diag-
nostics, controls, and applications software
needed to accomplish this for each killed
store involves the continuing efforts of
many individuals. Without question, it is
their constant effort which keeps the Col-
lider functioning as well as it does.

Can a similar improvement factor be ex-
pected for the next Collider run? The an-
swer is a resounding ‘‘no’’ - not without an
upgrade program. Even now, the stacking
rate drops steadily as the stack size grows,
so that without improvements in the Pbar
Source, peak stacks will probably be lim-
ited to less than 100 mA. (The pbar trans-
fer efficiency also decreases as the stack
size grows.) Creating more intense bunches
or a greater number of less intense bunches
is foiled by an effect called ‘‘beam-beam
interaction’’; the cure for this is separated
beams - but all this sounds like a subject for
Michael Harrison’s article on the TEVA-
TRON upgrade later in this report.
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The Collider Detector at Fermilab

Alvin V. Tollestrup

1988 has been the first year with CDF in
full operation. The time has been spent in
reducing the data from our first run, prepar-
ing the detector for the second run, and fi-
nally operating the detector from May through
the end of the year during which time more
than 1-1/2 inverse picobarns of integrated
luminosity was obtained. During the year
we have also celebrated our first papers
published on the physics runs of 1987, and
in addition have watched with pride as more
than 20 theses have been started and several
finished during the year.

The year started with the installation of
24 inches of additional iron shielding around
the Main Ring beam pipe across the top of
the CDF collision hall. The ceiling of the
hall was not strong enough to support the
load of the dirt on the outside plus the addi-
tional steel shielding on the inside. How-
ever, some clever engineering from Wayne
Nestander’s Construction Engineering Serv-
ices Department resulted in.an expeditious
solution. The dirt on the outside, whose
weight was about equal to the weight of the
additional iron shielding, was first removed.
While the iron shielding was being in-
stalled, additional concrete support beams
were put in place across the ceiling but out-
side the hall. The dirt was then replaced,
and the whole project was completed in a
record time of eight weeks.

The detector was not yet complete at the
start of the year. The forward hadron calori-
meter modules had only half the chambers

in them, and this work was finished. The
Roman Pots were installed in order to cover
small-angle collisions much better than we
had previously planned, and all of the calori-
meters were recalibrated in the test beam.

All this work was finished in May, ready
for the Collider to come into operation
again, and the major work of bringing the
new and more sophisticated triggering sys-
tem into operation was begun. We were
very pleasantly surprised by having a lumin-
osity of more than 10 times that achieved
during our 1987 run. But this required the
trigger system to work with unprecedented
rejection power. To see the difficulty, con-
sider that at a luminosity of 1039, there are
over 40,000 collisions per second at the in-
teraction point. However, the new and ex-
citing physics is contained in very rare col-
lisions. For instance, pp - W — ev pro-
duction occurs only at the rate of about 1
every 44 million collisions. Since events
can only be written to magnetic tape at the
rate of about one per second, the job of the
trigger system is to sift through this large
number of collisions and write the interest-
ing events to tape while making sure that
none are lost. And, of course, it is impor-
tant to keep in mind that the really exciting
new physics such as supersymmetric parti-
cles or signals of physics beyond the Stand-
ard Model, might occur at the rate of only
one-in-a-billion collisions.

To help record the rare events, two new
trigger systems were brought on line during

¢« The Collider Detector at Fermilab, fully appointed, undergoes a final check.
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the early part of the run. The first was a
Level-2 system that was designed and built
at the University of Chicago. This is a
combination of analog and digital tech-
niques that allow a large number of differ-
ent triggers to be implemented. Each trig-
ger can be pointed at some interesting type
of physics; for instance, high-p, jets, iso-
lated electrons from W’s or Z’s, single
photons, and so forth. This system was
working very well by the beginning of Sep-
tember. At this point a friendly contest be-
tween CDF and the Accelerator Division
started to take place. The luminosity had
been projected to be 3 x 10%2° during the
run, and the Accelerator was already
achieving a spectacular luminosity of 1030,
which slowly climbed to 2 x 1030 by the end
of the year. At this rate, even the sophisti-
cated Level-2 trigger system was not able to
purify the events enough to keep the rate to
tape down to one per second. Fortunately,
plans had been made for this eventuality,
and the equipment was in place. The tech-
nique was to use an Advanced Computer Pro-
gram system of about 50 parallel processors
to completely reconstruct each event as it
came out of Level 2. Physics cuts could
then be placed on the event stream to even
further refine and select the types of events
that were written to tape. This was particu-
larly necessary in the case of the top signal
where the electron or muon from the top
decay might be a relatively low-momentum
particle (if the top is light) which could eas-
ily be lost in all of the quantum chromo-
dynamics (QCD) processes that take place.
Some heroic work by the CDF Level-3
Group had this system working by the end
of the year. This is the first time that
events including tracking have been com-
pletely reconstructed online in a detector of
this size. One can stand in front of the on-

line monitor and watch ‘‘quark-quark’’
scattering events displayed completely
reconstructed with tracks in the tracking
chambers and jet-like energy flow ‘‘Lego
Plots’’ from the calorimeters!

At the end of the year, we had over
1-1/2 inverse picobarns of data on tape. In
these events, there are about 1500 W’s and
200 Z’s observed via their leptonic decay
mode, and the top signal is being hotly
pursued in competition with CERN to see
who can find this elusive particle first.

Needless to say, this large amount of
data has placed a heavy burden on the Com-
puting Center, and the new facilities that are
coming online are welcomed indeed. Again,
the ACP will help reduce this enormous
amount of data to DST form where it can be
analyzed at the universities "and other
laboratories of the CDF collaboration.

The year has seen the publication of our
first paper on Log s physics. In addition,
three more papers are ready for submission:
one on the inclusive spectrum of high-p,
jets that has set new limits on the com-
positeness of the quark, one on the produc-
tion cross section for W’s, and one on the
limits for production of supersymmetric
particles. At the American Physical Society
Meeting in Baltimore in April 1988, CDF
completely dominated two sessions on col-
lider physics with over 20 presentations.
The high energy available at the TEVA-
TRON Collider made it possible to extend
our knowledge of high-energy collision
processes in a number of directions, even
though we only had about 30 inverse nano-
barns of data. The fact that we have more
than 50 times as much data at present and
will have several hundred times as much
data by the end of the run has created a real
aura of excitement for the coming year.
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The DO Experiment

Paul Grannis

As Fermilab passed its two-decade water-
shed in 1988, the DO collaboration passed
its first half decade. Notable progress was
made toward installing D0 as the premier
feature in the Laboratory landscape during
its third ten years.

The D0 year began with its fifth week-
long workshop, held this time in a place
even colder than Fermilab in January. We
recall it being by a lake in Rip Van Winkle
country - and like the venerable gentleman,
no one now can quite remember how we got
there or back again. One day, during a -15°
warm snap, a tractor made a state transfor-
mation from the ice surface to the lake floor
60 feet below. The collaboration spent the
next morning discussing cryogenic accident
prevention while watching the levitation of
the tractor. The prevailing spirit of cabin
fever greatly helped our discussions of high-
luminosity trigger designs, offline event
reconstruction algorithms, and installation
plans. The failure of telephone links to the
outside world even aided the progress of
the beam studies concurrently under way at
Fermilab. This severed the remote com-
puter login interference by the workshop
kibitzers on the progress of the crew at
work in the NWA test beam.

As the year progressed, there were many
signs of progress throughout the collabora-
tion. Two new groups (University of Michigan
and University of Arizona) joined the effort
of preparing the detector. The Saclay group
finished the construction of the Transition
Radiation Detector and took it to a CERN

beamline for final tests (it exceeded the de-
sign goals for electron/pion discrimination).
Calorimeter modules from Brookhaven Na-
tional Laboratory arrived regularly at Fer-
milab for tests at the NWA test-beam facility,
or for final tests prior to installation. The
first of the stainless steel calorimeter module
sections arrived from Serpukhov, ready to
be mated with the uranium sections under
construction at Fermilab. Meanwhile, the
large electromagnetic calorimeter disks were
started at Lawrence Berkeley Lab. Steady
operations in labs 5, 6, and 8 in the Fer-
milab Village churned out muon chambers
at a steady rate; by the fall, two-thirds of
the 150 needed chambers were complete
and piling up in any part of the Lab left un-
guarded and unoccupied.

A large part of the collaboration focused
upon tests performed in the NWA beam,
both before and after the termination of the
fixed-target-run cycle. Data collected with
beam demonstrated that various calorimeter
modules performed very well and that por-
tions of the vertex and forward drift cham-
bers could achieve their design specifica-
tions. These beam tests also brought to
light some operational difficulties which
were subsequently studied and fixes im-
posed (change of high-voltage polarity for
calorimeters and change of gas for the ver-
tex chamber). Of equal value to the spe-
cific detector tests was the opportunity to
gain experience with various parts of the
electronics and software system intended
for the final system. We managed to run the

< The cryostat for the DO experiment’s central calorimeter.
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test using D@ electronics and trigger, mon-
itoring systems, multiprocessor data acqui-
sition and filtering system, and we also
used the first version of the DO online soft-
ware. Most of this worked very well - and
learning to use all the pieces together gave
us valuable insights for evolutionary im-
provement as well as operating experience
which should aid the commissioning of DO
itself.

Work at the D@ hall has expanded dra-
matically throughout the year. The large
magnetized iron toroids, delayed by diffi-
culties in welding the surplus steel, are ex-
pected to be completed and powered before
the year’s end. Installation of the muon
chambers has begun; chamber resolutions
measured with cosmic rays in situ were bet-
ter than expected. Cable installation be-
tween detector and moving counting house
is under way. A large clean-room for calori-
meter installation was built; the central cal-
orimeter cryostat has been lowered into this
room and is being readied for module inser-
tion at year’s end. Electronics crates are
being loaded into the moving counting
house and connected to the final trigger and
data acquisition hardware in the fixed
counting areas. The VAX 8810 host com-
puter was installed in its final location.

Various test activities have started at DO;
several muon chambers were installed near
the collision point to monitor Main Ring
backgrounds and to test their performance
under high-rate conditions. More recently,

=)

several sectors of the central drift chamber
were put in their eventual location at the
intersection point; the first proton-antiproton
collisions at D@ have now been recorded!
Both of these tests use final versions of
digitization, trigger, and acquisition elec-
tronics through to the DO host computer.

Not content with all of this activity in
home labs, test beams, and collision hall,
DO has continued its experimentation in ad-
ministrative arrangements. Because of the
realities of the Accelerator schedule and the
current superb operation of the Collider, the
Laboratory and DQhave undertaken a high-
priority push to complete DO in time for the
next Collider run in late 1990. In order to
capitalize on Lab resources, the Fermilab
support of DO was moved (back) from Ac-
celerator Division (AD) to Research Divi-
sion - though retaining much vital support
from AD. Since this schedule acceleration
requires the transfer of some FY90 funding
to FY89, D0 has received considerable scru-
tiny from DOE review committees and has
set a new record for the most ‘‘bottoms up’’
cost estimates in a year. As a result, we can
confidently report that the D@ Detector is a
better bargain than Grade A sirloin at less
than $5 per pound.

After five years of designing, testing,
building, and cajoling, D0 is taking visible
reality with its promise for new discoveries
as bright as ever. Physics at the Far Side is
on the way!
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A flash analog-to-digital converter board (left) for central-detector tracking, with results
from a particle passing through part of the detector (right). The bottom six traces show the
passage of a single particle.
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Data (calculated and Lissajous) from 5-meter-long muon drift chambers located on the
underside of the central iron toroid. The position of muons in the direction of the wires is
determined by measuring the charge induced on cathode pads parallel to the wires.
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Small Collider Experiments

Roy Rubinstein

It is a tradition in this section of the Fermi-
lab Annual Report to remind the reader that,
yes, there really are other Collider experi-
ments in addition to the high-profile CDF
and its upcoming colleague, DO. These other
(low-profile) experiments have the charac-
teristic of studying a physics ‘‘niche’’ -
some particular physics question which the
large, general-purpose detectors are not
ideally suited to study. There are three of
these experiments; in addition we include
here an experiment studying the Collider
itself.

The experiments are the following:

* E-710 ‘‘Measurements of Elastic Scatter-
ing and Total Cross Sections,”” (spokes-
persons: Orear, Rubinstein). Located at EO.

* E-713 “‘Search for Highly Ionizing Par-
ticles,”’ (spokesperson: Price). Located at DO.

« E-735 “‘Search for a Deconfined Quark
Gluon Phase of Strongly Interacting Mat-
ter,”” (spokesperson: Gutay). Located at CO.

* E-778 ‘‘An Experimental Study of the
SSC Magnet Aperture Criterion,”” (spokes-
person: Edwards). Located at the Accelerator
Control Room.

Alert readers of this section might re-

next Plots Beffer Auto

Datalog

e

member that in the 1987 report, there were
descriptions of these experiments, together
with examples of the results just emerging
from the 1987 run. Since then, all have
published preliminary results in Physical
Review Letters; this is shown in the ad-
joining illustration, where brief descriptions
of the data are given in the abstracts. There
are also preliminary results just becoming
available at this time from E-710 in thepp
total cross section at Vs = 1800 GeV, and
from E-735 on a study of A? andA° produc-
tion at the same energy.

Following the 1987 run, all experiments
made equipment improvements based on
their experiences in that run. In addition,
many improvements subsequently made to
the Accelerator have greatly helped the
experiments; these improvements include
increased luminosity, the ability to scrape
the circulating beams to remove halo, and
the movement of injection components
away from the beams following beam
injection into the TEVATRON. At the time
of this writing, the three particle-physics
experiments are taking data in the 1988/89
Collider run.  All indications are that
excellent data is being taken - watch this
space next year!
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Multiplicity Dependence of the Transverse-Momentum Spectrum for Centrally Produced Hadrons
in Antiproton-Proton Collisions at Vs =1.8 TeV

T. Alexopoulos,'®’ C. Allen,'” E. W. Anderson,®’ H. Areti,? S. Banerjee,' P. D. Beery, N. N.
Biswas,"”” A. Bujak,'”’ D. D. Carmony,”’ T. Carter,'"” P. Cole,”” Y. Choi,”” R. De Bonte,"’
A. Erwin,"®’ C. Findeisen,'” A. T. Goshaw,"" L. J. Gutay,” A. S. Hirsch,"”’ C. Hojvat,'? V. P.
Kenney,"" D. Koltick,””” C. S. Lindsey,”” J. M. LoSecco,”” T. McMahon,”®® A. P. McManus,"
N. Morgan,”’ K. Nelson,® S. H. Oh," J. Piekarz,’ N. T. Porile,”®’ D. Reeves,'” R. P. Scharenberg, '
B. C. Stringfellow,”® S. R. Stampke, > M. Thompson,®’ F. Turkot,’” W. D. Walker," C. H. Wang,?
and D. K. Wesson "
V'Department of Physics, Duke University, Durham, North Carolina 27706
@ EFermi National Accelerator Laboratory, Batavia, Illinois 60510
O Department of Physics, lowa State University, Ames, lowa 5001 |
“)Department of Physics, University of Notre Dame, Notre Dame, Indiana 46556
)Department of Physics and Chemistry, Purdue University, West Lafayette, Indiana 47907

) Department of Physics. University of Wisconsin, Madison, Wisconsin 53706
(Received 28 January 1988)

The transverse momentum of charged particles produced within the pseudorapidity range n= —0.36
to +1.0 has been measured in pp collisions at Vs =1.8 TeV. The charged-particle multiplicity of each
event was measured with a 240-element cylindrical hodoscope system covering the range —3.25<n
< 3.25. The average transverse momentum as a function of the average charged-particle density per
unit of pseudorapidity is presented. Events are observed with average charged-particle density as high as
32 per unit of pseudorapidity.

PACS numbers: 13 85 Hd
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Be it ever so humble: portahomes for users at the ‘‘small’’ collider experiments.
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The Theoretical Physics Department
William A. Bardeen

Members of the Theoretical Physics De-
partment have contributed to a broad spec-
trum of the current issues of elementary
physics research during the past year. The
Department continues to play its essential
role in the intellectual life of the Labora-
tory. The group now consists of nine per-
manent members (two are presently on
leave), four Associate Scientists with five-
year appointments, and eight postdoctoral
Research Associates. Fermilab provides a
focus for the research of several faculty
members from surrounding universities as
well as a number of long-term visitors from
universities and research institutes around
the world. In addition, Fermilab has its tra-
ditional Theory Visitors Program, which
provides hospitality and support for a large
number of physicists from the local, na-
tional, and international physics com-
munities. This year has seen a dramatic in-
crease in visits of our colleagues from the
Soviet Union. The Theory Visitors Pro-
gram makes Fermilab a central crossroads
for the exchange of the newest theoretical
ideas. It also provides an opportunity for
useful interaction between the theoretical
community and the many experimental
physicists who find Fermilab the focus of
their research.

The Theoretical Physics Department or-
ganizes the weekly Theoretical Physics and
Joint Experimental-Theoretical Physics Sem-
inars. The group also organizes an annual
workshop for the study of new theoretical
developments of mutual interest. Members
of the Department contribute to the Fermi-
lab Academic Lecture Series, which is ad-
dressed to the broader physics community
at Fermilab. In September, the Theoretical

Physics Department hosted the annual sym-
posium on lattice field theory, °‘Lattice
88,”” which attracted over 200 participants
from around the world to discuss the latest
developments in lattice gauge theory.
Research highlights in 1988 range from
fundamental problems in field theory and
superstrings to supercollider phenomenol-
ogy. A particularly active area of research
involves the application of quantum chromo-
dynamics, the theory of strong interactions,
to relevant physical problems using tech-
niques of perturbative field theory. Ellis
has focused on the hadroproduction and
photoproduction of heavy flavors where
complete calculations of the first non-
leading corrections to the cross section have
been achieved. These calculations have led
to a precise bound on the mass of the top
quark from UA1 data and will be essential
to the analysis of the new data from the cur-
rent run of the CDF detector. Arnold and
Reno have completed a complex perturba-
tive analysis of the second-order correc-
tions to the production cross sections of W
and Z bosons with high transverse momenta.
Parke and Mangano have exploited the struc-
ture of string theory amplitudes to develop
approximate estimates of cross sections for
multiparton processes in hadron colliders.
Their results will have direct implications
for understanding the backgrounds for dis-
covery physics in the CDF Collider. The
interplay between string models and field
theory is being extended to the higher loop
order by Kosower. Other perturbative cal-
culations include the study of soft gluon
contributions to the inclusive Drell-Yan
cross sections (K-factors) by Mackenzie,
the study of Higgs boson production by



Golden, and the analysis of B meson decay
processes by Grinstein. Using the large N,
approximation, Bardeen has continued a
study of the effects of strong interaction dy-
namics on the weak decay matrix elements
for K meson decay amplitudes. Lindner
and Albright have made a systematic study
of the renormalization effects on the phenom-
enological structure of fermion mass matrices
in the Standard Model of electroweak inter-
actions and the implications for the recent
observations of weak mixing in the B meson
system. Higher order bounds on the Stand-
ard Model parameters have been extended
by Lindner with implications for the avail-
able range of top quark and Higgs masses.
The lattice formulation of quantum
chromodynamics provides a unique method
for the systematic analysis of strong dy-
namics in the non-perturbative domain. The
Theoretical Physics Department and the
Advanced Computer Program have collab-
orated on the development of a computing
engine for serious lattice gauge theory cal-
culations. During the past year, the soft-
ware for this machine has been written and
the hardware designed and built. Currently
the collaboration is finishing debugging on
a small-scale, 16-node (320 megaflop peak
speed) parallel computer and is looking for-
ward to the construction of a 256-node sys-
tem in the next year. Hockney has led the
development of the software system, called
CANOPY, which will provide a flexible
operating environment for lattice gauge cal-
culations. Mackenzie has focused his ef-
forts on developing physics software and
algorithms for the project. A full program
of physics applications for the complete sys-
tem is being developed by a group includ-
ing Eichten, Mackenzie, Hockney, Thacker,
and Kronfeld of the Theoretical Physics De-
partment. Analytic studies by Eichten and

B. Hill will permit extensions of realistic
numerical calculations to heavy quark systems.

Progress has also been achieved in more
formal areas of particle-physics research.
Itoyama and Thacker have completed an
analysis of the Virasoro algebra structure
which they discovered in certain two-
dimensional, integrable systems and which
may have important implications for strings
and conformal field theories. Maillet has
developed extensions to the algebraic struc-
tures used in the formulation of multi-
dimensional integrable systems. Griffin has
extended parafermion methods for solving
nontrivial conformal field theories which
may be used to study superstring compac-
tification problems. Taylor has focused on
the large quantum corrections to the long-
distance behavior of superstring models which
cause the running of coupling constants and
other interesting physical phenomena. Pisarski
has continued the analysis of Polyakov string
models and other consistent alternatives to
the standard theories of fundamental strings.

The interface between astrophysics, cos-
mology, and particle physics has been a
productive area of research, particularly at
Fermilab with the proximity of the Theo-
retical Astrophysics Group. C. Hill has con-
tinued his study of cosmic strings and field
theories defined in curved background spaces.
He has joined Grinstein in a study of the
phenomenological implications of ‘‘worm-
hole’’ physics based on Coleman’s treat-
ment of the wavefunction of the Universe.
K. Lee has also studied the physical impli-
cations of wormholes but in the context of
axion models with emphasis on the proper
interpretation of vacuum wavefunctionals.
Problems associated with baryon number
production in the evolution of the Universe
were studied by McLerran and Arnold.
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The future research of the Theoretical
Physics Department will continue to involve
a broad spectrum of physics issues from the
questions of direct phenomenological inter-
est to the more formal aspects of quantum
field theory and superstrings. The antici-
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The Theoretical Astrophysics Group

Edward W. Kolb

We are pleased to report that 1988 was a
year of continued expansion of both the Uni-
verse and the Fermilab Theoretical Astro-
physics Group. The year saw the continua-
tion of research directions that have proved
successful in the past, as well as the explo-
ration of new avenues of research in the
particle/astrophysics area.

The success of any research group is
determined by the people in the trenches
doing the physics. Senior appointments in
the cosmological trenches at Fermilab are
Edward Kolb and Michael Turner. In addi-
tion to Kolb and Turner, David Schramm of
the University of Chicago spent the month
of September in residence at Fermilab. The
year started with Andy Albrecht and Neil
Turok as Associate Scientists. In Septem-
ber, Neil left Fermilab for a faculty position
at a small, liberal arts finishing school in
Princeton, New Jersey, and Joshua Frieman
left SLAC to join our Group as an Associ-
ate Scientist. In 1988, three research fel-
lows on foreign fellowships left the Group
and we welcomed another. Phillipe Jetzer
said good-bye to the prairie of Fermiland
for the hills of Switzerland as a research
fellow at the world’s second most powerful
accelerator laboratory. Frederique Grassi
finished her French CNRS fellowship at
Fermilab and accepted an appointment at
the University of Illinois in Champaign-
Urbana. Sirley Marques returned to Brasil
to continue research in the area of general
relativity. Armando Perez of the University
of Valencia was awarded a Fullbright Fel-
lowship to study abroad. We are happy to
welcome him to Fermilab. Our elite corps
of postdocs now consist of Edmund Cope-
land, Angela Olinto, Ruth Gregory, Dongsu

Ryu, and David Haws. Kim Griest, a post-
doc in the Astronomy and Astrophysics De-
partment of the University of Chicago, has
continued to play an active role collaborat-
ing with members of the Group on a num-
ber of projects. We will miss our departing
postdocs: Jamie Stein-Schabbes, David
Bennett, Marcelo Gleiser, and Albert Steb-
bins. We wish them the best in their scien-
tific careers.

The Astrophysics Group continued the
tradition of May workshops in particle astro-
physics. Our workshop this spring was on a
subject of interest to both particle physi-
cists and astrophysicists: ‘‘QCD in Astro-
physics.”” We are already hard at work plan-
ning the 1989 May workshop: ‘“Wormhole
Physics.”” We expect the wormhole work-
shop to be the most successful one we have
ever had. Several members of the Astro-
physics Group and Theory Department are
already actively working on wormhole
physics. Do not be surprised to find a num-
ber of people on the third floor of Wilson
Hall caught up in wormhole mania by May.

The 43 publications by members of the
Astrophysics Group in 1988 reflect the di-
verse interests of the Group. Angela Olinto
continues to work on strange-quark matter,
a subject that might have observational con-
sequences for astronomy and high-energy
physics. Dongsu Ryu is hard at work de-
veloping the numerical tools necessary to
model the evolution of structure in a uni-
verse with elementary particle dark matter.
Ruth Gregory is modeling the interactions
of matter with cosmic strings. The subject
of cosmological phase transitions continues
to be an area of active research in the
Group. David Haws, Ed Copeland, Rocky



Kolb, and Josh Frieman all worked on the
phenomenology of cosmological phase tran-
sitions. Andy Albrecht and Neil Turok have
just completed a massive computer effort
simulating the cosmological evolution of a
network of cosmic strings. The run has just
completed and they are in the process of
analyzing the data. We all expect new and
interesting results from the effort. We
would also like to acknowledge the coop-
eration of the Fermilab Computing Depart-
ment in the project. Mike Turner and Dave
Schramm (with occasional contributions
from Chris Hill of the Theory Department)
continue to lead the effort in large-scale

structure. Supernova 1987A is fading in
brightness but not in interest. Kolb, Schramm,
and Turner continue to exploit this remark-
able event to limit the properties of elemen-
tary particles.

Over 40 visitors to the Astrophysics
Group in 1988 have given seminars and col-
loquia, collaborated with members of the
Astro and Theory groups, and in general,
contributed to the intellectual atmosphere
of the Laboratory. Group members con-
tinue to be active in Saturday Morning
Physics, Academic Lectures, and other pro-
grams of the Laboratory.










Reseach Division Support Departments and

Highlights of the Fix

ed-Target Program

Peter H. Garbincius and Kenneth C. Stanfield

The Fermilab Research Division assists
in the planning of the Laboratory’s physics
program and provides strong, direct support
to all aspects of this program. This in-
cludes direct support of the fixed-target ex-
periments and beamlines, direct support of
the Collider experiments, computing for all
aspects of the physics program, and theo-
retical physics and astrophysics. One of the
highlights of this past year was the return of
the DO project management to the Research
Division from the Accelerator Division.
This was done in order to provide an in-
creased level of support through redirection
of Research Division effort.

In order to carry out its mission, the Re-
search Division is organized into depart-
ments with specific programmatic respon-
sibilities plus support departments. The
former category contains the Collider De-
tector Department, the D0 Construction De-
partment, the Theoretical Physics Depart-
ment, and the Research Facilities Depart-
ment (primarily responsible for planning
and coordinating the Fixed-Target Physics
Program). The support departments are the
Computing Department, the Administrative
Support Group, the Cryogenics Department,
the Advanced Computer Program, the
Electronics/Electrical Department, the Me-
chanical Department, the Site-Operations
Department, and the Safety Group. The
support departments provide expertise and
resources to the users and other depart-
ments in the Division in overall support of
Fermilab’s physics program.

There have been some important
changes in the leadership of Research Divi-
sion departments during this year. The D0

project was reorganized when it joined the
Research Division. Paul Grannis and Roger
Dixon are now Co-Project Managers. Roger
Dixon became Head of the DO Construction
Department with Gene Fisk serving as Deputy

Department Head. In addition, Gene became
a Deputy Spokesperson for the DO collab-
oration. Paul Grannis continues as Spokes-
person. Thornton Murphy has joined the D0
Construction Department as Associate Head.
Rich Stanek replaced Thornton as Head of
the Cryogenics Department. Roy Schwit-
ters stepped down as Co-Spokesperson and
Co-Department Head at CDF. The Depart-
ment has been reorganized with Bob Kephart
as Department Head and John Cooper as
Deputy Department Head. The Collabora-
tion elected Mel Shochet to serve as Co-
Spokesperson along with Alvin Tollestrup.
Peter Cooper and Joel Butler have joined
the Computing Department as Associate
Department Heads and Vicky White has
been promoted to Associate Head. Ed Bar-
sotti has been named Deputy Head of the
Electronics/Electrical Department under
Bob Trendler.

Reports from the leaders of the Collider
Detector Department, the DO Construction
Department, the Theory Department, the
Computing Department, and ACP group
will be found elsewhere in this report.
Here, we will get the perspective of the Re-
search Facilities Department regarding the
on-going efforts in support of the Fixed-
Target Physics Program, as well as the per-
spective of the leaders of the other support
departments.

From our point of view, this past year
has been immensely successful. We have



seen the completion of a most successful
fixed-target run which was the first to util-
ize the full complement of TEVATRON II
beams and experiments. As the Director
noted earlier in this report, this run accumu-
lated over 35,000 data tapes. The long and
successful career of the 15-ft Bubble Cham-
ber came to a conclusion with 3,000,000
pictures during its lifetime and 200,000
holograms during this last run. In addition,
the remainder of the approved Neutrino pro-

gram was completed. An accelerated sched-
ule for DO was adopted which will enable
the first physics run to begin in late 1990.
In collaboration with the Accelerator Divi-
sion, CDF is exceeding all goals set for this
run.

Let us now hear from some of the dedi-
cated leaders of the Research Division who
helped make 1988 one of Fermilab’s best
years ever.
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The Research Facilities Department

David F. Anderson, Stephen Pordes, and Raymond J. Stefanski

The Research Facilities Department is
organized into three groups: the Beams
Group, the Facilities Support Group, and
the Particle Detector Group. The Beams
Group serves as liaison with fixed-target
experiments, designs and commissions beam-
lines for operation, and carries out functions
for long-term planning. The Facilities Sup-
port Group provides technical assistance to
experiments and facilities. The Particle De-
tector Group carries out the design and de-
velopment of new techniques for high-
energy physics research.

In the past year the activities of the
Beams Group have been directed toward the
future. The Group has been developing
beam designs for the 1989 run, evaluating
experiments for future runs, and participat-
ing in the development of new experiments
for the Laboratory. New beam design in-
volves modifications to existing beams re-
quired by changes in the experimental pro-
gram. In particular, a new design for a
transport system for PWest has been com-
pleted to transmit 900-GeV protons to the
High Intensity Lab for E-771. The PEast
beam will have its energy increased to 500
GeV based on the design work carried out
this year. This beam will be used by E-791
at the Tagged Photon Lab. The Wide Band
beam will deliver nearly twice the number
of photons for E-687 and E-683, due to a
novel design that will allow both positrons
and electrons to be delivered to the lead
converter. A new muon beam has been de-
signed and will be ready for the 1989 run
for E-782 using the Tohoku Bubble Cham-
ber. This beam will deliver around seven
muon pings per spill for the bubble cham-
ber. The MWest beam has been re-designed

to transmit a greater yield of particles at
530 GeV, the operating energy of E-706
and E-672. Considerable effort has also
gone into reconciling the differences in beam
tune as delivered from the Switchyard to
the three experimental areas. Understand-
ing this primary transport system is impor-
tant for the delivery of beams to the ex-
perimental areas with minimal losses.

The Group has also been involved in de-
veloping a better understanding of our test-
beam needs for the future. Because the Lab
provides test-beam facilities for CDF, D0, a
detector for HERA, and for SSC R&D, the
test-beam program has become much more
active than in the past. This will require
that the MBottom beam be revived for the
89 run, and design work is in progress to
achieve this end. An effort is also in pro-
gress to find ways to fit in additional users
in the MTest beam along with CDF and
T-755.

New experiments that were approved in
the last year represent additional liaison
work for the Beams Group. The approvals
for E-771 and E-791 required that the spec-
trometer magnets in the High Intensity Lab
and in the Tagged Photon Lab have their
coils rebuilt because of aging effects. The
Beams Group provides coordination with
the Magnet Facility for this effort. The ap-
provals for E-771 and E-781 require the de-
velopment of new VLSI electronics for the
detectors. The Beams Group helps with co-
ordination for the development and testing
of these new devices. The installation of
new experiments such as E-774, E-789, E-
773, E-761, E-781, and E-791 require
liaison work provided by members of the
Beams Group.



The Beams Group is also involved in
the development of new research programs
for Fermilab. In particular, in the last year,
the Group was involved in developing a
proposal to carry out R&D for a new col-
lider detector dedicated to do ‘‘bottom’’
physics. The Group was involved in the spec-
trometer magnet design, computer event
simulations, developing an interface with
the TEVATRON, and developing details for
a particle identification system. In addi-
tion, the Group helped to enumerate the
fixed-target opportunities for a new 150-
GeV main injector. These involve the pos-
sibility of bringing up the fixed-target ex-
periments and operating test beams during a
Collider run, and providing opportunities
for a kaon factory, high-rate neutrino ex-
periments, or new polarized proton experi-
ments. The Group’s involvement in these
activities evolves naturally from its design
work on beams and experiments.

The Group also maintains and improves
the beamline design software packages
called TRANSPORT, TURTLE, and HALO.
These routines are used for external beam
design, including primary, secondary, and
tertiary beams. This year, an effort was be-
gun to interface these routines with a gen-
eralized input package to help streamline
the process of preparing engineering draw-
ings for the beamlines. Members of the
Beams Group have also been instrumental
in the development of software systems for
the cryogenic control system, the applica-
tions programs for the beamline control sys-
tems, and for support software for the
Alignment Group.

The Facilities Support Group is respon-
sible for the operation of experimental fa-
cilities and for providing technical assis-
tance to experiments within the Research
Division. The Group provides the Ziptrack

magnetic-field-measurement apparatus and
support for the operation of the Tagged
Photon Lab Spectrometer (E-791), and the
MWest spectrometer (E-706/E-672). With
the help of the Mechanical and Site-Oper-
ations Departments, a new Ziptrack was
built in the last year to provide for a more
reliable mechanical structure and a more
modern computer interface. The Tagged
Photon Lab spectrometer is being refur-
bished and improved for E-791. This
Group is also involved in the construction
of the calorimeter and other detectors for
E-760. The Group is involved in setup of
the new scintillation fiber facility and in
production of the scintillating fiber for the
E-687 calorimeter. In addition, this Group
is leading the design and development of a
beam-spill structure monitor. This will
give operators an online reading of any
anomalous structure that exists within the
spill due to power supply ripple or other
causes.

Within the Facilities Support Group, the
Electronics Group provides special-purpose
electronic modules to experiments. Exam-
ples are the high-voltage controller for E-
760, the rf clock countdown module for E-
687, and the LED pulser system for E-665.
It is developing a standard status display
and alarm system to allow experiments to
have a central monitor of their critical sys-
tems (e.g., gas, high and low voltages).
The Group has made a small contribution to
the Application Specific Integrated Circuits
project and is heavily involved with the
new fast encoding and read-out ADC’s de-
signed in the Physics Section.

Also within the Facilities Support
Group, the Mechanical Group services ex-
perimental facilities, and runs Lab 6, which
provides mechanical support to experi-
ments, including E-740 (D0). The Group



also collaborates on the design of experi-
ment gas systems and is generally responsi-
ble for building and installing them.

The primary role of the Particle Detec-
tor Group is to develop new detector tech-
niques, many of which will be used in fu-
ture high-energy physics experiments. This
Group has also taken on a major role in the
construction of a tungsten-scintillation fiber
electromagnetic calorimeter for E-774, and
the construction of a much larger calorimeter
for E-687. These devices will be made
ready for the ’89 run.

In the last year, a substantial part of the
Particle Detector Group’s effort has been in
plastic scintillator R&D. This includes work

on the development of dopants that will in-
crease the amount of scintillation light pro-
duced, the attenuation length of fibers, and
improvements in the resistance of the scin-
tillator to large amounts of radiation. The
Group also makes clad fiber preforms that
can be used to draw scintillating fibers.

The Particle Detector Group has also
applied for a patent for a new crystalline
scintillator, whose main application is in
Positron Emission Tomography (a field of
nuclear medicine) and possibly in high-rate
experiments in physics. Work is also ongo-
ing in the development of a new crystalline
material, which may be used as a very fast
and compact electromagnetic calorimeter.
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The Cryogenics Department
Richard P. Stanek

The Cryogenics Department is responsi-
ble for the design, fabrication, and oper-
ation of cryogenic systems in the Research
Division. These systems include super-
conducting magnets, liquid hydrogen tar-
gets, and liquid argon calorimeters. To
accomplish this mission, the Department is
organized into two groups: the Operations
Group, and the Projects and Support Group.

This past year was characterized as one
of accomplishment and change for the De-
partment. It marked the end of a very suc-
cessful fixed-target run and a changeover to
operations of the CDF superconducting
magnet. It heralded the end of an era for
the 15-ft. Bubble Chamber and the start of
new assignments for many of the chamber’s
personnel. It saw the completion of Experi-
ment 772 with its deuterium target and the
planning of five new targets. In short, it
was a year in which the operation of the cryo-
genic systems reached new levels of relia-
bility and the stage was set for further up-
grades to the existing systems and the
installation of several new systems.

Operationally, the fixed-target cryogenic
systems performed more efficiently than at
any time in the past. Lost beam time for
the Meson and Proton lines was kept to a
minimum. Planning is under way to im-
prove system performance by installing on-
line equipment backup, adding contam-
ination filtering, and implementing a new
control system. The CDF system, after a
somewhat shaky start, operated without in-
cident and has now run for the longest
trouble-free period yet recorded.

February 1, 1988, marked the end of an

era when the 15-ft. Bubble Chamber, the
last large cryogenic chamber, completed its
seventeenth and final experiment, E-632. A
last, old-fashioned Bubble Chamber party,
the ‘15 Foot Fest,”” was held to celebrate
the decommissioning. Several long-time
experimenters and early chamber builders
spoke and recounted tales of the good old
days. The soon-to-be-published proceedings
should be a fitting tribute to the remarkable
technology which served the physics
community so well for so long.

The hydrogen target effort was aided by
the compilation of the ‘‘Guidelines for the
Design, Fabrication, Testing, Installation
and Operation of LH, Targets’’ document.
This represents the most formalized and
complete hydrogen target standard ever
written. This standard comes just in time,
with new hydrogen targets ‘‘on the board’’
for E-665, E-683, E-687, E-690, and E-704.
Improvements in these systems will come
from equipment and instrumentation up-
grades along with a better understanding of
operating parameters. A 1-liter hydrogen
target was built and delivered to the Uni-
versity of Illinois for operation at their
accelerator.

Planning for the next fixed-target run
included the installation of the E-704 hydro-
gen/polarized helium target system and the
fabrication of the Big Test Beam Calorimeter
for the DO experiment. Additional projects
which are scheduled to continue include
modifications to the test stands for SSC
prototype superconducting magnets and the
conceptual design of a large superconducting
solenoid for SSC experiments.



Banks of scintillation counters for E-705, placed in perspective by Merrill Jenkins (Fermilab).
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The Electronics/Electrical Department

Robert C. Trendler

The Electronics/Electrical (E/E) Depart-
ment is responsible for much of the design,
development, implementation, and main-
tenance of the electronic and electrical de-
vices that are used in the experimental
areas. Examples of these devices are radia-
tion and electrical interlocks, beamline
controls, power supplies, beam instru-
mentation and safety electronics. 1988
began with a fixed-target run in full swing.
Most of the E/E Department people were
deeply involved with helping to make this
run Fermilab’s most successful. Besides
the effort needed to keep the systems
operational, considerable direct support was
given to the experimental groups. An
example of this is the installation, at E-687,
of the Department-designed, IR-100 Award-
winning Video Data Acquisition System,
which allowed, for the first time at
Fermilab, observations of scintillating fiber
target tracks. Other examples include: the
implementation of a Fermilab standard
event identification system for use by all
experiments; the reliability upgrade of the
E-705 Cluster Finder; the completion of the
design and prototype testing of the CDF
Event Builder, which should eventually
provide significant event-rate enhancement;
and the production and commercialization
of several CAMAC modules for use by
many experiments.

With the end of the fixed-target run in
mid-February, the E/E Department shifted
gears.  Maintenance and upgrade work
started immediately and new project devel-
opment began in earnest. During the rest of
1988, several hundred power supplies were
upgraded, computer monitoring of all beam-
line enclosures and safety devices was

completed, and countless other devices
(motor controllers, instrumentation, etc.)
were upgraded. Even with all this, another
very important milestone was achieved; the
beamline control system upgrade, EPI-
CURE, is in full operation. The experi-
mental areas now have a control system that
integrates all controls: power supplies,
cryogenic systems, etc. The control system
is part of a broad network that allows
experimenters and operators unprecedented
access to and control of beamline devices.
Control-system workstations will permit
operators to monitor and control the beam-
line parameters with significantly improved
efficiency. These control-system develop-
ments required important advances in soft-
ware and hardware implementation. New
microprocessors, such as the 80386, were
used in a number of hardware implementa-
tions. New power supply and vacuum con-
trollers, among others, have been designed
and built for enhanced beamline operation.
Even though there is much still to be done,
this is an important milestone and we look
forward to improved operation in future
runs.

The broad responsibilities of the E/E
Department continue to require active sup-
port for many of the other departments in
the Research Division and elsewhere at Fer-
milab. These include controls, electro-
mechanical design, FASTBUS design,
power-system design, and general electronics
design support. A large commitment to the
D0 experiment is ongoing. Among the tasks
being done for D0 are: 28,000 hybrid cir-
cuits and 400 motherboards for the muon
chambers, electrical power system design,
the DO master clock system, and drafting
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and technician support. In the experimental
areas, major changes are planned in the
Proton and Neutrino areas requiring, in
some cases, civil construction work. The
electrical design necessary for the imple-
mentation of these upgrades has been com-
pleted. Except for installation, controls,
radiation interlocks, etc., requirements are
complete.

In other areas, electrical design and in-
stallation effort for the Loma Linda medical
accelerator is ongoing and the E/E Depart-
ment Printed Circuit Facility continues to
supply large numbers of prototype quality
printed-circuit boards and films for all of
Fermilab. Additionally, they construct
specialized beam detectors (SWICS, ion
chambers, beam foils, etc.) for Fermilab
groups and experiments.

It is the four major groups in the E/E
Department that fulfill these responsi-
bilities: the Power Systems and Interlocks
Group, the Electronics and Instrumentation
Development Group, the Data Systems
Group, and the Controls Group. Each of
these groups have design and maintenance
responsibility, and each also has access to
several commercially procured, computer-
aided design/computer-aided engineering
(CAD/CAE) systems to assist them with
their design work. CAD/CAE systems are
an integral part of modern electrical engi-
neering practice, and consistent upgrade of
these systems is imperative. Advanced soft-
ware tools are also essential for continued
development success. The groups also have
responsibility for a number of new research
and development tasks. Examples include
Application Specific Integrated Circuits
(ASIC) and data acquisition system pro-
posals for the proposed Bottom Collider
Detector and SSC projects, significant new

software implementations, new develop-
ments in electromechanical control, in-
novative beam detection devices (spill
structure monitors, ‘‘glowing screen’’ de-
tectors, etc.), high-speed fiber-optic data
transmission research in collaboration with
the Japanese, and research studies of new
data acquisition architectures.

A major initiative, begun last year, is
the enhancement of the Department’s micro-
electronics capability. Additional personnel
and computer-assisted design tools have
been added to the effort. Even though
staffing and design-tool limitations restrict
our ability to respond, and requests from
experimenters for chip development exceed
present capability, the Department has made
impressive progress. For example, Fermilab-
designed ASIC’s developed for E-771 will
have wide application throughout high-
energy physics. The development of ASIC’s
using high-speed bipolar transistor arrays is
becoming commonplace. Significant pro-
gress with CMOS ASIC design has also
been made. Other important parts of the
microelectronics effort include: performing
in-depth studies of radiation damage to
various custom integrated -circuits used
primarily in vertex detectors; developing
techniques for using existing chips in new
configurations; developing and evaluating
new chip architectures for data acquisition
systems; and evaluation of a broad range of
commercially available integrated circuit
processes.

The E/E Department is looking forward
to 1989. We are developing equipment and
systems for Fermilab and its experiments
that will require the best from us. We
eagerly anticipate the opportunity to work
on leading-edge hardware and software
projects.
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The Mechanical Department
John F. Lindberg

The Mechanical Department assumes re-
sponsibility for essentially all the mechani-
cal workings of the experimental areas,
including all the beamlines and experi-
mental facilities. New physics projects are
generally initiated in the Department, in-
cluding concept design, design engineering,
fabrication, and assembly. In addition, the
Department supports other groups by carry-
ing out maintenance operations. To a great
extent, the target areas for all beamlines are
designed, built, and maintained by the Me-
chanical Department. Radioactive handling
is a Department responsibility and is carried
out in a facility called the Target Service
Building. Currently, this is the only dedi-
cated radioactive handling facility at the
Laboratory.

Though the major portion of 1988 has
been a shutdown year for the Fixed-Target
Program, a great deal of activity has taken
place. Two intense efforts in process are
support of the DQtest area in the Neutrino
Area and the installation of E-760 Phase I
and II in the Antiproton Source at AP-50.
Experiment 760 Phase I was only a test; we
are continuing with not only modifications
to the Phase I detector, but ongoing design
of the Pb glass calorimeter detector, Phase
II. Phase I and Phase II detectors will be
““married’’ for the late 1989 run.

Many modifications were and are being
made in the Meson Area. The Meson Target
Train was pulled and refurbished. Modi-
fications to the MTest, MWest, MPolarized,
and MEast beamlines were started and are
continuing in these areas. Experiment up-
grades are also in process. A new experi-
ment (E-789) is being installed in the
MEdast line.

Many modifications were and are being
made in the Meson Area. The Meson Target
Train was pulled and refurbished. Modi-
fications to the MTest, MWest, MPolarized,
and MEast beamlines were started and are
continuing in these areas. Experiment up-
grades are also in process. A new experi-
ment (E-789) is being installed in the
MEdast line.

The Neutrino target area has been re-
configured to support the new family of
experiments in Neutrino. These include
experiments in the NWest test beam (E-
740), NK beam (E-782) and NEast (E-690).
Tests of Zeus calorimeter modules are also
scheduled to be carried out in Lab E. These
modules will be used in HERA at DESY.
NMuon-line modifications are complete and
the beamline is ready to run.

A number of beamlines in the Proton Area
(PWest, PEast, and PCenter) are undergoing
major changes. Aside from beamline changes
in PWest and PEast, the analysis magnets for
these areas are also being completely
reworked. The wideband beam, PBroad-
band, is undergoing some major construction
changes which are scheduled to be completed
in FYB9. A new experiment on this
beamline, E-683, is also being installed.

Special projects associated with the
experimental areas are also a Department
responsibility. The mechanical design and
fabrication of a precise magnetic field meas-
uring device, Ziptrack II, was completed
this year. Tooling for the manufacture of
scintillating fibers was designed and built
in-house. An Advanced Computer Program
tape drive and loading system is currently
in design/fabrication with prototype testing
scheduled for mid-FY&9.
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1988 ushered in a new engineering and
design era for the Mechanical Department,
with considerable effort being devoted to
learning and applying ICEM computer-
aided drafting to our work. The Laboratory

as a whole will be switching from ICEM to
IDEAS software sometime during 1989, so
the Mechanical Department will continue to
upgrade its skills in CAD and CAE.
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The Site-Operations Department

Gregory Bock

The various groups of the Site-Opera-
tions Department (SOD) are responsible for
much of the installation and support of the
fixed-target experiments and the operation
of the beamlines. While one SOD group
(Alignment) has always had a much wider
sphere of responsibility - being responsible
for alignment and survey throughout the
Laboratory - this past year saw the respon-
sibility of the other groups in the Depart-
ment also moving outward: helping electri-
cal power and controls at the new Feynman
Computer Center, assisting with the instal-
lation of the Loma Linda medical accel-
erator, and increasing our involvement in
the support of the Collider experiments.

During the nine-month fixed-target run,
the Operations Group ran the 15 beamlines
to the 16 experiments, including test beams
and areas for the CDF and DQexperiments.
The SOD support groups were doing their
part to keep things running throughout
while busily installing E-760 in the Pbar
Source.

After the shutdown, many of the Opera-
tions support groups began working on pro-
jects directly related to the new EPICURE
control system being developed by the E/E
Department for the fixed-target beamlines.
Operators helped construct, and began to
operate, the new Ziptrack developed by the
Research Facilities Department. Late in the
year, this Group took on the responsibility
for the on-shift monitoring and operation of
the CDF HV system during the Collider
run.

Other groups began similarly diverse
activities, including readying plans for ma-
jor new construction projects in the PBroad-
band beam and for a new beamline, NK, in
the Neutrino Area. A major effort has been

in the construction of the DO muon cham-
bers, requiring assistance from most of our
groups - alignment fiducials, transportation
and storage, assembly, and leak checking.
Alignment control system work, including
new automated field procedures and data
base development, are already in early use
for installations of major new beamline
upgrades in the four Proton Area beamlines.

The site has had a face lift of painting,
landscaping, and blacktopping. We com-
pleted our new office area at the Proton As-
sembly Building and moved in, consolidat-
ing three of our six locations around the
Laboratory into one. We’ve made good pro-
gress in controlling water leaks in en-
closures and roofs (yes, we know there are
still some out there), and began to tackle the
noise pollution problem in counting rooms.
Ongoing safety inspections continued -
we’ve nearly finished a systematic inspec-
tion and documentation of all the power
panels in the experimental areas, and cata-
logued, tested, and documented all lifting
fixtures.

At the beginning of 1989 we will be re-
turning most of our efforts to the experi-
mental areas. The new low-conductivity
water cooling system for PBroadband and
PEast will be finished soon. Major new ex-
perimental installations requiring large ef-
forts include E-761 in the PCenter beam-
line, E-690 in the modified NEast beamline,
E-782 in the new NK line, E-771 in the new
PWest beamline, and E-683 in PBroadband.
Upgrades to continuing experiments E-
706/E-672, E-665, E-687, and E-704, as
well as the test-beam areas, are expected.
We are anxious to help make the next fixed-
target run even more successful than the last.
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The Research Division Safety Group

J. Donald Cossairt

The Safety Group is responsible for
assuring that all activities in the Research
Division comply with Laboratory safety
policies in the most efficient manner pos-
sible. The emphasis in this Group is to
support the safe performance of the experi-
mental program. This work involves consid-
erable interaction with all departments of
the Division and with the Safety Section.
An important element of the effort is to
maintain a deep understanding of the
experimental program and its goals through
involvement with all facets, from con-
ceptual design to completed project. Many
safety problems are posed by modern high-
energy physics experiments in the areas of
fire protection, industrial hygiene, environ-
mental protection, general industrial safety,
and radiation safety. Often these hazards
are present simultaneously and the solutions
have to be carefully thought out in order to
resolve conflicts.

During this past year a major effort has
been undertaken to upgrade the fire pro-
tection systems in all experimental areas.
The motivation for this is to protect the
costly high-energy physics instrumentation
from damage as well as to protect per-
sonnel. A new type of smoke-detection
system called VESDA (very early smoke
detection apparatus) is being installed in
most of the experimental halls. This system
passes air drawn from the building into the
beam of an intense xenon lamp. Partic-
ulates such as combustion products are then
detected by the reduced transparency of the
air in the light beam. One such device can
provide a reasonable degree of sensitivity
for a large portion of a major experimental
hall. Additional portions of this project in-

clude the installation of conventional smoke
detectors and the introduction of automatic
sprinklers in buildings which do not already
have them. The Safety Group also partici-
pated in the development of improved flam-
mable gas systems for experiments.

Efforts in the area of industrial hygiene
and environmental protection continued in
earnest this year. A number of problems
associated with the R&D efforts of the Part-
icle Detector Group of the Research Facil-
ities Department were solved. Increased
national interest in the area of environ-
mental protection has had a corresponding
effect upon our concerns and efforts dealing
with hazardous- and special-waste disposal.
Continuing efforts in oxygen-deficiency-
hazard control this year involved the Group’s
participation in the upgrades to the fixed
oxygen monitor system.

Industrial safety efforts continued in the
form of numerous inspections, including
many done with great success by the vari-
ous department heads. Our efforts to con-
trol the fabrication of pressure vessels and
cryogenic systems through the application
of Laboratory engineering standards con-
tinued. Lifting fixtures and crane-load tests
are monitored throughout the year.

In radiation safety, continuing efforts
are made to keep abreast of program modi-
fications in order to assure proper design of
shielding and provision for appropriate
radiation-safety interlocks. This involves
much close work with the Research Facil-
ities Department and the Electronics/Elec-
trical Department. During the most recent
fixed-target run, a large number of mea-
surements of the muon radiation fields were
made in collaboration with the Safety Sec-
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tion. The results were compared to calcu-
lations using the updated program of Van
Ginneken, CASIM, with satisfactory results.
Extensive measurements were carried out of
the airborne radioactivity produced by the
targeting of beams both in the fixed-target
areas and, in collaboration with the Safety
Section and the Accelerator Division, at the
Pbar Source. These results, too, have been
successfully compared with calculations
and will further our understanding of such
problems in future operations of the
program.

Improvements in the radiation detector
monitoring system are continuing. A major
new project is that of supervising work with
uranium in support of the DQ effort. Many

procedures have been developed by the Ac-
celerator Division to deal with the problems
presented by this material. The transfer of
this activity to the Research Division allows
us to use the work done in the past as a
basis for dealing with the ongoing safety
concerns of the present with respect to the
uranium work.

An important component of our safety
program continues to be training. We train
many individuals and groups in specific
safety topics. Special instruction is pro-
vided to new employees as they join the
Division. A good deal of informal training
is done while conducting the many safety
inspections and through the distribution of
written materials.
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The Administrative Support Group

Barbara K. Edmonson

The Administrative Support Group (ASG)
is comprised of the 22 secretaries and ad-
ministrative assistants who serve the depart-
ments in the Research Division. In addition
to their regular assignments members of the
Group provided support for three major
conferences during 1988: the 1988 Sym-
posium on Lattice Field Theory: Lattice 88
at Fermilab in September; the IEEE Confer-
ence in Orlando, Florida, in November; and
the Workshop on Scintillating Fiber Detec-
tors for the SSC, held in the Chicago area

in November. Members also serve as:
Training Project Coordinator for oxygen-
deficiency-hazard training, secretary to the
Mass-11 Users’ Group, member of the Lab
Furniture Committee, and Emergency Floor
Wardens.

As the ASG enters its third year as an
organizational entity, the combined ability
of its members to provide coordinated, stan-
dardized support to all departments in the
Research Division continues to increase the
efficiency of the Division.
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Dedication of the Feynman Computing Center
Fermi National Accelerator Laboratory
December 2, 1988
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The Computing Department

Jeffrey A. Appel

For the Computing Department, 1988 was
a year of expansion: expansion of staff, ex-
pansion of physical space, and expansion of
responsibility.

While people are the most significant
part of the Department, the most visible ex-
pansion is the new Feynman Computing
Center. The Center was dedicated on Decem-
ber 2, 1988. In attendance were members
of the family of Richard P. Feynman, Nobel
Laureate, inspiring teacher, and one of the
most outstanding physicists of our age. The
building is an elegant, three-story structure
of approximately 74,000 square feet. It pro-
vides room for the growth necessitated by
the increasing importance of computing to
the pursuit of high-energy physics, the field
to which Richard P. Feynman contributed
so much.

The building’s pre-cast concrete back-
bone is supported on a steel frame, as is the
north-facing glass facade. The pre-cast
panels provide both protection from the
heat of the sun and a reflection of the grace-
ful sweep of Fermilab’s Ramsey Auditor-
ium, as well as a reflection of the tastes of
Robert R. Wilson, Director Emeritus of Fer-
milab and architectural consultant for the
Center. Construction of the Feynman Com-
puting Center was funded as part of the Fer-
milab Central Computing Upgrade Project,
a Congressional Line Item in the federal
budget.

The expansion of responsibilities of the
Computing Department continues a trend of
many years’ duration. Nevertheless, the
trend has significantly picked up steam in
1988. As early as the report by the Ballam
Committee in 1983, it was recognized that
Fermilab computing would need a signifi-

cant infusion of manpower and other re-
sources. At the same time, the amount and
types of computing activity in the high-
energy physics community generally in-
creased beyond what was anticipated at the
time of the Ballam Committee report. These
factors underlie the Department’s growth.

The central computing capacity was ex-
panded by a factor of three in processing
power. Possibly even more significant than
this very large increase, is the fact that it
was implemented within the framework of a
new Fermilab computing environment. This
environment provides a three-pronged ap-
proach to the computing problems of high-
energy physics research. The first prong is
a user interface and computer gateway con-
necting high-energy physics experimenters
world wide. This system, based on Digital
Equipment Corporation VAX computers, the
VMS operating system, and rich in software
tools, was doubled in size this year.

The second prong of this approach is based
on the parallel processing capability of
farms of microprocessors. At the beginning
of 1988, there was one production system
and three software development stations.
By the end of the year there were four pro-
duction systems with a total capacity five
times that at the beginning of the year.
These systems are dedicated to the re-
construction of raw data from the physics
experiments at the Laboratory and require
the existence of stable computer programs
to be effective. The farms of microproces-
sors are based on the hardware and software
developed by the ACP at Fermilab. The
systems installed this year were all built
with commercial components supplied by
(mostly) local industry.
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Providing flexibility between the front-
end system and the microprocessor farms is
the third prong, a large general-purpose sci-
entific computer system. This year marked
the introduction of a new architecture, se-
lected as the result of a competitive acquisi-
tion for this system. We have installed Am-
dahl 5890 hardware and IBM VM operating
system software. One of the most signifi-
cant features of this large scientific com-
puter system is the Interlink software and
hardware which provides connectivity to
the front-end computers in a truly trans-
parent way. This provides a platform for
users to set up flexible solutions to their com-
puting needs, using both front-end friend-
liness and general processor power for later
stages of analysis.

A great deal of effort has gone into bring-
ing the system into useful productivity. These
efforts had achieved significant results by
the end of the year. One example is the first
production use of ACP systems for offline
analysis by the CDF collaboration. This
followed intensive work to improve soft-
ware development tools and speed, new ca-
pabilities to handle the much larger and
complex CDF code, and introduction of
more-powerful host processors for the micro-
processor farms. Experiment 731, on CP
violation in neutral kaon decay, has already
submitted physics results for publication.
These results are based on ACP analysis of
the data taken in the 1987 fixed-target run.

Most of the expanded capabilities de-
scribed above were funded as a part of the
Central Computing Upgrade Project, which
also paid for the new Feynman Computing
Center building. Additional funding for
computing came from the equipment budget
in the Department, but significant expan-
sion of local computing was also funded by
individual departments at the Laboratory.

These individual department-level funds
have been dedicated to the installation of
local clusters of workstations. These clusters
are then networked to other Laboratory sys-
tems. Computing Department support for
these systems, however, goes far beyond
communications systems. The Department
has also accepted a role in system manage-
ment and software support.

The Field Maintenance Group has in-
stalled 80 VAXstation 2000’s and 40 VAX-
station 3200’s in the past year. Mainte-
nance of these, as well as the VAX 11/780’s
on site, are new services provided by the
Field and In-House Repair groups from
their new quarters on the third floor of the
Feynman Computing Center. Altogether,
this new distributed computing is one of the
biggest growth areas of Computing Depart-
ment responsibility.

This year’s personnel growth has been
motivated in particular by the growing com-
plexity of the distributed computing en-
vironment. The addition of the new large
scientific computer, with its new operating
system responsibilities, has had a more
modest effect on growth. Most of the addi-
tional manpower required in this area was
obtained by realignment of responsibilities
in the operating systems groups. The older
Cyber environment has been frozen and
will be maintained for about two years to
allow for the smooth migration of users to
appropriate parts of the three-pronged ap-
proach to computing problems in the new
Fermilab environment.

The arrival of the Amdahl system and
its integration into the new Fermilab en-
vironment, however, was a big effort in the
Department this year. The Department
worked very closely with the user com-
munity, at first with a group of ‘‘Early
Birds,”’ to provide the environment neces-
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sary to convert and run physics analysis
programs under the new VM operating sys-
tem and to use the new Interlink connec-
tivity effectively. Many sources of infor-
mation were used to tune the system to the
Fermilab environment and inform the user
community: interviews with users; discus-
sions with VM support personnel at CERN,
SLAC, and Brookhaven; Early Bird meet-
ings; classes; Computing Techniques Semi-
nars; documentation; online NEWS; mail to
AMDAHL; and the newsletter. Many local
utilities and products, and some available
from the high-energy physics community,
were written or converted to the new sys-
tem. Significant new documentation was
provided: the ‘‘Amdahl User’s Guide,’’ the
local utilities document, and a Fermilab
VM Summary card. A new ‘“VAX Cluster
User’s Guide’’ (expanded from 11 pages to
about 250) reflects VMS Version 5. Near
the end of the year a Consulting Office was
opened. The impetus was the needed con-
version of codes from the Cybers to the
Amdahl computers, but the general goals
are to improve consulting, to be able to
track consulting contacts, and to cut down
on the number of interruptions to other work.

This year also marked the introduction
of two new data recording media at the
Laboratory: helical scan video technology
and IBM 3480 tape cartridge technology.
The video technology promises the earliest
major upgrade in data density and less ex-
pensive systems appropriate to parallel data
recording in experiments. The IBM tech-
nology is targeted for use in the Computing
Center where it also promises reduction in
space required for offline data storage.

A video technology copy facility is part
of the beginning of the new data recording
media era at the Laboratory. Following sig-
nificant test efforts, the 8-mm technology

was selected for support. Many of the heli-
cal scan drives have been ordered at the
Laboratory and by many university groups.
The video media, small cartridges the same
as those used in home video cameras, are
capable of storing a dozen standard 10-1/2-
in.-reel, 6250-bpi magnetic tapes’ worth of
data. The copy facility is intended first as a
method of distributing data summary infor-
mation to remote sites. The first such cop-
ies have been performed for CDF and we
anticipate a very large growth in use of this
technology.

Communications capability was also
dramatically expanded during the year. The
Laboratory site was enhanced with an Ether-
net backbone, major parts of which are car-
ried on the fiber optic links, connecting lo-
cal coaxial Ethernet cables through bridging
systems. The fiber optic backbone also pro-
vided connectivity among the largest termi-
nal switch systems at the Laboratory. At
the same time, the Ethernet backbone pro-
vided the beginnings of expanded band-
width capability by use of terminal servers
connected to the Ethernet.

Wider area networking was also signif-
icantly expanded. Fermilab played a leading
role in the enhancement of HEPnet and has
been asked by the community to take a
management role in this area. A satellite
link between Fermilab and our sister lab-
oratory, CERN, near Geneva, Switzerland,
was initiated this year and the HEPnet
backbone to which it is connected was in-
creased in bandwidth to 56-K baud. In ad-
dition, the Laboratory was connected to
NSFnet, which is beginning to provide
greater connectivity to the many National
Science Foundation-funded research col-
laborations which have not already devel-
oped their own direct connections to the
Laboratory.
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The end of the fixed-target run, and
startup of the Collider run, earlier in the
year required a great deal of support work
from the Department. The end of the Neu-
trino experiments meant a greater-than-
usual load of electronic equipment turned in
for checkout and redistribution. While the
end of the fixed-target run also reduced the
load on data acquisition computer support,
the number of systems remaining active in
the field beyond the end of the run was a
new development this year. These VAX
systems, connected to the central VAX
Cluster, are providing additional computing
during the interim period as a supplement to
the very overloaded central VAX Cluster.

Far from providing a breather for the
data acquisition software groups, the in-
terim period provides an opportunity for
software system upgrades and installation
of new data acquisition architectures. The
new Computing Department-supported sys-
tem is called PANDA. This new system
provides a more universal open-systems ar-
chitecture. It features workstations networked
to the data acquisition host computer for
experiment monitoring, online event filter-
ing in flexible microprocessor farms, and
more front-end data acquisition parallelism
using both FASTBUS- and VME-based sys-
tems. The microprocessor flexibility is the
result of the pSOS operating system and the
introduction of the C programming language
for greater microprocessor independence.

The Physics Research Equipment Pool
(PREP) grew by 5% to a total value in ex-
cess of $26 million. FASTBUS hardware is
now 13% of the pool by value. Of the 6000
items which cycled through the Instrument
Repair Group this year, 2800 were new
items. PREP and the Instrument Repair
Group also operate from the third floor of
the Feynman Computing Center.

The use of these more complex elec-
tronic modules provides a maintenance
challenge. New techniques and systems
will be required. In anticipation of this, the
Department has begun an Artificial Intelli-
gence Expert System project to develop a
test stand for one of the more complicated
FASTBUS modules. In an even more
futuristic project, the applicability of neural
network technology for problems from ex-
periment triggers to reconstruction algo-
rithm development is being pursued.

All of these technology challenges have
led to the need for better communication
among the staff and user communities, and
the attempt to leverage Department effort
by greater cooperation with other labora-
tories. Two examples of this are the par-
ticipation in the HEPVM community and
joint software efforts with CERN. The first
such joint effort is the production at Fer-
milab of an interactive version of MINUIT
for inclusion in the Physics Analysis Work-
station project.

Given the above expansion of activity, it
is perhaps surprising that the Department
has only increased its personnel by about
20% this year. Growth was dominantly in
the areas of support for physics software,
operating systems, operations, and com-
munications. Because of this and antici-
pated continued growth, the Department’s
structure was reorganized from two into
four domains, each with an associate head
responsible. Several of the support groups
were subdivided to allow for greater flexi-
bility and better platforms for further
growth. Such growth will be required to
address the continued expansion of the role
of computing in future high-energy physics
research.
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Members of the Advanced Computer Program in 1988 huddle amidst the equipment. Front
to back: Carla Barros (a visitor from Brazil), Chip Kaliher, Mark Fischler, Arnaldo Valder-
rama, Joe Biel, Lisa Rauch, Mike Isely, Thomas Nash, Paul Lebrun, Thinh Pham, Hari Areti,
Matt Fausey, Rick Hance, Mark Edel, Bob Atac, Ted Zmuda, Don Husby, and Art Cook.
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The Advanced Computer Program

Irwin Gaines

1988 saw progress being made on three
broad fronts in the ACP group. First, the
original multiple microprocessor systems
are assuming an ever-increasing role in the
Fermilab computing environment. Next, a
16-processor prototype (with the computing
power of a Cray XMP) of our lattice gauge
machine was brought into operation. Finally,
pieces of the second-generation ACP multi-
processor systems (MIPS development sys-
tems and Exabyte tape cartridges) began to
be seen as we prepared to introduce the
full-scale system in 1989.

By the end of 1988, there was more
available computing power at Fermilab in
the form of ACP systems than in any other
form, as the size of the installed ACP sys-
tems had surpassed the Cyber, Amdahl, and
VAX Cluster. This processing power was
distributed over five production systems
actively engaged in experiment-data re-
construction (with a sixth system scheduled
to be added in early 1989); five develop-
ment systems for code compiling, testing
and debugging; and several online systems,
including CDF’s Level-3 trigger. Planned
expansions will bring the total ACP proces-
sors at Fermilab to over 500 in early 1989.
Ten fixed-target experiments have used
these systems, and CDF production was
also running (although not without some
difficulties in getting started).

The Computing Department had taken
over virtually all support for the first-
generation ACP systems by the end of
1988, including system installation, hard-
ware maintenance, system and application
software development, and user support.
The ACP group continued to help out where
our expertise was needed, most recently in

helping to train Computing Department
techs in ACP-system assembly and main-
tenance, and in writing a new traceback and
post-mortem dump facility for easier code
development.

In spite of its successes, the initial ACP
multiprocessor system is recognized to have
some inherent limitations. First, it is based
on five-year-old technology, in particular
the Motorola 68020 microprocessor. Newly
available commercial processors make it
now possible to assemble even cheaper and
more powerful systems. In addition, the
relatively primitive system software avail-
able for the 68020 systems has proved to be
a burden when porting extremely complex
programs, such as those of CDF, to the
ACP environment. Fortunately, the newer
processors are accompanied by much more
robust operating system environments, in-
suring that the newer ACP systems will not
be subject to the limitations of the first-
generation systems.

1988 saw the start of two new ACP sys-
tems: the lattice gauge supercomputer and
the MIPS-based second-generation multi-
processor system. The lattice gauge super-
computer is a collaboration between the
ACP and the Fermilab Theoretical Physics
Department. Described more fully in last
year’s annual report, it is based on both a
new processor board and on a new intercon-
nect scheme. The processor board is based
on Weitek’s XL chip set, a three-chip
processor which executes C and FORTRAN
programs and can achieve peak floating
point performance of 20 MFLOPS (20 mil-
lion floating point operations per second).
The interconnect scheme uses the newly
designed Bus Switch Backplane, a 16 x16
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crossbar switch allowing aggregate data
bandwidths of 160 MByte/sec. Both the
processor board and the backplane were
successfully prototyped during 1988, and
by year’s end a 2-crate, 16-processor sys-
tem with the computing power of a Cray
X/MP  was running lattice  gauge
applications.

Another crucial piece of the lattice
gauge project is the CANOPY system soft-
ware, which allows users to prepare appli-
cation programs to run on the machine
without needing to know any of the hard-
ware details. CANOPY allows the user to
express the problem using the natural con-
cepts of grid, sites, field variables at each
site, and tasks that are performed for all of
a set of sites. Synchronization and intersite
communication tools are also provided. This
system also became fully operational during
1988, and is now in use preparing and run-
ning applications on the 16-processor system.

The goal of the lattice project, of course,
is not the small prototype system, but rather
a full-scale, 256-processor, 5-GigaFLOP
system. Encouraged by the success of the
small-scale system, we are going ahead with
the construction of the full system. Subject
to the availability of funds, it should be
completed this year ahd will immediately
make Fermilab a world leader in lattice
gauge calculational capability.

The second-generation multiprocessor
project also involves a new CPU board, but
in addition includes a powerful new soft-
ware package that will make the new sys-
tem much easier to use than the first-gener-
ation system, especially in the area of pro-
gram development and debugging. The
CPU board uses the R3000 processor from
MIPS. This chip set (which has also been
chosen by Digital Equipment Corporation
for use in their new high-performance work-

station) has been benchmarked as a factor
of 20 times more powerful than the first-
generation CPU’s. The board will include a
floating-point co-processor, instruction and
data caches, 8 MBytes of memory, a full
VME master and slave interface, and a
memory expansion bus allowing expansion
up to 32 MBytes of memory.

Design of the board was almost com-
plete by the end of 1988, with prototypes
expected in early 1989 and crates of these
powerful new processors being available
for use by summer. Several MIPS develop-
ment systems are already in place at Fer-
milab, allowing users to begin porting their
application code to the MIPS processor.

These CPU boards will run the UNIX
operating system, which provides a robust
environment for program development as
well as the framework for the second-
generation software. This software gives
the user a set of tools (message passing, re-
mote subroutine calls, and data block trans-
fers) for use in multiprocessor systems, al-
lowing not only first-generation-like appli-
cations but also more complex parallel
programs. The use of TCP/IP network stan-
dards will allow any workstation or proces-
sor running either UNIX or VMS to be in-
corporated for use in the multiprocessor sys-
tem. Moreover, the availability of UNIX in
the processing nodes allows any node in the
system to do input/output and other func-
tions which were reserved for the host CPU
in first-generation systems. The software
package is nearing completion, with users
starting to test multiprocessor applications
in early 1989.

Other pieces of the second-generation
ACP systems are also beginning to be widely
used at the Lab. Notable are the Exabyte 8-
mm video tape devices, which were origi-
nally investigated as a way to achieve cheap



parallel input/output to match the high com-
puting capabilities in second-generation sys-
tems. These tapes have now been adopted
as a standard by the Computing Department

[see previous article], and will also see use
in data acquisition systems in the next
fixed-target run.
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The Physics Section

Daniel R. Green

‘““A monk told Joshu,

‘T have just

entered the Monastery, please enlighten

’

me.

Joshu asked, ‘Have you eaten your rice

porridge?’

The monk replied, ‘I have eaten.’
Joshu said, ‘Then you had better wash

your bowl.” *’

Zen Flesh, Zen Bones, P. Reps
Anchor Books, New York

The year just passed has been momen-
tous. We had a very fruitful fixed-target
run, and are in the midst of a spectacular
Collider run (integrated luminosity of better
than 1 pb-1). The task for the next year is to
clean up our bowl and prepare for enlighten-
ment. Indeed, these two data runs will
serve to begin the realization of the physics
potential of the TEVATRON Collider, and
will make Fermilab the nexus for high-
-energy physics. The experimenters have
been well served, and we eagerly await the
harvest of publications.

The fixed-target run supplied beam to
about 15 experiments. The Physics Depart-
ment had major construction and instal-
lation responsibilities for nearly all of them.
That run lasted nine months until its com-
pletion in mid-February of 1988. After a
pause for TEVATRON magnet repairs, the
Lab shifted gears and went into a colliding-
beams run which continues at the time of
writing. The hope is to shift the frontier of
pp collider physics across the Atlantic and
win the race to find the top quark. The
Accelerator has performed marvelously,
delivering luminosity far in excess of what
was expected. The Physics Department’s
job in Collider mode is to provide support
for two of the small Collider experiments,

E-710 and E-735, as well as partial detector
construction responsibility for DO (E-740)
which, it is hoped, will take data during the
next (1990) Collider run.

The Physics Department continued
throughout the year in its normal mode of
supporting Fermilab staff physicists in their
research efforts. In general, this is the task
of the Department. In particular, the en-
gines of that support are the postdocs.
Unfortunately, the number of postdocs and
Wilson Fellows has levelled off at about 25.
However, the implication of continuous
data taking, coupled with analysis times
which exceed the duration of data collec-
tion, is that we need more postdocs to staff
the next round of experiments. Given this
realization, we intensified the recruitment
of the best new Ph.D. physicists with the
aim of increasing our steady-state number
from 25 to 35. To date, we have not suc-
ceeded in attaining this goal. Besides their
major role in doing physics, the postdocs
often naturally move up into Fermilab staff
jobs after an average of about four years.
This infusion is crucial to the health of the
Laboratory and is perhaps the top priority
of the Physics Department.

The other 70 people in the Physics De-
partment - engineers, technicians, drafters,
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and scanners - are more permanent. They
have as their mission the direct support of
physics research at Fermilab. To that end,
the Department is organized into support
groups. The Electronic and Mechanical Sup-
port groups supply the engineering, design,
and construction of experimental apparatus.
During the last year, the Mechanical Group
has adopted the Lab-wide standard CAD
program, IDEAS. The Electronic Support
Group’s professional staff has expanded to
three engineers this year. The FEWG pro-
ject (Front End Working Group) is a joint
venture with the Research Division to pro-
vide fast and cheap analog-to-digital con-
verters (ADC) and time-to-digital convert-
ers (TDC). It is similar in spirit to the
previous joint venture which resulted in the
Fermilab Smart Crate Controller. The de-
sign responsibility for the ADC and TDC
resides in the Physics Department. The
engineering staff is now conversant with
CAMAC, VME, and FASTBUS. Finally,
the electronics production staff is now
entirely converted to personal-computer
electronic design tool, PCAD.

After the engineering and procurement
has been done, detector construction pro-
ceeds at the production facilities staffed by
the Physics Department. These ‘“Task Groups’’
reside in Lab 6 (chambers), Lab 8 (calori-
meters), and the Wilson Hall basement
(Scintillator Shop and Vacuum-Deposition
Facility). Last year we hired a senior
person to run the Wilson Hall shop, and
expanded the staffing, thus turning it into a
full-fledged facility. A Task Group is also
supplied to the major new experiments.
Last year, we set up Lab 3 (E-760), and
purchased a spectrophotometer in order to
test their lead glass. The D@ Task Group
continued their efforts this year, capped by
the successful rigging-in of the first muon
detector. The Lab 6 Group is also doing

some R&D work on scintillating fibers (L3)
and a time-projection chamber (E-665).
This Group also recently inaugurated an

automated PC-based source tester for
chambers (with E-683).
The completed detectors leave the

factories to be installed in experiments. To
that end, each experiment has assigned to it
a Lead Technician whose job it is to expe-
dite the installation, running, and repair of
that experiment. These people are our front
line - right in the trenches. With the recent
contraction of the Neutrino program, the
Department can now assign each experi-
ment a unique Lead Technician without
double counting. These technicians are
there to ensure Departmental support of the
data-taking phase of an experiment.

This year there was a shift in emphasis
from merely getting experiments ready to
analyzing the flood of new data from the
last fixed-target run. This aspect of an ex-
periment gets support from the Data Analy-
sis Group. First, that Group staffs the Film
Analysis Facility. This facility consists of
four scanning/measuring tables controlled
through CAMAC by a VAX780. This last
year, the obsolescent and unreliable elec-
tronics associated with these tables was
entirely redesigned and rebuilt. We are
busily analyzing data from the film-based
experiments E-632, E-665, E-733, and
E-745.

Another, more recently organized aspect
of the Data Analysis Group is support for
experiments which are not film based. The
first line of support comes in supplying
Data Aides for E-665, E-687, E-705, E-706,
and E-769. The role of these Aides is to
submit analysis jobs, organize and label
tapes, and keep statistics. The paradigm is
the success of the E-691 data analysis
efforts.
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The second line of support came this
year when PLAC (Physics Local Area Clus-
ter) was conceived and built. The Film
Analysis VAX 780 was used to talk to the
main Fermilab cluster. The 9th and 10th
floors of Wilson Hall were wired up in
Ethernet. Finally, a number of workstation
packages was purchased. Each workstation
package consists of a WVAX3200 work-
station plus an EXABYTE 8-mm tape drive,
with a large WREN disk drive. At present
we have six workstation packages, and many
software products are installed. The concept
is that each major Fermilab experiment will
ultimately have its own PLAC workstation.
What comprises a workstation will clearly
evolve as new equipment is purchased in
the future. Additional benefits come from
putting the Mechanical Group’s CAD sta-
tions on a PLAC workstation with IDEAS
resident there, thus greatly improving the
response time.

In an attempt to create a synergistic
‘‘critical mass,”’ office space for experi-
menters and Guest Scientists is provided on
the 9th and 10th floors of Wilson Hall.
Other tools which are supplied are ter-
minals, stand-alone PC’s, software, and
laser printers. The Department has a small
cluster of MAC’s and MAC II’s connected
by APPLETALK to printers. The staff con-
tributes secretarial services, word process-
ing, and figure drafting for aid in publi-
cation of papers. This year the departmen-
tal office became involved in conferences
by helping the Users Office with the Polar-
ization Conference, and organizing the Par-
ticle Identification Symposium. Travel funds
for conferences, workshops, and group
meetings are also provided. This year we
enlarged and completely renovated the
Departmental 10th Floor Conference Room,
and constructed an electronic-mail list of all

Fermilab Physicists. This list has many
uses. For example, the Department sends
out E-Nalcal, the daily list of colloquia,
seminars, meetings, and workshops, to all
those on the list who wish it. This service
is handy for those living in areas not
serviced rapidly by normal mail.

The Department maintains subscriptions
to several journals and periodicals, which
are displayed in a ‘‘Reading Room’’ to en-
courage experimentalists to keep up with
the literature. The Physics Department also
sponsors the Fermilab Wednesday Collog-
uium. As in the past, Academic Lectures
are organized by the Physics Department.
Their purpose is to provide university-style
lectures to the graduate students and post-
docs who are resident at the Laboratory but
working for collaborating universities. In a
more informal atmosphere, the Physics
Department organizes a monthly ‘‘Food for
Thought’’ dinner whose purpose is to bring
together postdocs in experiment, particle
theory, accelerator, and astrophysics. These
same experimental high-energy physics
postdocs aid in the highly successful
Saturday Morning Physics Program for high
school students.

The year 1988 saw a shift toward the
analysis of data. As Fermilab becomes a
steady-state producer of TEVATRON-era
physics, an equilibrium in the support func-
tions of the Department will be reached.
For example, we have several new experi-
ments: E-683, E-704, E-760, E-761, E-771,
E-773, E-774, E-781, E-789, and E-791.
Simultaneously, the older experiments need
operational support and we need to help ex-
perimenters put the data taken in 1987 and
1988 into publishable form. Clearly, as long
as Fermilab is doing physics, the Physics
Department has a well-defined job to do.
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Superconducting Super Collider dipoles under test at Technical Support Section’s Magnet
Test Facility.
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The Technical Support Section
Paul M. Mantsch

Magnets for accelerators, and supercon-
ducting magnets in particular, play an es-
sential role in high-energy physics research.
The Technical Support Section (TSS) was
originally organized to build the more than
1000 superconducting magnets required for
the TEVATRON. Later a similar number
of conventional magnets were built for the
Pbar Source for the TEVATRON Collider
(TEVATRON 1I) and for the high-energy
beamline upgrade for the fixed-target ex-
perimental areas (TEVATRON II). Once
these projects were completed, staff was
sharply reduced and activity was confined
largely to repairs and spares, shop services,
and small-scale fabrication. More recently,
participation in the SSC program included
the design of the dipole cryostat, and assem-
bly and testing of magnets delivered from
BNL. The development of superconducting
magnets was pursued on a very low level.

A comprehensive program to upgrade
the TEVATRON together with a decision in

1987 to build complete SSC dipoles at Fer-
milab, however, has had a dramatic impact
on Technical Support. Nine physicists and
engineers have been added to the staff to
strengthen superconducting-magnet R&D,
fabrication, and testing. In support of this
new level of activity, designers and tech-
nicians have also been added. The total
staff (including term hires) increased from
316 in January 1988 to 352 at present. In-
struments for R&D and magnet testing have
also been upgraded. Improved analytical
tools, both hardware and software, for mag-
net structural design have been procured, a
more powerful CAD system has been in-
stalled, and new machines and techniques
for automated machining and inspection
have been acquired.

Greatly strengthened both in talent and
in resources, the Technical Support Section
is taking on the tasks of helping to insure
the best possible physics program for Fer-
milab and a successful magnet for the SSC.

The TEVATRON Upgrade

Linac, a new 120- to 150-GeV Main Injec-
tor will replace the old Main Ring and will
occupy a new tunnel. Although many com-
ponents of the old Main Ring will be used,
magnets of a new design will be built.
Finally, a new TEVATRON ring will be
installed in the main tunnel. The magnets
for this ring will be designed to ramp to 6.6
tesla (1.5 TeV) for fixed-target running and
up to 8.8 T (2 TeV) at reduced temperatures
for Collider operation.

The proposed program of upgrades to
the TEVATRON begins with luminosity
enhancements for the Collider and ends
with an energy increase of a factor of 1.8 or
more. This upgrade will rely on Technical
Support for both conventional and super-
conducting magnets.

The first step in this program, high-gradient
quadrupoles for low beta at the BO and D0
collider detectors, is under way. The next
step is a new Linac. Following the new
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Low-Beta Quadrupoles

The program to produce high-gradient
quadrupoles for the BO and DO interaction
regions was started a little over two years
ago. The objective is to have the quadru-
pole lenses and associated optics in place
for the first run of the DO collider detector
in late 1990.

The program required the development
of two new magnets. The first was a high-
gradient quadrupole (1.4 T/cm) and the sec-
ond a low-current ‘‘corrector’’ (0.7 T/cm).
For comparison, the gradient of a standard
TEVATRON quadrupole at 1 TeV is 0.7 T/cm.

The high-gradient quadrupole design is
characterized by cold iron, high current
density, precision conductor placement, and
fully supported constant perimeter ends.
Three test models of the coil for this design
have been built and tested. The cryostats

for these quadrupoles use the design con-
cepts developed at Fermilab for the SSC.
Cryostat models are also being built.

The quadrupole corrector features a
one-shell coil and ‘‘cable’’ made up of five
separately insulated, rectangular monolithic
conductors. Subsequent to winding the coil
in the normal way, the conductors of each
cable are connected in series to achieve a
quadrupole with an operating current of a
little over 1000 amps, i.e., five times less
than a magnet using the standard Rutherford-
style cable. The first model of this magnet
is being assembled.

Production winding of the first of the
low-beta quadrupoles is now under way.
The goal is to have all of the magnetic ele-
ments completed in early 1990.

The New TEVATRON

Preliminary planning for a new super-
conducting ring took place at the 1988 Snow-
mass Summer Study. A dipole of 3-in.
aperture operating at about 4.2 kelvin can
achieve a field of 6.6 T with a reasonable
operating margin. At 6.6 T the stresses seen
by the new coil are already 25% higher than
those seen by the TEVATRON at operating
field. Magnets of this aperture and per-
formance for the HERA ring at DESY have
been successfully demonstrated.

For higher fields it is necessary to re-
duce the temperature to about 1.8 K. If the
magnet is structurally sound, it can reach
8.8 T with some margin. Here the coil
stresses are about 17 Kpsi, or 2.4 times
those of the TEVATRON. To insure that

the necessary coil loading can accommo-
date the magnetic forces, the coils must be
cured and collared at stresses substantially
in excess of 17 Kpsi. The strength require-
ments of the insulation, the cable, and the
collar structure necessary to support these
stresses are very demanding. It has also
been determined that removal of heat from
ramping losses in fixed-target operation is
not practical at 1.8 K. Field levels of 8.8 T
would therefore only be possible for Col-
lider operation.

Design work on these magnets is under
way. This effort will take maximum advan-
tage of the lessons of the TEVATRON as
well as the wealth of data taken on the per-
formance of the SSC-model magnets.
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The Superconducting Super Collider

When the SSC research and develop-
ment program began in earnest in 1985,
Fermilab was assigned the task of develop-
ing a suitable cryostat for the coil/cold-
mass assembly to be built at Brookhaven.
Fermilab was to assemble the cryostat
around the cold mass and test the completed
magnet on specially built test stands at the
Magnet Test Facility (MTF).

Fermilab successfully completed the
first-generation cryostat in time for the first
cold mass to arrive from BNL in the sum-
mer of 1986. The very-low-heat-leak cryo-
stat design features a folded post support
using glass and carbon fiber composites, an
effective radiant heat shield system, and a
simple and continuous magnet-to-magnet
interconnection. In 1988, a second-generation
cryostat of simpler construction and im-
proved performance was successfully tested.
The cryostats have performed well on every
magnet built to date.

Also in 1986, modifications were under-
taken to MTF to accommodate full-length
SSC dipoles. One TEVATRON stand was
converted in 1986 and a second was com-
missioned in early 1988. The second stand
has an improved design and will allow the
magnet to be operated at superfluid helium
temperatures (1.8 K).

Since June of 1986 a series of eight coil
assemblies have been delivered to Fermilab.
The first several magnets exhibited poor
performance. The first four suffered from
erratic quench performance. The fourth,
DO000Z, failed from a coil short during tests.
To date only the first magnet in the series
has had magnetic measurements.

Poor quench performance of these early
magnets resulted in the addition of increas-

SSC cold mass end.

ing numbers of diagnostic instruments to
subsequent magnets. These sensors in-
cluded strain gauges, voltage taps, tempera-
ture sensors, and deflection gauges. All of
this led to costly and time consuming
modifications to the Magnet Test Facility.
What had been intended to be a facility for
cooling magnets for magnetic measure-
ments evolved into an elaborate program to
analyze and understand the poor quench be-
havior of the magnets.

In light of the difficulties with the long
magnets, Fermilab proposed to develop a
second set of full-length tooling based on
the proven design used for the TEVA-
TRON. The tooling consists of full-length
curing and collaring presses and a full-
length press for applying the yoke and
helium containment skin. This tooling will
provide high-precision coil sizing and uni-
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formity for better magnet performance and
reliability. The tooling design also incorpo-
rated features for improved production ef-
ficiency. This effort was just getting under
way when it became necessary to divert
funds to MTF to accommodate the massive
instrumentation installed on the latest SSC
magnets. As a result, the dipole tooling ef-
fort was suspended for six months. In
August of 1988, tooling work resumed.

The original intention of the Fermilab
magnet fabrication effort was to use the ex-
isting design directly and improve its per-
formance by using more precise tooling,
better molding and collaring techniques,
and quality-control methods developed for
the TEVATRON. As time went on it be-
came clear that significant weaknesses re-
mained in the basic magnet designs both at
Lawrence Berkeley Laboratory (LBL) and
Brookhaven. Particular problem areas in-
clude: end geometry and support, coil pre-
load, creep sensitivity, coil mechanical sup-
port, and vertical field plane stability. All
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of these problems had been successfully
addressed in the TEVATRON or in refine-
ments applied to the Fermilab low-beta
quadrupoles.

It was necessary to decide on the con-
figuration that would ensure a successful
magnet could be built at Fermilab. At oper-
ating field the SSC dipole coils are sub-
jected to stresses similar to those of the
TEVATRON. The difference in fabrication
difficulty must then come from the smaller
coil radius of the SSC. The SSC radius is a
little over half that of the TEVATRON.
The radius has little effect on the difficulty
of obtaining a precise and well-supported
geometry in the body of the coil. The end,
however, is more difficult because of tighter
bend radii and the potential for higher cable
stress. The first change proposed by Fer-
milab to the existing coil design, therefore,
was an improved end design that fully sup-
ported the coil, reduced the number of parts,
and minimized the internal cable stress as
well as the possibility of turn-to-turn shorts.
These constant perimeter/minimum stress
ends require that an analytical description

Fig. 7. An improved SSC coil end, as ren-
dered on a CNC machine for accurate
fabrication.
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of the coil geometry obtained by the con-
stant perimeter requirement be transferred
to the CAD system to construct the complex
end-support pieces and spacers. The CAD-
specified parts are converted to computer
numerically-controlled (CNC) tool paths
which are used to machine the necessary
parts (Fig. 7). The first of the ends using
this technique have been successfully fabri-
cated on an LBL-style coil.

Besides the end modifications, various
schemes for supporting the collared coil
with the yoke are being examined. Once
the appropriate yoke configuration has been
selected, the yoke/collared coil will be pre-
loaded by pressing and welding the two
halves of the helium containment skin over
the coil/yoke assembly. Once these and other

modifications have been thoroughly proven
on short (1.8 m) models, the final design
will be transferred to the long tooling for
full-length magnet fabrication.

The shakedown of the long tooling is
expected to be complete around mid-1988.
Tests of design modifications on short mod-
els and the final specification for the mag-
net is expected about the same time. Com-
pletion of the first cold mass is expected
before the end of 1989.

A highly reliable magnet design is cru-
cial to the success of the SSC. It is hoped
that in bringing Fermilab’s experience, and
the TEVATRON experience in particular,
to bear on the SSC dipole design and fab-
rication, a successful and reliable magnet
can be made.

Conventional Magnets for Accelerators around the Country

The wunique capabilities in Technical
Support for the fabrication of magnets for
accelerators attract requests for assistance

from around the country. During 1988
about 80 conventional magnets were built
for various projects.

Magnets for Oak Ridge and LBL

A 25,000-1b prototype magnet for a
heavy-ion storage ring at Oak Ridge has
been completed and shipped. Prototype

cores were built for magnets for a synch-
rotron light source at LBL.

The Loma Linda Medical Accelerator

The Technical Support Section is fab-
ricating magnets for this new proton-
therapy synchrotron as part of a cooperative
effort between Fermilab and the Loma

Linda Medical Center [see J. Richie Orr’s
article elsewhere in this report]. The ring
and beam extraction magnets have been
completed.

=
L. 2



-94-

The Cutting Edge

The TEVATRON upgrade, SSC, and
other challenges demand design, fabrica-
tion, and testing tools that complement these
tasks.

Engineering and design capability has
been recently enhanced by the installation
of a more powerful CAE/CAD/CAM pack-
age called IDEAS. The TSS/Material De-
velopment Group provides Laboratory-wide
training for these tools.

The Machine Shop upgrade passed an-
other milestone with the addition of a third
CNC milling machine. This will bring the
total number of CNC machines to five.
Each month the power of these machines is
used to solve new problems. Recently, for
example, a model accelerating cavity for
the Linac upgrade was machined by the

Mazak CNC lathe to the required precision
in the first pass. The shop was able to verify
this precision with their recently acquired
coordinate measuring machine.

The quality control/inspection lab of the
TSS/Material Control Group has recently
acquired a new larger coordinate measuring
machine with direct computer control. The
demand for such precision measuring ma-
chines is constantly escalating. All the
magnet projects use laminations in tooling,
support collars, and in yokes. Measurement
of laminations is necessary for the verifica-
tion of stamping dies. Timely measurement
of incoming parts both from local shops and
from shops off site is also critical to the
fabrication programs.

Reflections

The TEVATRON Collider is a remark-
ably successful instrument for high-energy
physics. Troubles with the SSC magnets
have, indeed, demonstrated how truly re-
markable this first large superconducting
accelerator really is. The skills that made
the TEVATRON possible, and the experi-

ence gained in its construction, are still
firmly in place at Fermilab. Bright young
people who have recently come to Techni-
cal Support will help reawaken the spirit of
the TEVATRON to ensure success in the
projects before us.



-
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The Satety Section
Larry Coulson

Regulatory Experience

The past year was marked by a flood of
new Department of Energy orders and draft
orders, primarily in the areas of environ-
mental protection, hazardous waste, and
ES&H (environment, safety, and health)
budgeting. Therefore, much of the Safety
Section’s (SS) staff time has been taken up
with reviewing and commenting on draft
orders, preparing plans, implementing new

orders, and preparing the many forms of
ES&H budgets requested. DOE appraisals
in the areas of health physics, industrial
hygiene, occupational medicine, and safe
packaging operational review all rated Fer-
milab as ‘‘excellent.”” We were rated as
‘‘good’’ in the areas of industrial safety, fire
protection, and emergency preparedness.

Fire Protection

One way to minimize potential fire loss
is to control avenues of spread. In high-
energy physics labs such as Fermilab, cable
runs have been a major concern in this area
(highlighted by the major fire which oc-
curred last year in the Wideband Lab). It
was already known that vertical cable runs
present an important means of fire spread,
but little was known about horizontal runs.
In order to assess the fire-spread hazard
from horizontal cable runs, Fermilab under-
took a series of test burns which mimicked
cable-tray configurations and cable mixes
typical of those existing in underground
tunnel enclosures and support buildings at
the Laboratory. The tests were designed
very conservatively, with a heat source
more intense and prolonged (up to 60
minutes) than any real source which could

be identified. In general, fire would not
propagate in horizontal cable trays. Power,
PVC, and planar “‘twist 'n’ flat’’ cables
could not be ignited, or else rapidly self-ex-
tinguished when the burner was turned off.
Only polyethylene insulated ‘‘Hardline’’
coaxial cables and flat-ribbon cables sup-
ported propagation, but at an extremely
slow rate (less than two inches per minute).
In addition, gas pressure built up in the
hardline cables and caused periodic ruptur-
ing of its aluminum casing resulting in a
loud popping, fireballs, and heavy smoke.
Temperatures measured within and outside
the cable bundles indicated that automatic
sprinkling systems would not be actuated
reliably. Intumescent paint applied directly
to the cables was found to effectively stop
both horizontal and vertical propagation.
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NIOSH Radiofrequency Survey

Fermilab uses radiofrequency power to
accelerate particles in the Linac, Booster,
and Main Ring accelerators.  Although
electromagnetic fields are well-constrained
to the interiors of these devices by operat-
ing parameters, there was concern that a
small fraction of this power may be radiat-
ing into adjacent occupied locations at in-
tensities exceeding exposure guidelines.
Monitoring conducted by Lab personnel
suggested that exposures were probably within
acceptable limits. However, these results
were questionable due to limitations in the
instrumentation and inexplicable behavior
in the intensity as a function of location.

In order to clarify this potential prob-
lem, Fermilab requested a health-hazard

evaluation from NIOSH (the National Insti-
tute for Occupational Safety and Health).
This organization was also interested in
evaluating radiofrequency fields at a parti-
cle accelerator and they agreed to conduct
the evaluation. None of their measurements
exceeded accepted guidelines. The highest
field strength values were 3000 V2/m2 and
0.024 A%/m2. Both of these occurred in
highly localized areas of the Linac and rep-
resent 40% and 45% of the appropriate 200-
MHz standard, respectively. They found no
detectable radiation in the majority of their
surveys (less than 40 V?2/m2 and 0.001
A?2/m2),

Occupational Injuries
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Fig. 8. Number of days off and days of limited duty from occupational injuries for Fer-
milab employees, 1985 - 1988 (values through 1988 extrapolated).



-99-

Figure 8 shows the number of days off
and days of limited duty from occupational
injuries experienced by Fermilab employees
over the past several years. Values for
1988 have been extrapolated beyond the
time this report was drafted to the end of
the year. Fermilab’s record continues to
improve and the lost work-day rate (days
off plus days limited per 100 person-years)
for 1988 is down to 25. Although this rate
is significantly worse than the average for
all DOE research contractors (15), it is also
better than that for all U.S. workers (66).

Figure 9 shows the 1988 injury costs as
a function of the part of the body affected.
The kinds of accidents which occur at Fer-
milab are typical of those that would be en-
countered in any light-industrial facility and
not from unusual, high-tech hazards. Back
injuries, predominantly from overexertion,
continued to account for more of the cost
than any other type (31%). Finger injuries
came in second with 27%. Most of this loss
resulted from two ‘‘serious’’ finger in-
juries, although there were also many rou-
tine ‘‘suture’’ cases as well.

Back
31 %

Arm
10%

Shoulder
13%

Finger
27%

Fig. 9. 1988 injury costs as a function of
the body part affected.

Emphasis on back-injury prevention con-
tinued with predisposition screening of all
employees obtaining medical exams, as
well as back-care training of exposed
employees. Costs from back injuries
dropped significantly over the past year and
it may be that this program is beginning to
bear fruit.

Radioactive Waste

As mentioned in last year’s annual report,
Fermilab has been actively engaged in a
sorting and screening program since Jan-
uary 1987, resulting in a significant reduc-
tion of radioactive waste sent to the burial
site. In addition to this, a program to util-
ize the low-level activated metal material in
the production of usable shielding was in-
itiated. The results of this program have
been equally gratifying. In the past 2-1/2
years, we have built six shielded storage
facilities with a combined volume of 20,000
cubic feet and we are currently in construc-
tion of a processing facility which will have

a usable area of 3000 square feet. These
buildings have been constructed using low-
level activated material, encapsulated in
concrete, at essentially no cost to the Labo-
ratory due to the savings realized by recy-
cling this material and not incurring the dis-
posal fees.

A new pilot program has been started to
evaluate the concept of building portable
shield blocks. Since the Laboratory uses
many of these each year at a significant
cost, the utilization of low-level radioactive
material to increase the density of these
blocks will result in less material shipped
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as waste, saving disposal fees and costs for
purchasing new shield blocks. Thus far,
two such blocks have been built and it ap-
pears that they will suit our requirements
very well.

When this program goes into full opera-
tion, the only radioactive material that will

be waste (and thus shipped for disposal) will
be compactible material and other items un-
suitable for encapsulation into shielding. It
now appears that Fermilab will be shipping
about one truckload of radioactive waste
per year instead of 15 or 20, with a signifi-
cant cost savings.

Radiation Exposures

Annual whole-body radiation doses for
the Laboratory are somewhat less than the
previous year - about 43 person rem com-
pared to about 56 person rem in CY87.
This is primarily due to the relatively short
part of the year in which the Fixed-Target
Program was in operation. Collider opera-
tions generally result in lower total doses to
personnel due to a reduction in the number
of people potentially exposed and the re-
duced activation of accelerator components
compared to fixed-target running. The ex-
tensive Collider operation during 1988 has
the added benefit of a substantial decrease
in the off-site radiation dose due to muons,
which arise primarily from the fixed-target
experiments.

On the down side, we continue to expe-
rience an increase in beta dose and ex-
tremity exposures due primarily to the con-
struction of the uranium-liquid argon calori-
meter for E-740. In addition, for the first
time we have begun to see evidence for
some internal uptake of depleted uranium in
a few workers involved in the calorimeter
work. This has resulted in tighter controls
and modifications in procedures for calori-
meter assembly.

A separate and unrelated incident in-
volving an internal uptake of 241Am due to
a broken radioactive source resulted in a
substantial Laboratory effort to prevent the
possibility of a recurrence. While the inci-

dent in question did not result in any indi-
vidual receiving a dose in excess of the le-
gal limits, it did serve as a reminder that
such incidents should be treated with care
and that institutional recovery from them
can prove difficult and time-consuming.

On the regulatory side, the reporting re-
quirements for annual radiation exposures
at the Laboratory became much more in-
volved due to major revisions in the rele-
vant DOE order. We must now provide to
DOE annual doses for each monitored
Laboratory employee, user, and subcontrac-
tor, as well as any visitor with a positive
exposure. We must also provide informa-
tion about each person’s occupation and
employment status. A by-product of this
change has been improvements in our com-
puterized database for personnel dosimetry
record-keeping. This is but one example of
the rapidly evolving regulatory environment
in the safety area.

Another area of change concerns the
start of our participation in the DOE Labo-
ratory Accreditation Program (DOELAP)
for personnel dosimetry. This program was
begun by DOE in an attempt to ensure some
amount of reliability and consistency among
the dosimetry programs at each of its lab-
oratories. It involves a series of ‘‘blind’’
radiation exposures followed by our evalua-
tion of the delivered dose, as well as an
on-site evaluation of our program.
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On the technical side, several improve-
ments were made in our program to study
neutron radiation fields at various locations
around the site. We took delivery of a com-
plete set of eight 6Lil scintillators, photo-

multiplier tubes, bases, and associated elec-
tronics for use with our multisphere system.
In addition, we received a new computer
system for use in data acquisition with
these detectors.
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Archaeology

During 1988, archaeologists completed
surveying the 15% of the Fermilab site that
had yet to be examined for Indian relics.
Since Fermilab is located in a marsh and
prairie area at the edge of the ‘‘Big Woods,”’
this land has been a ‘‘happy hunting ground’’
for over 8000 years. Besides isolated mate-
rials such as arrowheads, archaeologists
have discovered 25 camp or village sites

within Fermilab boundaries. One of these
sites has provided evidence of a long oc-
cupancy. Artifacts have been found 18 in-
ches below the surface. Such evidence
from below the plow zone is unusual for
this part of Illinois. As a result, it is likely
that this site will be eligible for the Na-
tional Register of Historic Places.
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DOE Environmental Survey

The DOE Environmental Survey held in
September 1987 found five potential long-
term environmental concerns. In 1988, all
five potential problems were investigated
and no environmental problems revealed.
For example, tests in our Main Ring pipe
field show that there are no chromates out-
side of the pipe; tests at the Master Substa-

tion reveal only traces of transformer oil;
tests in nine boring holes in the experimen-
tal areas showed no significant levels of
radioactivity; PCB’s from the Master Sub-
station Capacitor Tree have been removed;
and 19 new wells have been drilled to im-
prove the distribution of monitoring wells.
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Fermilab Industrial Affiliates Roundtable on

The Science-Technology Spiral

st and the Pace of Progress

May, 1988
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The Office of Research and Technology Application

Richard A. Carrigan, Jr.

Fermilab is partly responsible for the
biggest single technology transfer from a
DOE laboratory since nuclear reactors were
developed. This outrageous statement may
even be true. The industrial-scale super-
conducting technology base developed for
the TEVATRON Collider is one of the prin-
cipal cornerstones for the half-billion-
- dollar-a-year medical resonance imaging
(MRI) market. Up to now the TEVATRON
is by far the largest superconducting project
built. Indeed, prior to the recent surge in
medical imaging technology, Fermilab was
the only source in the world for practical
experience with industrial-scale
superconductivity.

Fermilab developed that technology in
such a way that industry could learn from
the technology development at every step.
Sensitive and innovative contract manage-
ment produced an environment where a vi-
able, competitive, industrial-scale wire in-
dustry came into existence. This type of
technology transfer, ‘‘the good old-fashioned
kind,’’ is among the most effective.

This important technology transfer took
place during the 1970s. It was done with-
out new legislation, without Small Business
Innovation Research grants, without any of
the new technology transfer tools so popu-
lar in the 1980s. Amazingly, there was not
even an ORTA, an Office of Research and
Technology Application, at the Laboratory.
(It is hard for the present incumbent to im-
agine this. Who responded to the inquiries
and filled out the countless forms that ap-
pear nowadays?)

Most surprising of all, the TEVATRON
builders didn’t even know they were trans-
ferring technology. They set out to build

the TEVATRON for fundamental scientific
research. They had no idea that a million or
so additional patients would have the bene-
fit of MRI diagnosis because the TEVA-
TRON advanced commercialization of MRI
technology by at least a year.

There are several points here. Good sci-
ence and good fundamental technology can
produce very significant commercial and
socially-useful products. Those results can
come from an entirely unexpected direction.
In the words of Phil Anderson, a famous
Nobel Prize winner who frequently criti-
cizes particle physics, ‘‘“The golden eggs
are very seldom produced by the golden
geese.”” Few people claimed the TEVA-
TRON would be a golden technology goose
when it started. Yet, it helped to hatch a
marvelous technology egg: industrial-scale
superconducting technology.

With the passage of years and legisla-
tion, Fermilab now operates a full-service
Office of Research and Technology Ap-
plication. The breakthrough occurred in
1987 when a Licensing Officer was added
to the staff. The office handles the Fer-
milab Industrial Affiliates program, patent-
ing, licensing, a related State of Illinois
technology-transfer program, as well as a
myriad of other coordination and reporting
activities. In this whirlwind of paper it’s
easy to lose sight of the real mission: trans-
fer technology.

Fermilab’s pursuit of elementary parti-
cle physics has, as a by-product, produced
technology of interest and use to other fields.
During 1988, we filed our 500th Federal
Application Assessment. It was on FIRUS-
88, a significant update to the extensive
alarm system in use around the site for
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many years. The new technology was de-
veloped by Charles Briegel, Kevin Cahill,
Allen Franck, and Richard Mahler of the
Accelerator Division Controls Group.

Interestingly, this number of technology
ideas is roughly comparable to the number
of experimental proposals the Lab has
received. Now, with more awareness of the
importance of national-laboratory inven-
tions, there are five inventions received for
every new physics proposal. Of course,
new technology ideas spring out of Techni-
cal Support and the Accelerator Division as
well as from the experimental program.

With new federal legislation and a rising
concern about competitiveness, there is now
increased emphasis on licensing Laboratory
technology. During 1988, the Universities
Research Association, the consortium of
universities that manages Fermilab for the
Department of Energy, negotiated its first
license on a computer-controlled high-voltage
power supply developed by Tom Droege of
CDF. Other licensing possibilities are un-
der investigation.

Much of the Laboratory technology is
not licensable. Still, like the TEVATRON,
it can have a significant impact. The Loma
Linda proton accelerator for medicine,
along with an associated infrastructure like
Proton Therapy Cooperative Group, an in-
terest group representing universities, lab-
oratories, hospitals, and companies around
the world, may lead to substantial use of
this technology. Other concepts for accel-
erator application pop up regularly within
the Accelerator Division. The Advanced
Computer Program also continues to flourish.
Discussions are already under way about
licensing parts of the ACP second-gener-
ation systems. Elements of the system are
now being marketed outside of physics by
an Illinois company.

These big projects are not the only inter-
esting technologies that develop at the
Laboratory. There is a wealth of controls
technology here that uses such standards as
FASTBUS and VME. This year a triad
consisting of Fermilab, the University of
Illinois at Chicago, and Kinetic Systems
Corporation, has been seeking ways to
broaden the use of FASTBUS. The effort is
funded with State of Illinois money re-
ceived from the Illinois Department of Com-
merce and Community Affairs (DCCA).

New cryogenic technology is constantly
appearing. The drive to produce large-scale,
super-fluid helium cooling for 2° K opera-
tion of magnets has produced new technol-
ogy. Peter Mazur, Moyses Kuchnir, Tom
Peterson, and others have developed valves,
compressors, and refrigeration concepts ad-
dressed to this new challenge.

This year, for the first time, Fermilab
had four industry-Laboratory exchanges.
These were carried out with funding from
DOE, DCCA, and the companies them-
selves.  Participants included Omnibyte,
General Dynamics, Babcock and Wilcox,
and Martin-Marietta. Typically, an engi-
neer visits Fermilab for six months to work
on a problem that is mutually interesting to
Fermilab and the engineer’s parent com-
pany. We are on the lookout for more op-
portunities and other industrial organizations.

The Fermilab Industrial Affiliates or-
ganization also continues as a fruitful link
with companies interested in Fermilab tech-
nology. The eighth annual meeting of the
Affiliates was held May 26 and May 27.
The meeting had an outstanding program
with speakers such as Donald Frey, former
CEO of Bell and Howell; Hirsh Cohen, con-
sultant to the Director of Research, IBM;
and Richard Nicholson, then Assistant Di-
rector of Mathematics and Physical Sciences,
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National Science Foundation. We had our
largest attendance ever, over 160 people.

Now that Fermilab has passed its twenti-
eth birthday and come of age, where will
the future Loma Lindas and ACP’s come
from within the Laboratory? My own view
is we should encourage one or so of our
new technology projects here to reach for
the skies every year. The most important
motivation must always be to press into re-
gions where no one has gone before in pur-
suit of our own fundamental program. Still,
we should look over our shoulder and see
how we can integrate U.S. industry, as well
as the needs of other applications for the
technology, into the quest.

Here are some of the hotter candidates.
The Particle Detector Group headed by
David Anderson has developed remarkable
new scintillators with direct relevance to
positron emission tomography imaging.
This is a medical technology that monitors
body chemistry as it takes place. The po-
tential market is comparable to MRI. Could
we develop a hospital-, university-, or industry-
based collaboration that would speed this
into application and also strengthen the par-

ticle detector effort? Another opportunity
will continue to be 2° K technology. Here
it is harder to identify users outside of par-
ticle physics. Still, the subject has the same
feel the TEVATRON did a decade ago.

My favorite pick for a Fermilab technol-
ogy of the ’'90s is the artificial-intel-
ligence/expert-system area. Clearly, Fer-
milab and the SSC will both guzzle down
software like an over-imbibed sailor.
Spurred on by the all-consuming need for
computing time for particle physics experi-
ments, Fermilab programmers are already
involved in topics like rule-based software
and neural networks. At the same time,
DOE has favored URA with the opportunity
to license software. We can jump into the
next decade of software development with
nary a thought of the outside world. The
other option is to give a little thought to our
unique contributions and how they might
find use outside the field of particle physics.
With a little luck the general impact of
particle-physics software requirements in
the ’90s could make the TEVATRON’s im-
pact on MRI pale by comparison.
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The Neutron Therapy Facility

Arlene J. Lennox

After 12 years of clinical trials, in-
cluding careful long-term follow-up studies,
it has become clear that for some tumors,
neutron therapy is superior to conventional
photon therapy. At the time of this writing,
neutron therapy is available at only three
places in the United States. In the spirit of
technology transfer, and eager to make this
type of treatment available to more patients,
we have begun preliminary work on de-
signing a medical proton linac suitable for
hospital-based fast neutron therapy as well
as a lower energy linac to produce epi-
thermal neutrons for treating brain tumors
using Boron Neutron Capture Theory. We
are also consulting with physicists from
China and Israel who are planning to use
existing physics-research accelerators for
neutron therapy in a manner similar to our
parasitic use of the Fermilab Linac beam.
It was rewarding to hear that the South

African group we assisted a few years ago
treated their first patient in September.

This year we completed the upgrade of
the Neutron Therapy Facility controls sys-
tem by replacing the 12-year-old medical
microprocessor with an IBM PC/AT which
communicates with the VME bus/68000
beamline microprocessor by means of a
dedicated Token Ring. A major effort went
into transferring our Cyber-based patient
planning software to the newly installed
Amdahl scientific computer and we are
developing software to take advantage of
the three-dimensional display capabilities
of a Silicon Graphics work station.

In summary, the Neutron Therapy
Facility has spent this year improving the
efficiency of its own operation as well as
reaching out to assist others in making
neutron therapy more widely available.
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The Loma Linda proton accelerator for medicine, assembled for commissioning in Fer-
milab’s Industrial Complex.
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The Loma Linda Medical Accelerator
J. Richie Orr

A very small proton synchrotron, only
20 feet in diameter, is being created by Fer-
milab under a work-for-others agreement
with the Loma Linda Medical Center at
Loma Linda University in California.

This accelerator is intended for treat-
ment of cancer using a beam of protons
whose energy, location, and intensity can
be carefully controlled.

Although proton therapy has been in the
cancer-treatment repertoire for many years
(in fact, it was proposed by R. R. Wilson
more than 40 years ago [see Fermilab 1987
Annual Report, pg. 115]), this new machine
is the most precise and flexible treatment
instrument ever attempted.

Construction of this little medical ac-
celerator is now complete. The project was
given a push when a troop of experts ar-
rived from the Accelerator Division with
banners flying and bugles blowing.

The injection system has been operated
and has delivered 2-MeV protons to the

Main Ringlet. Although the injection sys-
tem worked well from the beginning, it has
been decided to add beam-profile monitors
to this beamline to facilitate reaching
higher intensities.

Acceleration and extraction studies are
under way at this time. Protons have been
accelerated to the required peak energy
range of 250 MeV. In order to make much
more progress, the vacuum in the ring will
have to be improved by at least a factor of
ten. In addition, a beam-transport system
must be installed before experiments with
extracted beam can begin. The work at Fer-
milab with this accelerator is expected to
occupy the balance of the winter and spring
of 1989.

The machine is coming to life quite
smoothly. This is a tribute to the experi-
enced accelerator physicists, engineers, and
technicians who have labored for two years
to design and construct this flexible little
synchrotron.

i




~L 13-

Marilyn Collins (Bus. Serv./Shipping & Rec.), verifies an order against the PARS entry.
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The Business Services Section
James E. Finks, Jr.

To quote Frank Sinatra, ‘‘it was a very
good year’’ for the Business Services Sec-
tion. The quality and amount of support
provided to the Laboratory in 1988 was out-
standing. In addition, numerous initiatives
were undertaken to improve and expand
that support even further in future years,
and to seek out new avenues where the Lab-
oratory may secure additional cost reductions.

The Facilities Management Department
completed an installation of two 345-kV
transformers at the Master Substation that
included transformer rigging, bus ducts,
and relaying. An equipment building was
constructed for the Roads and Grounds
operations. The Wilson Hall entry deck
was re-covered and a new snow-melting
system installed. Site custodial quality was
improved and costs reduced by sub-
contracting the service. The Ramsey Audi-
torium’s manual stage-rigging system was
replaced with a modern power-assisted sys-
tem. In addition, 11 miles of roads were
resurfaced, 18 parking lots were paved,
3200 feet of sidewalks were replaced, 23
curbings were converted to handicapped ac-
cessible, 13,000 feet of fencing were in-
stalled around the bison pasture, 13 miles

i L
e
e

'd;“ “

I

|

of roads were striped, 152 trees were
planted, the bison pasture retention pond
was refurbished, 100 acres of land were
tilled and planted in prairie grass, and 6700
pounds of prairie seed was harvested.

The Material Department completed the
bidding and award of a new $8.6-million
computer system. Competitive bidding also
resulted in an annual $2.3 million reduction
in the Laboratory’s liquid nitrogen and
helium costs.

The Accounting Department devoted
many hours in its efforts to customize, and
prepare to install in FY89, its new com-
puterized Payroll/Personnel System and
Accounts Payable System.

The Information Systems Department
installed a new digital-image identification
card system and established a payroll
disaster recovery plan. The Department in-
vested major amounts of staff support to
new preventive maintenance and a new
Payroll/Personnel System which will be-
come operational next year. Further, a
System Design Methodology was developed
and placed in production which standard-
izes the approach to design and installation
of Information Systems applications.
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James Davenport (far left), of Virginia State University, Coordinator of Fermilab’s Summer
Internship in Science and Technology program, with his 1988 interns.
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The Laboratory Services Section
Charles F. Marofske

Automated services provided by the Fer-
milab Library continue to expand. More
than 8000 preprint records in SLAC’s High
Energy Physics database now contain Fer-
milab Library numbers which have been
added or tagged by Fermilab Library staff.
NEWBOOKS, a product now available on
the FNAL VAX Cluster, lists new books
ordered for the Library. Plans and specifica-
tions for the purchase of an automation sys-
tem, which will provide online access to the
Library’s catalog, are being evaluated. 750
books and 18 new journals were added to
the Library collection. The Library is now
coordinating Laboratory subscriptions to
journals, magazines, and other periodicals
through a subscription agent.

In 1988, the Publications Office moved
to new quarters in Wilson Hall. This move
allowed further streamlining of Publications
Office technical report-production opera-
tions by, among other things, consolidating
files and establishing a laser-printer queue
address which permits Fermilab authors to
transmit their technical reports electroni-
cally, as opposed to hand or mail delivery
of hard copies. The Office prepared and
disseminated 55 technical memos, 33 phys-
ics notes, and 78 preprints (exclusive of
theoretical  physics and  theoretical
astrophysics preprints) in 1988. As in the
past, the Office continued to produce in
their entirety FermiNews, Fermilab Report,
FermiTec, the Industrial Affiliates Round-
table, and this annual report, in addition to
various special publishing projects.

The Visual Media Services group has
expanded capabilities over the last year. A
new studio and video editing area have
been built to accommodate the demand for

video training tapes and still photography.
Over the past year, Visual Media Services
shot just over 1260 jobs that document the
varied activities and projects of the Labora-
tory. Twenty videotape projects were com-
pleted over the year, mainly focusing on
training at Fermilab. Visual Media Serv-
ices continues to utilize all of its duplicat-
ing equipment to the maximum and has
made over 6,000,000 copies for the various
activity groups.

During this past fiscal year, the size of
the Laboratory staff increased by 35 per-
sons. In the 12-month period, over 225
new employees were put on payroll. The
Employment Office maintained a busy sched-
ule of recruiting visits to campuses and ca-
reer fairs. More than 500 applications are
received in a typical month by the Employ-
ment Office.

The Medical Office completed over
1000 physicals in the year. In addition,
oxygen-deficiency-hazard physicals con-
tinue for employees, contractors, and ex-
perimenters. As a new service, the Medical
Office implemented the inclusion of the
coronary-profile risk factor (detection of
high-risk coronary candidates) into all rou-
tine physicals.

Under the leadership of the Equal Op-
portunity Office, the Laboratory has contin-
ued its participation in Imprint (Illinois Mi-
nority Pre-College Internship Program) and
the National Consortium for Graduate De-
grees for Minorities in Engineering, Inc.,
and also sponsored the 18th Annual Sum-
mer Internship in Science and Technology.
The 19 participants were selected nation-
wide from undergraduate candidates major-
ing in physics, computer science, or en-
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gineering. In cooperation with the Friends of
Fermilab, the Laboratory provided enrich-
ment experiences for 25 talented area high
school sophomores and juniors through the
‘“Target: Science and Engineering Pro-
gram.’”’ Roberto Vega, a Fermilab Gradu-
ate Fellowship Student, became the first
graduate of this program in May 1988. He
was awarded his Ph.D. in Physics from the
University of Texas at Austin.

The Public Information Office continues
to provide a number of services to the gen-
eral public. This translates into more than
10,000 persons visiting the Laboratory via
guided tours. In FY88, the Public Informa-
tion Office offered a total of 277 guided
tours, two-thirds of them being for school
groups from six different midwestern states.
Uncounted additional visitors avail them-
selves of the Laboratory’s open-door policy
by taking our self-guided tours and by utiliz-
ing the hiking, biking, and skiing trails.

Fueled by the nation-wide interest in the
SSC, Public Information has seen a con-
tinual flow of reporters, writers, and pho-
tographers this past year. In-depth articles
on Fermilab have appeared in the Chicago
Tribune, the Chicago Sun-Times, The Chris-

tian Science Monitor, The Scientist, and
Audubon, and there has been additional cov-
erage by local and national radio and TV.

Public Information also continually re-
sponds to a wide variety of written and
phone inquiries ranging from the high
school student in Carol Stream, Illinois,
who is curious about superconducting tech-
nology, to the hobbyist in Pennsylvania
who is building a scale model of Fermilab.

In 1988, the Activities Office focused
attention on the newly renovated Users
Center with increased use of rooms as a
meeting place for experiment groups, clubs,
and leagues. Some remodeling in the Gym
has improved the aesthetics, while the addi-
tion of new equipment has kept it competi-
tive with outside health clubs. Occupancy
averaged 86% for the Lab’s on-site housing
facilities, which number 157 units. The
Day Care program continues to provide a
nearby solution to family concerns for par-
ents working at the Lab. Day Care enroll-
ment is now 68 students ranging from in-
fants to kindergarten age.

The Fermilab kitchen presented over
21,000 meals this past year and provided
catering for conferences and meetings.
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Physics at Fermilab in the 1990’s

August 15-24, 1989 Breckenridge, Colorado

Announcing a workshop sponsored by the Fermilab Users Organization to
explore future fixed-target and colliding-beam physics options at Fermilab.
®

Working groups are being organized which address the following issues:

Theoretical Issues for the 1990’s
Accelerator and B.eam-Line Options
Collider Physics
F ixed-Taréet Physics
p Accumulator Physics
New Physics bpportunities
Instrumentation, Test .Beams, and SSC R&D

®
Organizing Committee
J. Bjorken — Fermilab K. Heller — U. of Minnesota
S. Errede - U. of Illinois L. Lederman — Fermilab
T. Ferbel — U. of Rochester/SSC H. J. Lubatti — U. of Washington (Co-Chair)
M. K. Gaillard — UC Berkeley J. Peoples — Fermilab
F. Gilman - SLAC M. Strovink — UC Berkeley/Fermilab

D. Green — Fermilab (Co-Chair)

For information please contact:

Cynthia Sazama * Fermilab « M.S. 322 « P.O. Box 500 * Batavia, Illinois 60510
Telephone: 312-840-3082 » Telex: 720-481 ¢ Bitnet: UPGRADE (@ FNAL
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II. The TEVATRON Upgrade

During 1988, plans were solidified for
the exploitation of the Fermilab facilities
during the next decade in the pre-SSC era.
The successes of the Collider and Fixed-Target
programs, based on the excellent perfor-
mance of the TEVATRON, provide a solid
base on which to build for the future. The
upgrade program is designed to enhance
both of the physics programs with increases
in the beam intensities and energy, well
beyond those achieved today, within the
framework of an antiproton-proton collider.
Various other options for upgrade schemes
were also examined in some depth. A com-
plex of 20-GeV rings acting as a post-
booster to increase the Main Ring injection
energy and provide increased antiproton
storage were considered, as was the con-
struction of a second TEVATRON to allow
proton-proton collisions at 1 TeV. Neither
of these schemes provided the overall bene-
fits and flexibility of the proposed program
that we outline here, which also maintains
compatability with the collider detectors.

Collider physics demands a continual
increase in luminosity with each run in or-
der to maintain the discovery potential for
new physics. The TEVATRON I project set
1030 cm2 sec! as the design luminosity,
and that has been achieved. The new pro-
gram aims to increase the luminosity from
run to run until a peak of ~2.5 x 103! cm™2
sec’! is reached. Finally, a doubling of the
energy to 1.8 TeV will further extend the
physics reach. Attaining luminosities of
this level requires enhancements to the
present rate of antiproton production and
storage together with the production of
denser, brighter bunches of particles. The
fixed-target program also benefits from the
increased energy and intensity, as well as

the availability of lower energy (150 GeV)
beams on a year-round basis.

The upgrade program proceeds through
three phases. The first is centered around
changes to the TEVATRON optics to ac-
commodate two high-luminosity interaction
regions and high-intensity particle bunches,
together with increasing the Linac energy
from 200 to 400 MeV. The second stage
consists of replacing the Main Ring with a
new Main Injector in a separate tunnel en-
closure. The final step would then be to
install a new superconducting ring in the
space currently occupied, with the Main
Ring capable of approximately twice the peak
field of the TEVATRON. Let us examine
each step in more detail.

The initial stage in the program ad-
dresses the limitations on luminosity in the
present operation. The TEVATRON, using
six bunches of protons and antiprotons, is
limited in the peak luminosity by the avail-
ability of antiprotons and the so-called
beam-beam tune shift. This latter phenome-
non is due to the effect of the counter-
rotating bunches of particles as they pass
through each other at the collision points
and results in particles being lost from the
beams, which limits the useful lifetime of
the stores. The strength of this effect is
proportional to the density of the bunches
and the number of bunch collisions taking
place per revolution. Limiting the bunch
intensity to achieve adequate beam life-
times results in a limited luminosity. How-
ever, with six-bunch operation, the beams
collide at 12 places in the accelerator, even
though only two of these collision points
will be used in the upcoming runs. A
scheme to remove the unwanted collision
points by separating the circulating beams
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inside the accelerator with a system of
electrostatic deflectors has been developed.
These deflecting plates are incorporated
into the design of new collision regions
which will be installed in the DO area for
the new detector and retrofitted in the
existing BO region. Reducing the number
of collision points from 12 to 2 will allow
the luminosity to be increased by up to a
factor of six from the current value, pro-
vided sufficient antiprotons are available to
achieve this. In order to increase the anti-
proton production rate to attain these large
stack sizes, modifications to the Pbar
Source aperture, stochastic cooling, and
proton targeting system will be made to
increase both the number of protons hitting
the production target and the yield of anti-
protons collected by the Source. The in-
crease in stacking rate is estimated to be a
factor of three.

The final and crucial step in the phase 1
upgrade is the doubling of the Linac
energy. In the present operation of the
accelerator chain, the limiting factor on the
available proton intensity is the space
charge interaction at low energy in the
booster. This effect, the coulomb inter-
action between the individual particles in a
bunch, results in an increase in the beam
size emerging from the Booster as the pro-
ton intensity is increased. At a bunch inten-
sity of ~2 x 1010 ppb, the beam size becomes
too large to be accepted by the Main Ring.
Doubling the output energy of the Linac
reduces the effective strength of this space
charge interaction resulting in smaller,
denser beams from the Booster. We esti-
mate an increase of proton intensities of 1.7
through the Main Ring and into the TEVA-
TRON. Higher proton intensities benefit
both Collider and fixed-target operation. In
the Collider mode, the antiproton production
rate will increase as well as the intensity of

the proton bunches undergoing collisions.
We estimate that the peak luminosity at the
end of phase 1 to be as great as ~103! cm2
sec’l, a factor of five higher than today.
Fixed-target operations of >3 x 10!3 protons
per cycle would greatly expand the scope
and flexibility of the experimental program.

Also included in phase 1 is a system of
cryogenic compressors (to be installed in the
satellite refrigeration stations) which would
lower the operating temperature of the TEVA-
TRON by 0.5 K, resulting in an increase in
operating energy of 100 GeV.

The second phase of the upgrade involves
replacing the Main Ring with a new accel-
erator, in its own enclosure, called the Main
Injector. The existing Main Ring was de-
signed to provide fixed-target proton beams
with an energy of 400 GeV. As such, it is
not at all optimized to the present require-
ments of the Collider Program. Introduction
of overpass regions around the collider-detector
areas and beam-transfer points have resulted
in machine optics which restrict the useful
aperture and limit the proton intensity.

The proposed Main Injector addresses
these problems and more. A schematic
layout of the accelerator complex including
the Main Injector is shown in Fig. 1.
Bi-directional beam transfers to the TEVA-
TRON take place across the FO straight
section. Connections to the Pbar Source
and the Booster for 8-GeV and 120-GeV
beam transfers take place largely in
common beamlines following existing
installations. A 150-GeV beamline joins
the Main Injector directly to the Switchyard
providing access to the experimental areas.
The circumference is roughly half that of
the Main Ring and two cycles of the Main
Injector are needed to load up the TEVA-
TRON for fixed-target operation. The peak
energy of 150 GeV requires 300 dipoles
running at 17 kG. The focusing strength in
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Schematic layout of the proposed Main Injector.

the machine lattice is twice that of the Main
Ring, resulting in an estimated dynamic
aperture of three times that available now.
This accelerator will be capable of using
the full intensity generated by the Booster
with higher injection energy, producing 3 x
1013 protons per cycle, a factor of three in-
crease over current operation. It is designed
to be a rapid-cycling machine and can ac-
celerate and deliver on target 120-GeV beam
for antiproton production at a 1.5 s cycle
rate, 120-GeV slow spill with a 1 s spill
length runs on a 3 s cycle.

There are many benefits to the physics
program from this scheme. The increased
yield of antiprotons into the Source, higher
transfer efficiencies, and denser proton
bunches are estimated to result in a peak

luminosity of 2.5 x 103! cm=2 sec’l. The
TEVATRON fixed-target intensities would
rise to 6 x 1013 per cycle. Test beams through
the Switchyard to the fixed-target areas dur-
ing Collider operation would allow experi-
ments to debug and fine tune their spec-
trometers well in advance of data taking.
Experimental backgrounds in the collider
detectors caused by Main Ring operation
will be removed. The high beam intensities
and rapid cycling nature of the Main Injec-
tor provide a powerf<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>