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1111 19th Street, N.W. Suite 400 Washington DC 20036
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February 15, 1988

Dr. Leon Lederman

Director

Fermi National Accelerator Laboratory
Batavia, Illinois 60510

Dear Dr. Lederman:

Congratulations on a superb year at Fermilab. The first
production runs of the p-pbar collider and an excellent fixed
target run mark the first sustained physics experimentation in
the TEV energy region ever undertaken. Fermilab is again the
highest energy accelerator facility in the world and will be
extremely productive in the years ahead. By operating the
world's first superconducting high energy proton synchrotron,
Fermilab has also pioneered the technology of the next generation
of high energy accelerators, and has done so with superior tech-
nical success. By participating in the research and development
program for the SSC dipole magnet, we are assuring the transfer
of this technology to the next generation of large accelerators
and to industry.

Universities Research Association is proud to be the opera-
tor of Fermilab. We shall continue to emphasize the university-
based nature of high energy physics, to work with the Department
of Energy to keep this most fundamental of all scientific fields
healthy, and to keep Fermilab at the forefront of these activi-
ties.

Slncerely,

Edward A, Knapp
President
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Outside the Tomb of Chien Lung

There is a collage of ruins in my head
From rummaging rubble where too many Caesars bled,
Are buried, gained or lost the spoiils of war.
Bits and pieces on the ground. Bits and pieces I have found
And try to remember where it was before.
Seyeste? Monte Alba, say?
Chichen Itza or the long white road of Ephesus?
O! I have swept a hundred streets,
Old courtyards from whence all but guides have fled,
Paestum’s temples or among Cervetri’s dead,
Cyclopean walls, Persepolis’ halls,
- Time’s corridors have echoed to my tread.
And now, again, where Emperors lie
I seek a Dragon’s Pearl, a Pheonix Eye.
- Jane Wilson
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I. The State of the Laboratory

This Annual Report for 1987 is part
of what will be the Twentieth Anni-
versary of the Fermi National Ac-
celerator Laboratory. Thanks to the
fuzziness of history, we can extend the
celebration from the authorization of the
200-BeV Accelerator, in February 1967,
to the occupation of the Batavia site in
December 1968. To begin this celebration,
we have leavened this report of our 1987
year with a series of Homeric recollections
including one Lab Director, one Atomic
Energy Commission (AEC) Chairman, one
Universities Research Association (URA)
President, and one licensed historian. This
compilation makes fascinating reading and
records a notable event in the history of
science. Its relevance to the ongoing saga
of the Superconducting Super Collider (SSC)
is also clear.

Not that 1987 needs leavening. It is the
"Year of the TEVATRON," the first year
in which the accumulated visions and labor
of the Laboratory came to full fruition. On
January 3, 1987, the Accelerator Division
began to deliver antiproton-proton colli-
sions to the Collider Detector at Fermilab
(CDF) at a total energy of 1800 GeV. The
run, described in detail in the CDF and Ac-
celerator Division stories that follow, ended
May 11 with a very respectable accumula-
tion of 70 nb-! or, with less jargon, over
100 million head-on collisions being ob-
served by the 4000-ton "Swiss watch" par-
ticle detector which surrounded the inter-
action point in the BZERO collision hall.

Three other Collider experiments also took
data during the run. And the Antiproton
(Pbar) Source went through its paces as
one of the most sophisticated examples of
accelerator ballet ever choreographed. And
it broke records in its debut, records for en-
ergy and pbar accumulation rates. Achiev-
ing over 10% of the design luminosity in a
first run is no small accomplishment as our
colleague-competitors at CERN have gra-
ciously admitted.

On June 1 we began extraction to the
fixed-target areas to continue the program
which had its first long run at 800 GeV in
1985. This run had terminated in August
85 in order to make way for a pbar test
and one year’s worth of final TEVATRON
construction. We then had almost two years
of work on targeting, new beamlines, and
new experiments which are reviewed be-
low by Roger Dixon. As of January 1988,
the run is reasonably successful, and we
have been in operation for the entire calen-
dar year - a kind of 20-year record.

The decision to operate the Accelerator
and the Laboratory for the acquisition of
physics data as the single highest priority
was made in the fairly gloomy fall of 1986
when the FY87 budget numbers were known
to us. In the fishbowl of HEPAP, Depart-
ment of Energy (DOE) reviews, PAC,
URA, etc., this decision was universally
applauded. And operate we did, even though
the cost to almost all other activities in the
Laboratory was major: cancellation of prior
approved experiments (the entire prompt

"Antiquities, or remnants of history, are ‘Like the planks of a shipwreck’: when industrious per-
sons, by an exact and scrupulous diligence and observation, out of monuments, names, words,
private records and evidences, fragments of stories. . .do save and recover somewhat from the
deluge of time." - Sir Francis Bacon, Advancement of Learning, Second Book



neutrino program), delays in the comple-
tion of upcoming research, including the
DZERO collider detector (see Paul Gran-
nis’ report), deferred maintenance, reduc-
tion in spare parts at all levels, a layoff
(the first ever) of 50 staff members and a
hiring freeze which resulted in a further
decrease of about 40, and a slowdown of
our efforts to upgrade the Collider. We
also incurred the righteous wrath of the
DOE by dipping further into our forward
financing (GSO) in order not to have to
shut down as our funds ran out shortly be-
fore the fiscal year. But we did take data!

History will judge whether the decision
was correct. What are, incidentally, the cri-
teria for a successful science policy deci-
sion? Clearly, important physics data is
high on the list. Judgment here will take a
few years. However, these are curious
times with the Superconducting Super Col-
lider looming and its overpowering influ-
ence seeming to complicate the scene. The
consensus for proceeding with SSC has
never been stronger. The support of the
President was crucial, and it is now institu-
tionalized in the DOE. Yet, sensible sci-
ence policy has it that the TEVATRON,
the highest energy accelerator in the world,
built at a total cost, including R&D and
equipment component, of over $400 mil-
lion, be exploited to help keep U.S. high-
energy physics and its practitioners in the
field until the late 1990s. Hence, the an-
guish of the Laboratory and the menace to
our noble purpose: pitfalls, shoals, the
need to steer between Scylla and Charyb-
dis, between the rock and the hard place, a
Hobson’s choice of all-out data taking ver-
sus prudent retrenchment and preservation
of capability. . .

What else happened in 1987? The suc-
cess of our investment in the Advanced

Computer Program (ACP) is clear in 1987.
What would we have done without it? The
details are in Tom Nash’s understated piece
where the growth potential gives glimpses
of a major advance in this form of parallel
architecture. The responsibility to revive
the R&D for this next phase is heavy in-
deed. Part of our long-range burden of car-
ing for this child of our intellectual fer-
tility may have been lifted by the recent
announcement that Big Blue, none other
than IBM, is now committed to commer-
cializing the kind of parallel architecture
which ACP demonstrated.

The successes of the fixed-target pro-
gram continued to emerge in 1987 as the
analysis of experiments proceeded. In the
accompanying chart (Table 1), we list all
the currently approved experiments. For
each of these we give the date of approval
by our Physics Advisory Committee (PAC).
One sees a startling fact: From time of
conception to completion of data taking
now averages almost five years. Add a
year or two for analysis and the year or so
it took to win approval and we see a sig-
nificant fraction of one’s scientific lifetime
going into one fixed-target experiment.
Collider experiments are obviously longer.
The saving grace to this sociological disas-
ter is that students often don’t join the re-
search at its beginning; also, as we head
towards ever larger and more sophisticated
installations, the second and third genera-
tion usage tends to improve the turn-
around time. Nevertheless, as we approach
an all-collider, SSC-scale community, we
must creatively rethink the experience we
want to give our graduate students and
postdocs. Incidentally, more felicitous fund-
ing could probably have reduced the time
between proposal and data taking by one to
two years.



Electroweak

E-632

E-665
E-733

E-745

E-770

E-782

(Morrison/
Peters)

(Montgomery)

(Brock)

(Kitagaki)

(Smith)

(Kitagaki)

Decays and CP

T-721
E-731
E-756
E-761
E-773
E-774

(Rosen)
(Winstein)
(Luk)
(Vorobyov)
(Gollin)
(Crisler)

Heavy Quarks

E-653
E-687
E-690
E-705

E-760
E-769
E-771

(Reay)
(Butler)

(Knapp)
(Cox)

(Cester)
(Appel)
(Cox)

Date
Approved

6/827

7/81%
11/837

12/83%

12/85

7/87

3/84
7/831
6/85
6/85
7/86
12/86

7/817F

7811
7/81%
12/817

6/85
12/85
4/87

Table 1

Currently Approved Fermilab Experiments

Fixed Target

Wide Band Neutrinos in the 15-Ft. Bubble
Chamber (16/84)

Muon Scattering with Hadron Detection (13/79)

Neutrino Interactions with Quad Triplet Beam
(4/26)

Neutrino Physics with Quad Triplet Beam
(10/43)

Neutrino Physics with Quad Triplet Beam
(4/28)

Muon Scattering with Tohoku Bubble Chamber
(7/33)

CP Violation (8/44)

Measurement of €'/e (5/27)

Q- Magnetic Moment (4/16)

Hyperon Radiative Decay (6/16)

Phase Difference Between Mg and 1, (4/12)

Electron Beam Dump Particle Search (4/7)

Hadronic Production of Charm and B (19/79)

Photoproduction of Charm and B (8/58)
Hadronic Production of Charm and B (5/21)

Charmonium and Direct Photon Production
(8/47)

Charmonium States (7/59)
Pion and Kaon Production of Charm (8/25)
Beauty Production by Protons (9/68)



Hard Collisions and QCD

E-672
E-683
E-704
E-706
E-711
E-772

E-710

E-713
E-735
E-740

E-741/
E-775

E-466
E-754
T-755

E-776
E-777

E-778
E-790

(Zieminski)
(Corcoran)
(Yokosawa)
(Slattery)
(Levinthal)
(Moss)

(Orear/
Rubinstein)

{Price)
(Gutay)
(Grannis)

(Schwitters/
Tollestrup)

(Porile)
(Sun)

(Majka/
Slaughter)

(Baker)
(McCaslin)

(Edwards)
(Sciulli)

7/811
12/83%
12/817
12/81%
7/837
7/86

6/821

6/827
12/83"
2/84

4/82%

3/76
11/84

11/86

1/87
1/87

12/86

Table 1 continued

High PT Jets and High Mass Dimuons (7/28)
Photoproduction of Jets (9/33)

Experiments with a Polarized Beam (16/50)
Direct Photon Production (9/75)

Constituent Scattering (3/23)

Nuclear Antiquark Structure Functions (9/26)

Collider

Total Cross Section (6/18)

Highly Ionizing Particles (2/3)

Search for Quark Gluon Phase (7/52)
DO Detector (20/124)

Collider Detector at Fermilab (20/247)

Others

Nuclear Fragments (3/7)
Channeling Tests (4/8)

Streamer Chamber Tests (2/10)

Nuclear Calibration Cross Sections (3/7)

Neutron Flux Measurements in the
TEVATRON Tunnel (3/9)

Study of SSC Magnet Aperture Criterion (5/15)

Zeus Calorimeter Module Tests (7/7)

Note: E = Experiment, T = Test. Numbers in parentheses denote total number of institu-
tions and physicists, respectively. T indicates approved more than four years ago.



In the second chart (Table 2), we pre- munity and about 20% of the world com-
sent our pride and joy, the source of our munity, assuming high-energy physicists
torment and satisfaction, the embodiment are under-represented among the Eskimos,
of our successes and failures, our users. and Papuans, and residents of Peoria.

This is about 50% of the U.S. physics com-

Table 2
Demographics of Fermilab Users - 1987

Ph.D. G.S. Total

Collider

U.S.: 310 92 402

Foreign: 66 22 88
376 114 490

Fixed Target

.S 427 207 634

Foreign: 249 52 301
676 259 935

Note: Some experimenters are participants on both Collider and
fixed-target experiments. Below, we eliminate all duplication.

Ph.D. G.S. Total
All approved
incomplete exps.
u.s.: 666 294 960
Foreign: 310 74 384
976 368 1344
U.S. Foreign Total
Institutions 79 62 141
(Seventeen foreign countries are currently participating in Fermilab
research.)

We note that at the last DOE census, there were 2100 U.S. high-
energy physics experimentalists (including graduate students). Thus,
Fermilab services about 50% of the U.S. users and 10-15% of all
foreign (Europe + Japan) users.



Experiment 691, photoproduction of
particles containing the charmed quark,
continued to dominate the field with its
qualitative and quantitative increase in
data on the properties of this exotic form
of matter. A beautiful CERN CP-violation
experiment served to underline E-731 as an
experiment whose 1985 results were im-
pressive but whose 1987 run will provide
the precision to either confirm or rebut the
CERN indication of a finite (3 standard
deviations) €’/e parameter. The instrumen-
tation of E-691, silicon microvertex detec-
tors and ACP data crunching, constitutes a
clear road towards the heaviest known quark,
the beauty (b-) quark. In 1987 we learned
that particles composed of b-quarks, as seen
in the DESY (Hamburg) et*e- colliders,
promise a splendid harvest of physical data
to anyone who can collect a few tens of
millions of the "B-mesons,” i.e., mesons
containing the b-quark. So promising is
this field that extensive workshops in
Europe, at SLAC, and at Fermilab have
been held and "B-FACTORIES" at a cost
of hundreds of millions have been pro-
posed. The current situation is as follows:
Some few hundred thousands of events
containing b-quarks have been collected in
the ete- machines, most notably at Cornell
and DESY. Whereas production in hadron
(pp, ©™p, pp) collisions is expected to be
thousands of times more prolific, virtually
nothing has yet been observed. Backgrounds!

Fermilab has two options for getting
into this field. The pbar Collider offers the
possibility of generating something like
10° BB pairs per year. A special detector
optimized for B-meson detection is very
likely needed. Also, an increase in lumin-
osity is needed so that one can indeed ac-
quire this much data in a reasonable run.
The technical problems of acceptance,

backgrounds, efficiencies, etc., are for-
midable and the Laboratory has encour-
aged the proponents in their plan of de-
tailed "thinking" for a year. The policy
problem these proposals raise has to do
with space and schedule. Do we create an-
other (smaller) interaction hall at, say,
AZERO? This would imply a shutdown of
at least six months, something we could
not contemplate for another three years or
so. The alternative is to have the B-detec-
tor go into the CDF hall after two or three
exposures. This could come about when
CDF was undergoing modernization.

The other option is the fixed-target pro-
gram where the almost unlimited lumin-
osity creates 107 B-mesons every minute!
When realistic (?) factors are put in, it is in
fact thinkable to acquire some 108 BB
events in a "year" (106 sec) run. The back-
ground is now over 106 irrelevant and,
hence, distracting collisions per produced
B and the burden on technology is fierce.
However, if we take an SSC-like rate of
108 collisions per second, one could have a
go at 108 B-events. Ingenuity, luck, tech-
nology, etc., could even increase this,
without violating any known law of
physics, to 101! or 1012! Today there are
several experiments (e.g., E-705 [771], E-
687, E-706, and E-605) that have the capa-
bility of collecting ~100-1000 B’s in the
next year. This will be good learning ex-
perience. The silicon-ACP technology
smells good. When we combine this with
the ongoing philosophy of data-driven ar-
chitecture such as is exemplified by E-690,
one begins to see an evolution of the
breakthrough achieved by the E-691 col-
laboration. After all, SSC physics assumes
that one can read signatures of new physics
at the level of 1 event in 1010 collisions,
each spewing a hundred or so charged par-



ticles in all directions and coming at you
with a rate of 100-million collisions per sec-
ond. The B-program addresses the same
issues. It must work! From all of this, it
is clear that B-physics will play an impor-
tant role in the future of Fermilab.

. DNNVDHIAV

Associate Director James Bjorken
touches on this and other aspects of the
future in his essay below.

If we are to summarize the State of the
Laboratory before proceeding to the de-
tails, it is that we have come through a



long period (1979-1986) of construction,
and in 1987, we have emerged into a phase
of operation for research in particle physics.
One doesn’t turn a construction-driven staff
into an operating staff at the click of a
toggle switch. There is an ethic involved,
a collective state of mind, a habit. The evi-
dence of change is everywhere: Fermilab
physicists are running shifts on their ex-
periments, users’ requests are taken ser-
iously, and even the most recalcitrant of
our detractors have been seen trying to
suppress a smile.

What we have to do is finish the D-
ZERO detector which will add the essen-
tial component to the exploitation of the
Collider and, with these two powerful eyes,
we have to implement an evolution of the
Collider luminosity so as to forage more
deeply into the forest of the night. And we
must do physics and thereby tend to the
postdocs and the graduate students, present
and future, many of whom will be the
cadres of the SSC era. And we must not
neglect the data base of the Standard Model;
if this isn’t rock solid, reaching for the
summit will be a foolish activity, as any
mountaineer will attest.

Finally, from time to time the Director
sits back and contemplates the entire field
which we call High-Energy Physics. Two
overwhelming programs dominate all at-
tempts at judgment. One is the SSC, the
instigator of more hype than has been gen-
erated by science in living memory. But it
has brought the subject to an edge - whether
it is a precipice or a road to the summit,
time will tell. Clearly, the SSC is an instru-
ment essential for progress. There is no
other way to adequately address the crucial
issues. It is a kind of major miracle that
the "Desertron" of Snowmass ’82 has
progressed to where SSC stands now.

Credit goes to scientists and statesmen,
bureaucrats and visionaries, Tigners and
Trivelpieces. However, it has raised fear
and loathing among some of our colleagues
in other sciences (this is nothing new), and
the DOE has a tremendous responsibility
to implement SSC so that we have a scien-
tifically benevolent transition from the
pre-SSC to the post-SSC era.

The second program is the Theory of
Everything, or Superstrings. Here is an
enigma for us earth-bound experimental-
ists. Our theoretical colleagues are very
caught up in this ambitious work. "It is
the only game in town," one young theorist
proclaimed as he packed his bags and pre-
pared to depart for the Planck Mass.
However, one is hard put to recall a time in
the history of physics when so many worked
so long for so little contact with observation.

One sees a very lively effort in the lat-
tice gauge QCD, in perturbative QCD, cer-
tainly in heavy quark phenomenology. But
what about Grand Unification and all of its
tounge-twisting versions? Where are the
prequark, SUSY, and technipion propo-
nents? The obligation to provide new and
illuminating data for our deeply troubled
theoretical colleagues has never been more
pressing.

As this Annual Report went to press we
learned of the death of I. I. Rabi at age 89.
Rabi was an architect of modern American
physics. Researcher and teacher, Rabi was
a creator of the great period at Columbia
University, a founder of our sister labora-
tory at Brookhaven, an instigator of the
creation of CERN, a veteran of the war-
time exploits in radar and the atomic
bomb, and of the post-war efforts to install
rationality into national science policy.
Those of us who were graced by his friend-
ship and guidance will long remember his



street-wise vision and his unquenchable his essay entitled "The Physicist and
disrespect for dogma and authority. I know  Physics" (I. I. Rabi, Science - The Center
that Rabi felt good about Fermilab, his talk  of Culture, [World Publishing Co., New
here in 1983 was an electrifying ex- York and Cleveland, 1970] p. 1):

perience, and I close this with a quote from

"In the study of natural pheno-
mena, man is a very nearsighted
creature, and even the most pro-
found and original man can see but
a very short distance. [Science] is a
great adventure where close study,
patience, intuition, and luck each
play a part. It is the last frontier
left to the free spirit of man in a
crowded world."
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James D. Bjorken’s towering stat-
ure, in theoretical physics and
among his 5° 10” colleagues, ranks
him also as one of the nation’s lead-

ing futurists. It is clearly appropriate to
ask him from time to time about the future
of Fermilab. We know what the previous
20 years were like, how about. . .

The Next Twenty Years for Fermilab

James D. Bjorken

Twenty years? Out of sight! Twenty
years ago there were only fragments of the
Standard Model, no superconducting mag-
nets, no Fermilab emergent from the Il-
linois corn. Could we have imagined then
where we are now? No Way.

Even though the task is hopeless, Leon
asked me to look into a crystal ball and
give it my all. So here goes.

1. The next 20 years will be even harder

than the first 20:

Extreme austerity is a Fermilab tradition.
Especially from this year’s view-point, it
is hard to see a change for the better. Of
course, most everything depends upon the
fate of the Superconducting Super Collider.
If the SSC does come to Fermilab, the 20-
year plan is assured - at least for the new
machine and its ancillary facilities. But it
is not so for the present research program
and its extensions, which will be put under
great stress. It will be the #2 project - so try
harder, everyone! If, perish the thought,
the SSC lands elsewhere, there will be the
same situation in spades, with even less
personpower and money to support the
program. So how to survive? There is one
and only one way - by good physics: good
experiments carried out by imaginative and
talented physicists. I firmly believe that
good ideas get good support and that Fer-
milab’s future depends most of all on new,
innovative, sound ideas.

2. Yes, there is a lot of identifiable, excellent
physics left for Fermilab to do:

The experiments now on the floor have,
in general, a lot of longevity. But on a
20-year time scale, it is obvious then that
they are not enough. To identify now the
new ideas which will appear ten years from
now is a contradiction in terms. But some
of the old ideas may reappear in a new
guise. What follows should be only a pale
imitation of what will - or ought to - occur:

» Extensions of the great discoveries of CDF
and DO

The new physics which the Collider ex-
periments uncover will invite exploitation.
This can go in two directions - into im-
provements in the detectors and into up-
grades of luminosity. These will put a heavy
burden both on experimental groups and
the accelerator physicists.

* New Collider experiments for new scien-
tific goals

We already see an example in the enthu-
siasm for a new Collider experiment to look
at hadrons containing the fifth (bottom or
beauty) quark. The TEVATRON Collider
is an especially copious source of bottom-
quarks and the ultimate prize is the observa-
tion of CP violation in bottom-quark decays.
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* New major fixed-target experiments for
heavy-flavor physics

It is also an attractive possibility to do
bottom-quark physics in the fixed-target
environment. But to remain competitive in
the long run may well require a high-
quality, high-rate spectrometer of a scale
and complexity comparable to the largest
collider detectors. This implies a very large
experimental collaboration, something un-
common for the sociology of fixed-target
experimentation. Twenty years may be just
enough for the necessary social changes to
occur.

Charm physics in fixed-target experi-
ments already has accomplished much and
has a promising long-range future. It is very
hard to project where the ultimate limita-
tions may lie. It may simply be the stamina
of those engaged in the experimentation.

» New directions in neutrino physics

The present phase of neutrino experi-
mentation is ending. But this subject may
revive. There already is a stirring of inter-
est in a tagged-neutrino beam; in addition
there is the, at present dormant, program
for observation of the tau neutrino. Much
may depend upon what happens elsewhere.
If, for example, the hints of neutrino os-
cillations or other exotic phenomena seen at
experiments at Brookhaven firm up, there
could be a revival of interest in such ex-
periments at Fermilab’s higher energies.

» Experiments with kaon beams

The splendid experiments which study
CP violation in 2-pion and 3-pion decays
of neutral kaons invite follow-on measure-
ments of increased sensitivity. Again,
whether to go ahead with what clearly are
extremely challenging experiments will de-

pend on the results from the present round.
This also applies to the study of rare K-
decays, where again results from the pre-
sent round of experiments at Brookhaven
may stimulate initiatives at Fermilab. One
should remember that the Main Ring can
provide not only a copious supply of an-
tiprotons, but also an even more copious
supply of kaons (not to mention neutrinos,
muons, etc.), more or less "for free" during
Collider running. It may be that this source
is worth tapping.

« An antiproton factory?

Fermilab is at present the sole U.S. sup-
plier of high-quality antiprotons. There is a
lot of interest in creating here a facility
similar to the CERN Low Energy Anti-
proton Ring (LEAR), and the matter is un-
der study by the Laboratory. Everything
from CP violation studies to "weighing"
the antiproton is accessible in such a facil-
ity. Much of the question on whether to go
ahead depends on what fraction of this re-
search will already be done by CERN.

* Advanced accelerator R&D

How will we ever achieve proton-proton
collisions at energies far beyond the SSC?
Circular machines appear to become very
impractical, not only because of problems
of real estate and cost but also because of
the heavy dose of synchrotron radiation
emitted by the circulating protons. High-
gradient linear accelerators for protons
need to be developed. If 100-TeV x 100-
TeV pp collisions in a reasonable size ma-
chine (say 100+100 km) is ever attainable,
then a 5-TeV linac fits easily on the Fer-
milab site. To build any pp linear collider
is extraordinarily demanding: millimeter
bunch lengths, sub-sub-micron beam sizes,
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and luminosity large compared to the SSC
luminosity will be demanded. But a first
step can be much more modest. If, out of
1013 TEVATRON protons injected into a
prototype linac, one could accelerate 107 of
them to a few TeV, even with poor beam

quality by Collider standards, one could do
excellent fixed-target physics with the out-

put. It seems to me such a goal is thinkable
- and now is not too soon to start thinking
about it.

3. Yes, Fermilab (minus the SSC) has a
long-range scientific future:
But there are the big question marks.
The Laboratory will require the very best
ideas put forward most forcefully. It will

require strong support from the national
high-energy physics community and the
government, even in the presence of the
SSC. Given the investment and the ac-
complishments of this Laboratory, I think
Fermilab will deserve that support.
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A panoramic view of the main control room. The relative calm is deceiving.

The Accelerator Division

[ J The Accelerator Division is under

the able leadership of Helen Ed-
A wards who honored us all by win-
e ning the 1986 E. O. Lawrence
Award, given by DOE in recognition of
her work on the SAVER. The tasks of the
Division are very straightforward: operate
the Cockcroft-Walton, Linac, Booster,
Main Ring, and TEVATRON with good
reliability, keep improving the intensity
(the 1987 objective is to touch 2x1013 ppp)
and quality, organize the Switchyard so as
to send precisely defined fractions to each
of the three experimental areas, organize
the spill structure so that one has a smooth
and level intensity over the 20-second flat-
top, and punctuate this with numerous very
short (~1 ms) pings to the Neutrino areas.

After six or eight months of this, switch
over to Collider operation where now the
Main Ring also works as a pbar-production
machine, and the Debuncher and Ac-
cumulator rings do their thing with all
those pbars, etc., etc. Oh yes, the Division
must also work on the Collider upgrade, a
very necessary ingredient for the future of
the TEVATRON. This leaves lots of spare
time for SSC R&D studies, operation of
the Neutron (Cancer) Therapy Facility, and
help with the Loma Linda medical accel-
erator project as well as the care and feed-
ing of DZERO. It is not too surprising that
Helen has no time to write, but her able
colleagues pitch in. Mike Harrison heads
up the Main Accelerator.
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The Main Accelerator

Michael Harrison

This past year witnessed the start of the
colliding-beams era in the TEVATRON.
In contrast to 1986, which was spent per-
forming major modifications to the Main
Accelerator complex, 1987 saw almost
continuous operation of the Main Ring and
the TEVATRON in both the fixed-target
and colliding-beams modes.

The last issue of the Annual Report left
the reader in a state of great anticipation
with the commissioning of the Collider
just beginning. We shall pick up the story
from there.

The first few days in January were spent
tuning up the complex transfer process

from the Accumulator through the Main
Ring to the TEVATRON by running pro-
tons backwards through the pbar transfer
lines. The first attempts at transfers using
pbars took place on January 11, and two
days later pbars were successfully acceler-
ated in the TEVATRON to 900 GeV and
squeezed to the required small spot size at
the BO collision region. The rest of the
month was spent wrestling with cryo-
genics, power supplies, and the various
subsystems to improve the reliability of the
beam storage. Pbar "shots" were taken as
often as possible while we learned how to
increase the reliability and efficiency of
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Figure I. TEVATRON integrated luminosity per week since February 2, 1987.



<16~

the transfers. Indeed, the main accelerator
control room during the build up to a shot
was rumored to be the best show in town,
and spectators from as far away as the Di-
rector’s Office were frequently to be seen
enjoying the suspense of the countdown.
The first 24-hour store took place on
February 6, but this was closely followed
by the failure of a TEVATRON magnet and
activities were halted for 10 days while the
offending element was replaced. Never-
theless, by the end of February the design
operating condition of three proton bunches
colliding with three pbar ones was seen for
the first time, and the CDF detector started
to observe significant numbers of collisions.
The champagne flowed on March 11 when
the first milestone luminosity of 1028 cm2sec-!
was achieved; the transfer efficiencies of
pbars from the Accumulator core to high-

energy collisions in the TEVATRON ex-
ceeded 20% during this period. The run
continued into April, and the luminosity
continued to rise; the running time at this
point was more or less'equally divided be-
tween accelerator studies to improve the
machine performance and CDF data taking.
This mode of operation continued until mid-
April when the peak luminosity reached
1029, and the decision was taken to switch
to full-time collisions for the remainder of
the run. The run ended on May 11 after
reaching an integrated luminosity of ~70
nanobarns-1, most of which came in the
last few weeks (Figs. 1 & 2). This most
promising start to the Collider program
was anchored by the noteworthy perform-
ances of the Pbar Source and the Main
Ring. The Source was invariably able to
supply pbars on demand, and the Main
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Figure 2. TEVATRON peak luminosity per day since February 2, 1987.
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Ring, which was continuously accelerating
protons to 120 GeV to make new pbars,
achieved a 2.4 s cycle time with an inten-
sity of ~1.4*1012 ppp.

After a three-week shutdown for SSC
studies and to remove the CDF detector,
the machine operation was switched to
fixed-target running, and the first extracted
beams were seen in the Switchyard on June
8. The proton intensity increased steadily
during the first 12 weeks of running at which
point the first of a series of superconduct-
ing-magnet failures occurred. We have
experienced six such magnet failures since
then which have been due to either vacuum
leaks in the cryostat or voltage breakdown
in the ends of the magnets. Since it takes
six days to replace a TEVATRON magnet,
these failures have been a significant dis-
ruption to the machine operation. The lead
failures, which are aggravated by the con-
stant ramping of fixed-target operation,
appear to be confined to a particular sub-
set of the magnets. We are planning to ex-
amine and repair damaged leads during the
shutdown before the next Collider run.
The maximum intensity achieved to date in
the fixed-target mode is ~1.7*1013, the in-
tegrated number of protons delivered to the
experimental areas are shown in Fig. 3.

Design work continued throughout
1987 on the luminosity upgrade project.
This scheme to increase the Collider
luminosity to 5*103! cm2sec’! requires
many bunches (~100) of protons and pbars
coming into collision only at the experi-
mental locations and separating into non-
intersecting spiral orbits around the rest of
the ring. The beam dynamics of spiral or-
bits pose complex problems of injection,
stability, and lifetime (amongst other things),
and work is under way to examine these
effects both theoretically and experimen-
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Figure 3. TEVATRON integrated intensity
at 800 GeV for fixed-target operation.

tally. A machine lattice incorporating two
matched collision regions with space for
electrostatic beam separators has been
completed.

On a more immediate time frame, a
modification to the DO overpass in the
Main Ring will be completed shortly. This
will minimize the effect of the existing over-
pass regions on the Main Ring performance
while at the same time improve the transfer
matching between the TEVATRON and the
Main Ring.

Other topics covered in the accelerator
studies involved the low-energy behavior
of the Main Ring, Main Ring performance
at 20 GeV, machine aperture limitations,
beam-lifetime effects, the generation of
single high-intensity bunches from several
low-intensity ones, and last but not least,
an initial study of SSC-related beam dy-
namics, which involved intentionally de-
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grading the TEVATRON magnetic field
quality to produce conditions similar to
those expected in the SSC. The 1988 Col-

lider run will hopefully demonstrate how

much we have benefited from the activities
of 1987.

Gerry Dugan runs the Pbar Source
Department and, as such, he is the
proprietor of the world’s most pro-
lific source of antiprotons. We are
not yet informed on the success of the

ACOL group, our colleagial friends and
competitors at CERN. Gerry and his group
have much to be proud of in 1987, but the
thing about colliders is that your encores
must be much better every year.

The Pbar Source
Gerald Dugan

The year 1987 saw three significant
events in the short history of the Fermilab
Antiproton Source: the first extended op-
eration for Collider physics, the first work
on an experiment in the bowels of the
Source itself (E-760), and the first major
efforts at improvements beyond the TeV I
design.

The operational routine during most of
the period of Collider operation (January
to mid-May) alternated between periods of
stacking antiprotons (typically for at least
12 hours) and periods of transferring some
fraction of the stored antiproton stack back
into the TEVATRON for Collider opera-
tion. This latter activity (i.e., the filling of
the Collider), was called a "pbar shot."
During the periods of antiproton stacking,
the Source was operated by the Operations

Group, with on-call assistance from staff
members of the Pbar Source Department
for help with specific problems. Over the
4-1/2 months from January to mid-May,
the Pbar Source and Main Accelerator De-
partments and the Operations Group, work-
ing together, made gradual improvements
both in the Main Ring operation for pbar
production and the efficiency of operation
of the Source itself. By April, the effi-
ciency of antiproton production, collection,
and storage reached 7x10-6 antiprotons stored
per 120-GeV proton on target. The maxi-
mum rate at which antiprotons were col-
lected reached 1.2x1019%/hour during April,
exceeding the previous world record held
by the CERN AA by almost a factor of
two. The peak stored antiproton intensity
reached 3.6x10!1, a number within 10% of
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the design intensity of the Accumulator.
The excellent operational reliability of the
Source was most clearly exemplified by the
duration of the periods of continuous op-
eration with a stored antiproton stack. The
average duration was 10 days, and the longest
period was in excess of 24 days. During
the January to May running period, a total
of 6x1012 antiprotons were stacked into the
Accumulator core, which corresponds to
about 10 picograms of antimatter.

Of course, the antiprotons will not do
the TEVATRON Collider much good if
they stay in the Pbar Source; thus, equally
important to the ability of the Source to
collect and store antiprotons is its perform-
ance in delivering a high-quality anti-
proton beam to the Main Ring. The anti-
proton transfers took place during the pbar
shots. During January and February 1987,
this activity, which could occur once,
twice, or even three times a day, was a
highly choreographed cooperative effort of
many experts from the Pbar Source and the
Main Accelerator departments. It sometimes
lasted as long as eight hours. As the run
progressed, the duration of the shots
decreased, and by late April they had
evolved into relatively routine operations
in which the Operations Group handled most
of the details, with help from the "shot
master" physicist and possibly some on-
call experts as needed. The quality of the
antiproton beam provided by the Source
was a crucial determinant of the success or
failure of a shot. By late April, in a typi-
cal shot, 2-3x1010 antiprotons were ex-
tracted from the Source and injected into
the Main Ring with an injection efficiency
of 75-95%. This good performance was
the result of hard work by Pbar Source and
Main Accelerator department members,
working together to understand and op-
timize the antiproton transfer process.

Before the plans for future improve-
ments to the Source are discussed, it is ap-
propriate to say a few words about the
work done for Experiment 760. This ex-
periment intends to collide antiprotons with
a hydrogen gas jet in the Accumulator
Ring itself, to form and study various char-
monium states. It requires deceleration of
the antiproton beam from 8.9 GeV/c to
momenta in the range of 4 to 6.3 GeV/c; it
also requires the installation of a hydrogen
gas jet in the Accumulator. This fall, pro-
gress was made in both of these areas:
Beam deceleration to about 5.5 GeV/c was
achieved, with bright prospects for contin-
ued progress, and the gas jet was physi-
cally installed and operated in the Ac-
cumulator. The year 1988 should see fur-
ther progress on this experiment.

Although the performance of the Pbar
Source during this first Collider run was
quite good, it is certainly true that there is
plenty of room for future improvement. The
most obvious area for improvement lies in
the stacking rate. Though a world record at
1.2x101%hour, it was, nevertheless, a factor
of eight below the TeV I design goal. Dur-
ing the spring, summer, and fall of 1987,
staff members of the Pbar Source Depart-
ment developed and started to implement a
plan for improving both the stacking rate
and the quality of the stored beam in the
Accumulator during the next two years.
These plans are the first steps in the evolu-
tion of the Pbar Source performance to lev-
els adequate to supply the needs of the pro-
posed luminosity upgrade of the TEV-
ATRON Collider.

In the next Collider run, to increase the
stacking rate, the Main Ring will operate
in the "multi-batch" mode, which requires
a shorter cycle period for the Pbar Source.
In a test run in October, the Main Ring and
the Source were operated in this mode suc-
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Prototype 4-8GHz pickup array for the Pbar Source. The pickup loop repeat distance is
lin.
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cessfully. Improved performance of the De-
buncher fast betatron cooling will be re-
quired to cope with the rapid cycle rate,
but the installation of an optical notch fil-
ter in the system, completed in November,
is expected to provide this.

The other major efforts at Source im-
provements are aimed at the year after
next, because of the long lead times for
system procurement and development. A
major R&D effort to develop a 4-8 GHz
stochastic cooling system for the Accum-
ulator core is well under way. This will
ultimately result in enhanced quality of the
antiproton beam sent to the TEVATRON.
Procurement activity was started for fur-
ther improvements in the Debuncher fast
betatron cooling and for increased voltage
in the Debuncher rf system, which will in-

crease the number of antiprotons which can
be collected. Conceptual design of an up-
stream pre-focusing lithium lens is in pro-
gress; this will reduce the proton spot size
on target and further enhance the pbar yield.
A plan to increase the Debuncher trans-
verse aperture, also resulting in a larger
pbar yield, is under consideration.

The improvement program discussed
above is intended to upgrade continuously
the capabilities of the Antiproton Source,
both in terms of performance and reli-
ability. The year 1987 was a very eventful
year for the Source. Nevertheless, the fu-
ture of the Source, as a crucial operational
component of the TEVATRON Collider
complex and a pivotal ingredient in its
evolution to higher luminosity operation,
looks even more exciting.
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The Collider Upgrade has been with
us almost as long as the Collider.
The physics reach of a 1.8-TeV
proton-antiproton collision is formid-
able, extending significantly beyond the
100-GeV domain. However, the reach of
an upgraded 2.0-TeV Collider will double
the mass domain which can be sensitively
explored. The Fermilab Collider, with two
complementary and battle-tested detectors,
can, in the 1992-1997 period, be a verit-
able gold mine of new physics. Consistent

with our highly biased enthusiasms, we
assert that this upgraded facility has by far
the greatest potential for changing our
view of the microworld of any accelerator
now being constructed. Energy (with
enough luminosity) has never let us down.
Our current and evolving view of some of
the needed steps in the upgrade is given by
Ernest Malamud, Don Young, and Steve
Holmes. This may get a bit technical but
can be managed if the reader grips his
chair firmly.

The TEVATRON Collider Upgrade

Ernest Malamud

One measure of the efficiency of exploit-
ing the TEVATRON Collider for physics
is the number of collisions that occur dur-
ing a given running period. This number is
proportional to the integrated luminosity at
each major detector. As the luminosity is
raised, the likelihood of detecting colli-
sions of a quark and antiquark which con-
tain large total energy is increased.

If round beams are assumed, the lum-
inosity is approximately inversely propor-
tional to the area of the proton and anti-
proton beams at the collision point. For a
given emittance beam, the transverse beam
size can be obtained from the function, [.
If B at the intersection point, called B*, is
reduced a factor of two in each plane, the
beam size is reduced both horizontally and
vertically by V2, and a factor of two in-
crease in luminosity is obtained.

The currently installed and successful
low-beta insertion at BO operates at a nom-
inal B* of 1 m. In fact, during the 1987
run, B* has been made as low as 70 cm by
operating the existing insertion in a "mini-
B" mode. There is no low-beta insertion at
DO, and one must be constructed for the

experimental program in the large detector
being built there. At DO the goal will be to
build and install an insertion in time for the
first run of the DO detector that can reach
values of B* < 50 cm.

B* can be made smaller by using stronger
low-beta quadrupoles or moving them
closer to the interaction point. However,
the latter approach is limited by the goal of
making the detector as hermetic as possi-
ble and covering the small angle region
where momenta are higher and require
more room for particle measurements. As
B* is reduced, the maximum value of the
amplitude function, PB.,, increases. It is
important that B,,, not become too large
and make a beam admittance restriction
that would reduce the lifetime.

A design for the DO insertion has been
made by Tom Collins. This insertion is
matched in betatron and momentum space.
The matched insertion design can be repli-
cated at other straight sections. The pre-
sent plan is to do this at BO, replacing the
existing insertion, and thus increase the
number of collisions per year that the pow-
erful CDF detector can study. The inser-
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tions are identical at BO and DO. The
TEVATRON is tuned to (v, vy)=(20.58,
20.59) and the beam is squeezed with
Px=PBy starting from injection values of
B=170 cm down to B < 50 cm.

The insertions being built for DO and
BO use five pairs of high-current quad-
rupoles and four high-gradient correctors
on either side of the intersection point.
The longest quadrupole has a 232-in. mag-
netic length. The three pairs of quadru-
poles bracketing the detector form asym-
metric triplet lenses. The elements in the
triplet operate at maximum gradients of 1.4
T/cm. This is possible because of signifi-
cant advances in the current-carrying capa-
bility of NbTi superconducting cable over
the past few years.

There are two types of high-gradient
correctors: In one case, a short two-shell
cold-iron quadrupole is coupled to a
spool-correction package. In the other type,
a 7.5-in. O.D. one-shell quadrupole con-
structed with "5-in-1" conductor replaces
half of the standard spool package.

The inside coil diameter is 3 in., and
there is a clear beam aperture of 2.7 in., equal
to the horizontal and vertical TEVATRON
dipole aperture. The outside of the cold
iron is 10.5 in. in diameter. Design and con-
struction of 1-meter-long prototype coils,
coil-curing fixtures, coil collars, and collar-
assembly tools is nearing completion.

The superconducting cable is woven
from .020-in. strand containing 630 fila-
ments, 13 microns in diameter and a cop-
per to superconducting ratio of 1.5:1. It is
expected that the NbTi can reach a current
density of 3000 A/mm? at 4.6° K and 5 T.
There are 47 turns per pole in the final
two-shell design and 65 turns per pole in
the one-shell correctors. The two-shell

transfer function is 0.291 T/cm/kA; for the
one-shell it is 0.562 T/cm/kA.

The DO low-beta insertion also requires
considerable electrical, cryogenic, and me-
chanical design and engineering effort.
Although the insertion at DO will be built
before the retrofit at BO, an attempt is be-
ing made to keep them identical to reduce
spares requirements. The innermost quad-
rupole of the triplet is cantilevered into the
collision hall and inserts into the end caps
of the major detectors. The CDF detector
presents the more restrictive 20-in. square,
whereas the constraint at DO is a 22-in.
square. A cryostat design satisfying this
constraint has been made. Heat loads have
been calculated and a decision made to op-
erate the DO low-beta quadrupoles on the
existing refrigerators in the C4 and Dl
service buildings.

The DO low-beta insertion is mechani-
cally more complex than either the present
one at BO or the retrofit planned for BO.
Since the electrostatic septa for extracting
the proton beam from the TEVATRON are
located at DO, this straight section must be
re-configured each time the physics pro-
gram is switched between fixed-target and
Collider mode. Mechanical designs have
been made for mounting sets of compo-
nents on movable girders to make these
changeovers efficient and reproducible.

The oppositely charged beams must be
kept apart except at the BO and DO experi-
ments in order to minimize beam-beam ef-
fects. This is accomplished with local
electrostatic "three bumps" in each plane.
One pair of bumps creates helical orbits
from B11 to C49. The other pair of bumps
keeps the beams apart from D11 to A49.

One particular choice of separator
strengths results in almost round helices
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when B*~50 cm. For a specific assump-
tion of beam properties, the total beam-
beam separation in "¢’s" can be calculated.
For equal normalized transverse emit-
tances, ey=€,=24n, p=1000 GeV/c, and
Ap/p=0.12x10-3, in most places the beams
are 12 or more G’s apart. If the number of

bunches, B=53, there are 106 crossing

points spaced 59.3 meters apart, and one
collision point at BO and one at DO. A list
of required separators can be developed for
this scheme. If 5x10¢ volts/meter can be
achieved (e.g. 200 kV on a 4-cm gap), then
a '"natural" separator module length of
about 3 meters is convenient. Eighteen
such modules are required.

The Linac Upgrade
Donald E. Young

The Fermilab linear accelerator (Linac)
was conceived 20 years ago, produced its
first 200-MeV beam of accelerated protons
on November 30, 1970, and has run with-
out major interruption since that time. Its
responsibilities have steadily increased as
greater demands have been placed on it by
the added complexity of the downstream
chain of accelerators and by the increased
patient load of the Neutron Therapy Facil-
ity. The major improvements during the
last 17 years have been the conversion from
the acceleration of protons to the accelera-
tion of H- ions, a new control system, and
replacement of the rf control and monitor-
ing system. Minor improvements have re-
sulted in an increase in the reliability so
that during 1987 it ran reliably 98.7% of
the time. However, as gratifying as the
record may seem, the technology for linacs
has advanced in the last 17 years to the
point where the performance could be
vastly improved to the benefit of all sys-
tems downstream of the Linac.

During 1987 plans for an upgrade of
the Linac became well focused. It is now
planned to replace the last four tanks in the
present Linac with seven new accelerating
modules operating at a higher frequency
and higher accelerating fields so as to in-
crease the energy from 200 to 400 MeV.

This change can be done in the existing
building enclosure with the new sections
initially installed adjacent to the old tanks.
Only minor modifications will be required
in the injection line to the Booster to ac-
commodate the higher energy. The rf power
to drive the new modules will be supplied
by high-power, 805-MHz klystrons. An
expansion of the gallery space will allow
the installation of these systems without
disruption of the presently operating rf
systems. The higher Linac energy will re-
duce the tune spread due to beam space-
charge force at injection in the Booster ac-
celerator thereby improving the ratio of the
total number of particles in the accelerator
(N,) to the normalized transverse emittance
(e), i.e., N/e. At 400 MeV this ratio
should be increased by 75% compared to
the ratio at 200 MeV.

Another advance in linac technology that
has taken place since the Fermilab Linac
was constructed is the development of a
radio-frequency quadrupole (RFQ) struc-
ture to capture, bunch, focus, and ac-
celerate the beam from the ion source into
the drift-tube Linac. This is the region
where beam space-charge forces are most
severe, and even more so for an H- beam
since neutralization by positive ions from
the residual gas is slower than for an H*
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Linac Technician Alan Forni making adjustments in a ten-cell, full-scale prototype disk-
and-washer accelerating structure fabricated by Fermilab and Science Applications
International Corporation for the Linear Accelerator Upgrade.
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beam, which depends on electrons. Meas-
urements have shown that the H- beam
emittance grows by a factor of two in the
750-keV beam-transport system and by an-
other factor of two in the first 10-MeV
tank of the Linac. By replacing the 750-
keV Cockcroft-Walton preaccelerator with
an RFQ to an energy of 2 MeV, the emit-
tance growth can be reduced. Replacing
the present first tank of the Linac with a
new structure from 2 to 10 MeV would
have further benefits in preventing the emit-
tance dilution. Emittance improvement at
low energy would be transmitted through
the Linac to 400 MeV for further enhance-
ment of the Ny/e factor in the Booster.
R&D support of both the low-energy
and the high-energy Linac improvements
were started in 1987. At low energy, the
ion-source test stand was upgraded and a
plasma lens (Gabor lens) was fabricated
and installed on the test stand. Studies
will follow to assess the feasibility of neu-
tralizing and focusing the beam as it
emerges from the ion source so as to match
the beam into an RFQ. A 750-keV RFQ
was borrowed from the University of
Frankfurt, Germany, and powered to full
voltage. It will be added to the test stand
after the plasma lens so that the beam

properties emerging at 750-keV can be
measured, studied, and compared with the
beam from the present online operating
system.

High-frequency, high-gradient accel-
erating structures are being studied for the
high-energy Linac upgrade. Models of a
few cells of disk-and-washer and side-
coupled resonant cavity structures have
been built and measured. The fabrication
of full length power models to test opera-
tion at the design field gradients are in
progress. A 1.25-MW, 805-MHz power
supply is being fabricated, using a klystron
borrowed from Los Alamos National Labo-
ratory to allow the prototype accelerating
structures to be tested and operating expe-
rience acquired.

The Linac improvement program is
structured to take advantage of the pro-
gress made in the last 20 years in Linac
technology to make a brighter Linac beam
at twice the energy. The program should
result in another 20 years of exceptional
operation for the Linac. This is the first
step in the Fermilab Accelerator Upgrade
Program intended to provide greater lumin-
osity for the colliding-physics program,
greater pbar production rates, and an inten-
sity increase for fixed-target operation.

The Collider Upgrade: 20-GeV Rings
Stephen D. Holmes

During 1987, the Accelerator Division
undertook a study of the need for and fea-
sibility of constructing new accelerators at
Fermilab in support of the proposed Col-
lider upgrade to 5x103! cm-2sec’! lum-
inosity. The primary needs for new rings
were identified as being associated with
the large number (~4x1012) of antiprotons
needed to produce the desired luminosity,

and with the need to improve the perform-
ance of the Main Ring in terms of trans-
mission, emittance preservation, and beam
losses at BO and D0. Several scenarios
which met these needs were examined in-
cluding, in various combinations, the con-
struction of a new Antiproton Ring, a new
Booster, a new Post-Booster, and a new
Main Ring. The option deemed most at-
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tractive from the technical and operational
point of view was the construction of a new
antiproton storage ring, called the Anti-
proton Depository, and a new Post-
Booster. The Accelerator Division is cur-
rently preparing a Fiscal Year 1990 con-
struction project data sheet (Schedule 44)
and conceptual design report for these
rings.

Although the two rings have circum-
ferences similar to the existing Antiproton
Accumulator and 8-GeV Booster, both are
capable of accelerating beams to 20 GeV/c.
This will allow the injection of protons and
antiprotons into the existing Main Ring
above transition (Main Ring transition is at
about 17.5 GeV/c). Enhanced Main Ring
performance is expected to result from this
mode of operation. This expectation is
based on machine studies carried out dur-
ing 1987 which show a 100-fold increase
in the beam lifetime at 20 GeV/c (as com-
pared to the present 8.9 GeV/c) accompa-
nied by an improvement in magnetic field
quality at injection. The new rings will be
situated concentrically in separate tunnels.
Parameters of the two new rings are given
in Tables 3 and 4.

The Antiproton Depository is designed
to provide the capability of storing 4x1012
antiprotons in one place. The existing An-
tiproton Accumulator does not have this
capability nor is it thought to be possible
to upgrade the existing machine to meet
this specification. In any case, it is totally

impossible to contemplate raising the en-
ergy to the existing Accumulator. The De-
pository looks very similar to the Ac-
cumulator except that it lacks a stack-tail
stochastic cooling system. A stack-tail sys-
tem is not needed in this ring since it will
be required to accept antiprotons only
rarely (every hour or so) from the Ac-
cumulator. In contrast, the existing Ac-
cumulator must accept antiprotons every
two seconds from the Debuncher Ring.
The lack of need for a stack-tail system in
this ring is the primary reason for im-
proved storage and peak energy capability
in the Depository relative to the Ac-
cumulator. The Depository is also designed
to accept antiprotons recovered from the
Collider (at 20 GeV/c) for re-cooling.

The primary function of the Post-
Booster is to provide protons for injection
into the Main Ring above transition. It ac-
cepts protons from the existing 8-GeV
Booster at 8.9 GeV/c and accelerates them
to 20 GeV/c. Since this accelerator will
participate in antiproton production and
fixed-target operations as well as Collider
loading, it is designed to have a rapid cy-
cling rate of 5 Hz. The Post-Booster will
be constructed as a separated function ma-
chine allowing it to attain an energy of 20
GeV in a circumference only 25% larger
than the existing 8-GeV Booster.

It is anticipated that the construction of
the two new rings could be completed by
the end of CY 1992.
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Table 3

Antiproton Depository Machine Parameters

Circumference

Accumulation Energy

Peak Energy

Harmonic Number (@53 MHz)

Horizontal Tune
Vertical Tune
Transition Gamma
N @ Low Energy
N @ Peak Energy

Maximum No. of Antiprotons
Transverse Emittance (Normalized)
Full Momentum Spread
Longitudinal Emittance

Cooling System Bandwidth

Transverse Acceptance (Unnormalized)
Momentum Acceptance

Number of Straight Sections

Length of Zero Dispersion SS

Length of High Dispersion SS

Number of Dipoles
Dipole Length

Dipole Field (Max)
Number of Quadrupoles
Magnet Style

513.72 meters

8.9 GeV
20.0 GeV
91

6.61
6.61
7.0

.009
.018

4x1012

10T mm-mr
20 MeV

30 eV-sec
8-16 GHz

8T mm-mr
1.9%

6

10.7 meters
7.7 meters

84

3.1 meters
15.9 kGauss
72

TeV I
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Table 4
Post-Booster Machine Parameters

Circumference

Injection Energy

Peak Energy

Cycle Time

Harmonic Number (@ 53 MHz)

Horizontal Tune
Vertical Tune
Transition Gamma

Number of Bunches

Protons/Bunch

Transverse Emittance (Normalized)
Longitudinal Emmitance/Bunch
Momentum Spread (Max, full width)

Transverse Acceptance (Unnormalized)
Momentum Acceptance

Bmax (Arcs)

Bmax (Straights)
Maximum Dispersion

Number of Straight Sections
Total Length in Straight Sections

RF Frequency (Injection)
RF Frequency (Extraction)
RF Voltage

Synchronous Phase (Max)

Number of Dipoles
Dipole Length

Dipole Field (Max)
Number of Quadrupoles

592.76 meters
8.9 GeV

20.0 GeV

0.2 sec

105

7.41
7.41
6.8

84

8.6x10°

8T mm-mr
0.09 eV-sec
0.3%

8T mm-mr
0.6%

23 meters
30 meters
3.4 meters

18
103 meters

52.8 MHz
53.0 MHz
540 KV

33 degrees

72

4.4 meters
13.1 kGauss
90
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In justifying the prodigious effort to
construct the TEVATRON complex,
one research thrust has, from the
beginning, been put forward as the
crown jewel of the program - the observa-
tion of 2000-GeV collisions of protons and
antiprotons by the CDF detector. The past
year is described by Roy Schwitters while
co-manager Alvin Tollestrup whispers to

me of the vast treasures that will be exposed
in the 1988 run if only we can deliver 1000
nb-1, i.e., 20 times the total number of col-
lisions seen in 1987. This will indeed be
an exposure to a domain where, in the im-
mortal words of an unnamed graduate stu-
dent, ". . .no human eye-ball has ever set
foot."

The Collider Detector at Fermilab

Roy Schwitters

On March 29, 1987, a computer printout
of a curious-looking event was passed around
the CDF control room. Found by Kiyoshi
Yasuoka in a preliminary analysis of CDF
data taken a few days before, the event was
distinguished by what appeared to be a
single, very-high-energy electron accompa-
nied by a few low-energy particles. Physi-
cists on shift that evening quickly recog-
nized the importance of the find and began
additional studies, some on the computer
and some using such old-fashioned meth-
ods as pencil and graph paper, to deter-
mine the origin of the event. Within hours,
there was general agreement: CDF had
found the first "new world" W particle.

The W boson has a long history in theo-
retical physics, but was first observed ex-
perimentally at CERN in 1983 by the UA1
and UA2 groups. A key ingredient in the
Standard Model of particle physics, its dis-
covery garnered the 1984 Nobel Prize in
Physics for Carlo Rubbia and Simon van
der Meer. Its detection at Fermilab sig-
naled that CDF had "joined the club" along
with UA1 and UA2, and was poised to

search for new physics in the considerably
higher energy collisions provided by the
TEVATRON.

1987 began with the full CDF central
detector positioned on the TEVATRON
beam along with the newly completed for-
ward/backward detector systems. Follow-
ing the very brief 1985 run where first col-
lisions in the TEVATRON were detected,
CDF and the BO collision hall underwent
major construction efforts to complete them
for initial physics studies. On January Sth,
around-the-clock operations began with a
staggering amount of testing, program-
ming, and learning to be done before CDF
could seriously contemplate doing physics.

For several years, CDF components
were being built all over the world, in spe-
cialized shops at physics institutes in Italy,
in major Japanese factories, and in physics-
department facilities across the United
States. Suddenly, it seemed in early 1987
everything was focused at BO where an ex-
traordinary number of pieces had to be
made to function together as a system for
the first time. Systems studies were the

< Final installation of the CDF detectors in the B0 straight section of the TEVATRON. The
passageway shown will be plugged with a 1200-ton shielding door.
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principal activity for CDF during winter
1987; many problems were revealed and
resolved during this time.

A complex instrument like CDF does
not come with an instruction manual. The
collaboration had to learn how to operate
it, which required a combination of trial-
and-error and teaching each other. A
highly successful means of assigning and
distributing shift responsibilities across the
collaboration was developed. While senior
professors were often assigned the role of
"shift captain,” the success of a crew usu-
ally depended on the youngest members
who, being agile with the computers, were
designated "ace!"

By March, TEVATRON operations were
making excellent progress, and CDF was
able to begin recording interesting data.
Some spectacular events, which are also
relatively common, consist of two dense
clusters of energetic particles observed on
opposite sides of the apparatus. These
clusters are called "jets." They are formed
when billiard-ball-like collisions take place
among the constituents of the beam par-
ticles. In such collisions, quarks and gluons
scatter at large angles from the beam direc-
tion with very high energies. They emerge
as the jets of particles that are detected.
These events seen by CDF offer some of
the clearest evidence for the underlying
quark structure of nuclear matter.

The CDF control room was a most dra-
matic place to visit during the Collider run.
With its TV monitors and computer con-
soles, it can compete with the best that Holly-
wood has to offer. When the countdown
begins for a fresh refill of protons and anti-
protons, the intensity rivals a NASA launch.
The excitement of seeing, as they are oc-
curring, displays of collision events from
an unexplored physical realm is unique.

On May 11, the Collider run terminated
and much effort was turned toward the com-
puter programs necessary to analyze the
vast quantity of data recorded. New chal-
lenges had to be faced. These included
developing the analysis algorithms, man-
agement of software across our interna-
tional consortium, running efficiently large
numbers of data tapes through the offline
computers, and actual analysis of detector
performance and physics.

Over the summer, the full set of data
tapes was processed, giving reconstructed
event information that could be used by
CDF physicists to begin to look at new
physics. This effort demanded a major
fraction of the Fermilab Computer Center’s
VAX resources. By early fall, it was clear
that the Collider run, in addition to being a
very successful engineering run for under-
standing the apparatus, would provide pub-
lishable physics results and enough data
for approximately 20 Ph.D. dissertations.
Among the roughly one-million events re-
corded, there were found about 30 W events,
a half-dozen Z particles (the relative of the
photon and W), and thousands of jet events,
some of which are more energetic than ever
before detected. In December, a full col-
laboration meeting was held to discuss
physics analyses in progress. It more
resembled an international conference with
many new and interesting results pre-
sented. Groups have been formed to move
toward publishing these results as quickly
as possible.

The data collected during 1987 gave us
a taste of physics, but are not enough to
address the most important current physics
issues. Thus, we look forward to 1988 when
we hope to accumulate 30 times the data.
This will give us a chance for real discov-



eries, such as the long-sought top quark or
physics beyond the Standard Model.

In preparation for the next run and to
do the necessary R&D for upgrades to the
CDF detector, a major effort in the fall was
devoted to developing a new test beam in the
Meson Area. With considerable assistance

from the Research Division, this beam was
commissioned and is being used for cali-
brations and other studies. Finally, as we
began 1987, so we end it with systems tests
and preparations for the next Collider run,
which we hope will be one of new discoveries.

Preparing the CDF central detector for a Collider run. The end plugs and the side arches
are retracted to allow access for service and calibration.



Installation of the DO 40,000-gallon liquid-argon dewar. Its final location is in the alcove on
the left. The platform on which the detector is built is shown in the foreground.
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In 1987, CDF had its baptism of fire
and, sitting in the CDF control room,
breathing in the lessons, the goofs,
the things-that-didn’t-work-too-good,
dressed in an unobtrusive Burberry rain coat
and slouch hat, holding up an old copy of
the Batavia Chronicle with a hole in the
middle, was an officially sanctioned spy
from across the Main Ring at DO. This
space-age detector is jointly managed by
Paul Grannis of SUNY/Stony Brook and
Gene Fisk of the Experimental Support

Group in the Accelerator Division, which
is charged with the in-house responsibil-
ities of administration, safety, etc. DO,
originally scheduled to be complete in
1989 concurrently with the third CDF run,
was designed with much of the CERN ex-
perience at hand and with special attention
to issues of hermiticity, lepton detection,
and hadron resolution. Like other sections
of the Lab, DO also has its funding prob-
lems, but they decided to submit their con-
tribution anyway.

The DO Experiment
Paul D. Grannis

For four years, DO has been separately
the name of the new collider detector and
an address within the circumference of the
TEVATRON. In 1987, name and address
became merged when the detector began to
take up residence in its new hall, even while
contractors complete the amenities needed
for operating the DO experiment. The vis-
ible growth of the DO detector, together
with vigorous activity building compo-
nents within each of the 21 collaboration
groups, constitutes a large step toward reach-
ing full utilization of the power of the
TEVATRON.

The year 1987 has, at the same time,
been a period of cottage industry operation
and large-scale assembly plant work. The
small-scale operations have been tuned to
produce detector pieces and electronics com-
ponents which flow to the large assembly
lines or toward installation in the DO hall.
University groups are turning out such var-
ied parts as microprocessor trigger nodes,
signal digitizers, tools for quality control
in production, calibration software, calori-
meter signal boards, liquid-argon monitors,
delay lines for tracking chambers, and feed-

through boards which transform the chaotic
patterns of signals delivered by hardware
into an orderly arrangement for analysis.
This large array of components is being
assembled into the main detector elements
which comprise DO. The three distinct
tracking chambers are being assembled in
separate laboratories spanning the con-
tinent. These three devices will be assem-
bled around the transition radiation detec-
tor under construction in France. Facilities
for assembling the liquid-argon calorimeters
have been set at four national laboratories.
These large operations (at Serpukhov,
U.S.S.R.: end coarse calorimeters; Brook-
haven National Laboratory: central calori-
meters; Fermilab: end fine calorimeters;
and Lawrence Berkeley Laboratory: end
electromagnetic calorimeter) rely on the
university groups’ manpower and com-
ponents. The large panels of muon cham-
bers are being produced in a network of
facilities at Fermilab, again with help from
a group of university physicists and tech-
nicians. Electronics for signal processing
and triggering are being developed, packaged,
and tested at about a dozen different sites.
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One interesting phenomenon which has
occurred through the process of setting up
these parallel pipelines for DO detectors,
has been the partial breakdown of tradi-
tional user-group boundaries. At the sim-
plest level, the DO detector consists of just
three major detection systems (tracking
TRD, calorimetry, and muon detection).
These systems are each too large for a sin-
gle institution to undertake, so collabora-
tion at the system level is required. In DO
the pattern has emerged in which a particu-
lar group divides its effort; a portion of the
group might work on tracking chambers
while a second part is involved with calori-
meter production. This pattern of involve-
ment produces a new and healthy set of
dependences which is orthogonal to the
traditional group structure. In a project as
large as DO, this enlargement of connec-
tivity serves well to keep the overall pro-
ject needs and priorities harmonized over
the full collaboration.

Given the dispersal of activities this
year in building DO, it is obvious that care-
ful attention must be given to harnessing
the pieces into a whole. A major focus for
this is the DO Experiment Department in
the Accelerator Division. The important
functions of planning, safety, reviewing,
accelerator liaison, monitoring, and instal-
lation are all carried out through the Ac-
celerator Division/DO Experiment Depart-
ment. During 1987, one of the most visible
of these activities has been the installation
of major detector systems in the DO hall.
Following completion of Phase 1 construc-
tion late last year, the platform on which
the detector will ride has been constructed.
Through the year, this platform has been
augmented with water, cryogenics and
power distribution systems, electronics racks
and the cable bridge which carries signal
cables to the safe area, and the moving count-

ing house at the other end of the bridge
where digitization of signals will occur.
The storage dewar for liquid argon is now
in place. The outline of the detector itself
is presently emerging as the three large
iron toroids for bending muons and sup-
porting all remaining detectors are being
erected on the platform.

A second crucial unifying focus for DO
has been the test-beam operation in the
NWA beamline. This test, involving physi-
cists from two-thirds of the collaborating
institutions, has several goals. First, the
performance of production detector ele-
ments must be measured; central calori-
meter, end calorimeter, vertex chamber,
forward drift chamber, and central drift
chamber are all included in this program.
In each case, signal collection is being
done using final versions of the DO shap-
ing and digitizing electronics. Triggering
and data acquisition also use systems built
for the experiment. Thus, an important
component of the test has been identifying
and solving the system and interconnection
problems before they occur in the full ex-
periment. Included in this global integra-
tion is the use of DO’s online, monitoring,
calibration, and display software. This test
has been an essential guide for the evolu-
tion of DO software into a battle-tried system.

The test-beam experiment is an opera-
tion which is comparable in size to many
fixed-target experiments. Already, it has
given encouraging results on calorimeter
energy resolution and overall electronics
noise contributions. Many of the hurdles
encountered in melding the diffuse parts of
the experiments into a whole have been
cleared; this experience in working with
the full DO detector should stand the col-
laboration in good stead to make a rapid
turn-on of the experiment when installed at
the Collider. A final benefit of this test
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The cryostat for the DO central calorimeter being off-loaded at delivery in August. The
doughnut-shaped vessel (5.2 m in diameter and 3 m long, with an inner-hole diameter of 1.5
m) has since been vacuum- and cold-tested and prepared to accept its load of 64 individual
calorimeter modules.
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A welder at work on the DO central iron torroid against the backdrop of the shielding wall

that separates the assembly and collision halls.
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comes from the opportunity for many of
the collaborating physicists to work to-
gether effectively on detailed problems and
with shared triumphs.

A look to the future with DO has sev-
eral components. On the immediate hori-
zon we hope to see the completion of the
detector components. With much of the
intellectual effort of design and proto-
typing finished, this effort requires or-
ganization, manpower, and sufficient funds.
Plans are now being drawn in detail for
installation and commissioning DO. Monte
Carlo simulation of the detector continues
to be a tool both for understanding detailed
performance questions and for developing
the pattern recognition and reconstruction
software needed to produce physics. This

activity, often delayed until an experiment
is running, is important for DO if it is to
join CDF in producing physics as soon as
the detector is commissioned. Finally, the
DO collaboration looks further ahead to
plan for the continuing evolution of the
detector capabilities to track developments
in machine luminosity and new physics op-
portunities. In this regard, the DO col-
laboration has already modified its trigger
architecture for early adaptation to high
rates: Augmentations for improving trans-
verse energy measurements are being im-
plemented. Studies are under way for ex-
tending the reach of physics at DO and
pushing muon detection to the small-angle
regions.
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Human ingenuity knows no bounds.
When we designed the Collider, it
was to be at BO. It was noted in the
1979 design report that DO was also
a possibility. But see what happened!
Three intrepid groups came to us and pointed
out that there were all sorts of nooks and

crannies where 2-TeV research of signifi-
cance could be done. Others noted that the
Collider could provide valuable studies of
accelerator properties. These are the "Small
Collider Experiments," and Roy Rubinstein
describes what they are and what they did.

Small Collider Experiments

Roy Rubinstein

Because of all the understandable atten-
tion given to CDF, it may be hard for the
reader to believe that, yes, there really were
other experiments taking data during the
1987 TEVATRON Collider run! Neverthe-
less, there were several, and we will dis-
cuss their progress and available results
here. Some were high-energy physics ex-
periments, while others were studies of ac-
celerator properties. We will cover the
three high-energy physics ones first; their
general characteristic is that they address
well-focused, specific physics topics to
which the large, general-purpose detectors

are not ideally suited. Generally the ex-
periments are "small," although this is rel-
ative only to (the gargantuan?) CDF; some,
in fact, are of a size of a typical fixed-target
experiment. They are all located in inter-
action regions where the luminosity is typ-
ically a factor of about 80 lower than CDF.
(For many purposes, including impact on
the Accelerator, the smallest-angle detec-
tors of CDF can be considered a "small
Collider experiment"; they are located in
the accelerator tunnel outside of the BO
detector hall. However, we will not dis-
cuss them here.)

E-710

The goal of this experiment is to meas-
ure the proton-antiproton total cross sec-
tion, the slope of the elastic scattering dis-
tribution, and p (the ratio of the real to im-
aginary part of the forward scattering amp-
litude) at energies from Vs = 300 to 2000
GeV. The experiment is located around
the EO pp interaction point. Detectors for
measuring small-angle elastic scattering are
drift chambers and scintillation counters

housed in "Roman Pots," which can be placed
very close to the circulating beams of the
TEVATRON. There are four pairs of these
pots - one each at the two ends of the EO
straight section, and the others located
about 100 meters from EO at the D47 and
E14 locations in the TEVATRON lattice.
Focusing by the Accelerator quadrupole
magnets makes the effective distance to
these latter detectors about 80 meters; this

« Part of a small Collider experiment: One of the assemblies (lower center in the photo-

graph) containing two "Roman Pots" for the detectors of Experiment 710, installed at the
E11 TEVATRON location. The TEVATRON beam pipe is attached to the assembly, while

above it is the Main Ring beam pipe.
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large distance enables scattering at very small
angles to be detected. Located around the
interaction point are scintillation counters
and drift chambers to measure the total
inelastic counting rate.

During the 1987 run, many studies were
made of the detector characteristics, and of
the effect of varying accelerator con-
ditions. The experimenters found that detec-
tors could be placed within 5 mm of the
circulating beams after only small effort to
reduce beam tails by scraping. It was ob-
served that the large amount of magnetic
bending between the interaction point and
the detectors in the lattice swept away most
backgrounds, giving very clean data.

Analysis of the data is under way, and
indicates that the experiment will be suc-
cessful in achieving its goals. Shown in
Fig. 4 is a preliminary elastic scattering dis-
tribution from one six-hour run. The ex-
ponential slope parameter obtained is 16.4
1.1, which is in good-agreement with ex-
trapolations from lower energy data.
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Figure 4. Preliminary results on pp elastic
scattering at \s=1800 GeV from E-710.

For the next run, a number of improve-
ments are planned; these include improved
beam scraping to allow measurements to
smaller angles in the Coulomb scattering
region; movement of some TEVATRON
Lambertson magnets to allow measurements
to larger angles, and various small modifi-
cations of the experimental apparatus.
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E-713

Whenever a previously unattainable en-
ergy range is opened up by operation of a
new accelerator, it is an opportunity to look
for hypothesized particles not previously
observed at lower energy machines. One
such particle, long the subject of theoreti-
cal discussion and experimental searches,
is the magnetic monopole; E-713 under-
took a search for this particle at the TEV-
ATRON Collider. Three types of track-
etch detectors (glass, CR-39, and Rodyne
polycarbonate) were placed around the DO
interaction region, and remained there
throughout the run.

After the run ended, the detectors were
removed, etched, and the tracks revealed in
the etching were studied. Unfortunately,
no monopoles were found (otherwise you
would have already read about it on the
New York Times front page!). Results for
upper limits on the monopole production
cross section from this and earlier experi-
ments are shown in Fig. 5. In order to bet-
ter compare experiments from hadron and
lepton colliders, the results are shown as
limits on the dimensionless parameter R,
the ratio of monopole production to muon
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Figure 5. Results from E-713 ("this work")
and previous
searches.

experiments on monopole
Upper limits are shown for the
dimensionless parameters R (see text) as a
function of monople mass.

pair production; E-713 provides the best
cross section limits for monopole mass
greater than 20 GeV. The experiment
hopes to push the limits a further factor of
20 lower in the next Collider run.

E-735

This experiment, a search for evidence
of a transition to quark-gluon plasma in
hadronic matter, was partially installed and
collected data at the CO interaction region
during the first Collider run. The spec-
trometer, time-of-flight system, multiplicity
hodoscope, and trigger processor were all
installed and operational. A total of five-
million triggers was collected on tape for
analysis, with an estimated integrated
luminosity of the order of 0.35 nb-l.
Analysis of the data is still in progress,

and all data collected have been already
processed into data summary tapes. A
number of physics topics are being studied.

The transverse momentum spectra of cen-
trally produced non-diffractive secondaries
has been obtained up to 3.0 GeV/c. The
event-by-event associated multiplicity is
also available from the multiplicity hodo-
scope. Figure 6 shows the mean transverse
momentum as a function of multiplicity.
Work is progressing on the understanding
of backgrounds, especially in the multi-
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Figure 6. Mean transverse momentum as a function of multi-
plicity obtained by E-735 and previous experiments.

plicity, since the secondary interactions
and photon conversion in the beam pipe
tend to produce an apparent larger multi-
plicity. For the next Collider run, the cen-
tral tracking chamber, end cap chambers,
and a beryllium beam pipe will produce a
cleaner determination of the charged mul-
tiplicity. The observed transverse momen-
tum spectrum is in agreement with that ob-
tained by other experiments at lower ener-
gies, and it also flattens with increasing
multiplicity.

Analysis is advancing on particle iden-
tification by time-of-flight, to be used in
conjunction with the transverse momentum
analysis mentioned above. The resolution
of 200 picoseconds presently achieved should
allow the experimenters to achieve proton/
kaon separation to beyond 1.0 GeV/c. Trans-
verse mass spectra have already been pro-
duced, and the evaluation of backgrounds
continues.
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Figure 7. Typical results on neutron fluences taken under various

conditions by E-777.

Experiment 777 had, as its purpose, the
measurement of neutron energy spectra,
fluence distributions, and rates near the
TEVATRON ring. This work is relevant
to understanding radiation damage to ac-
celerator components, electronics, and re-
search equipment at high-energy proton
accelerators. The 12-meter warm straight
section at A17 was used as a source of beam-
gas interactions whose rate was varied by a
controlled nitrogen gas leak over the range
of 108 to 10-5 torr. Cascades from these

interactions were developed in the first di-
pole following the warm section. Neutrons
from the events, moderated by the magnet
iron and tunnel walls, were detected by a
Bonner multi-sphere spectrometer.

Figure 7 shows some typical results on
neutron fluences for a number of different
conditions. Results show consistency with
Monte Carlo simulations. The direct com-
ponent of neutrons produced per incident
900-GeV proton in the A17 warm section
was found to be 13 per gm cm2 of nitrogen.
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E-778

Since the only superconducting synch-
rotron operating in the world at present is
the TEVATRON, it is natural to use it for
studies needed in the design of future such
accelerators. One study of this type, E-
778, was carried out in 1987 to investigate
effects important in the magnet aperture
criterion for the SSC. The magnetic field
quality specification for the SSC is based
on the imposition of bounds to the depar-
ture from linear behavior in the oscillation
of single particles about their closed orbits.
"Smear" quantifies the nonlinearities as the
fractional change of the amplitude. E-778
attempted to answer the questions of whether
smear can be predicted and what is the
operationally acceptable lowest bound for

the smear. In the experiments, nonlinearities
were introduced in the TEVATRON by
sextupoles, and an excellent agreement be-
tween experiment and calculation at lower
sextupole excitation was observed. At
higher excitations, though, the smear did
not increase as predicted. However, even
at the highest excitations, no deterioration
in the closed orbit or in the injection trajec-
tory was observed. Measurements of the
dynamic aperture were in general agree-
ment with prediction. Particles trapped in
resonance islands were easily detected. In
the future the experimenters expect to re-
solve the behavior of the smear at higher
excitations and to make the first direct mea-
surements of resonance island widths.
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The 20-year history of Theory at
Fermilab will be told elsewhere but
will surely include the key contribu-
tion to modern-day superstring the-
ory by Pierre Raymond, working in the Vil-
lage in the early seventies. Since then,
Theoretical Physics has flourished in the
prairie and the group has had a very high
order of productivity in 1987 across a very
broad spectrum of topics, leaning (more or
less) toward the high-energy phenomenol-
ogy appropriate to an accelerator labora-
tory. In fact, the Director reluctantly must
confirm the reports emanating from the third
floor of Wilson Hall that this is one of the
very best theoretical physics groups in the

world, devoted to particles and fields. For
example, if the SSC would come to Fer-
milab, as our Governor insists, it is possi-
ble that, unlike all other parts of the
Laboratory, Theory can handle the factor
of 20 with no sweat. Two major happen-
ings are described below: the defection of
Chairman Chris Quigg to the SSC Central
Design Group and his replacement by Bill
Bardeen, and the formation of a joint ven-
ture of Theory and the ACP to build a The-
ory Engine.

What is a Theory Engine? Does it re-
place theorists? Is it a theorist with humil-
ity? Is that a contradiction in terms? Tune
in to Bardeen’s report:

The Theoretical Physics Department

William A. Bardeen

This year has been a time of transition
for the Theoretical Physics Department.
Chris Quigg has provided the leadership
for the Theory Department for the past ten
years since the death of Ben Lee, the first
permanent Head of the Department. Quigg
has now gone on leave from Fermilab to
assume the challenge of the Superconduct-
ing Super Collider project as an Associate
Director of the Central Design Group in
Berkeley. His contributions to all aspects
of the Laboratory will be missed during his
absence. Bill Bardeen has been named as
the new Head of the Theory Department.

The Theoretical Physics Department
plays an essential role in the intellectual
life of the Laboratory. Its members have
contributed to a broad spectrum of elemen-
tary particle physics research from the
practical to the esoteric. The group now

consists of seven permanent members, four
Associate Scientists with five-year appoint-

ments, and eight postdoctoral Research As-

sociates. Fermilab provides a focus for the
research of several faculty members from
surrounding universities as well as a num-
ber of long-term visitors from universities
and institutes around the world. In addi-
tion, Fermilab has its traditional theory
visitor’s program operating throughout the
year which provides hospitality and sup-
port for a large number of physicists from
the local, national, and international phys-
ics communities. This program makes Fer-
milab a central crossroads for the exchange
of new theoretical developments. It also
provides an opportunity for useful interac-
tion between the theoretical community
and the many experimental physicists who
find Fermilab the focus of their research.
The Theoretical Physics Department or-
ganizes the weekly Theoretical Physics and
Joint Experimental-Theoretical Physics Sem-
inars. The group also organizes an annual
winter workshop for the study of new theo-
retical developments of mutual interest.
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For this past winter, the topics included
conformal symmetry, conformal field
theory, and orbifold compactification in
string theories. Members of the group con-
tribute to the Fermilab Academic Lecture
Series which is addressed to the broader
physics community at Fermilab.

The successful running of the Fermilab
TEVATRON program in both the fixed-
target and the Collider modes has empha-
sized the need for accurate calculations of
processes which contribute to this new range
of physical phenomena. The stage for this
physics was set by the work of Quigg and
Eichten in their analysis of the expecta-
tions for physical processes from TEV-
ATRON energies to those of the SSC. A
particular interest at Fermilab has been the
study of hadroproduction and photoproduc-
tion of heavy flavors from charm and bot-
tom to top quarks. The expectations for
heavy quark production were analyzed by
Quigg and Ellis. . Recently, Ellis has ex-
tended the analysis of these processes to
include the first nonleading QCD (quantum
chromodynamics) corrections. He has found
that these corrections will have a signifi-
cant effect on the observable cross sec-
tions. Possible mechanisms for the discov-
ery of the elusive Higgs boson have been
analyzed by Ellis, Hinchliffe, Soldate, and
van der Bij. Mangano, Parke, and Xu have
adapted known string amplitudes to the
calculation of QCD parton cross sections
for the production of gluons and quarks
which could have important phenom-
enological applications as well as revealing
new insights on the structure of QCD.

Strong-interaction physics also plays a
role in using experimental information on
weak processes to determine the fundamen-
tal parameters of the electroweak theory.
Bardeen has used the large N, (string)

limit of QCD to compute the weak matrix
elements needed to understand the A 1=1/2
rule in kaon decays and the B parameter of
KO0-KO mixing. This physics is also the fo-
cus of QCD calculations using lattice methods.

During the past year, the Theory Group
and the Fermilab Advanced Computer Pro-
gram have formed a collaboration to create
a large-scale, highly parallel supercom-
puter for lattice gauge theory calculations.
This effort emphasizes the programming
flexibility needed for algorithm develop-
ment and a wide variety of physics applica-
tions. Eichten, Thacker, Mackenzie, and
Hockney have all contributed to the The-
ory Group’s participation in this project.
With the proper support, Fermilab can be
expected to provide essential leadership
for the development and application of nu-
merical methods to physical problems. At
present, the VAX facilities at Fermilab
have been exploited by Thacker, Eichten,
and Sexton for using lattice gauge theory
methods to analyze the structure of heavy
quark systems, baryon potentials, and the
heavy-light systems relevant to B-meson
physics.

More formal aspects of current research
have involved a variety of problems asso-
ciated with the fundamental string theories.
Taylor and Itoyama have studied nonsuper-
symmetric, four-dimensional string theo-
ries where the cosmological constant is
dynamically suppressed. Taylor has devel-
oped new mechanisms for supersymmetry
breaking in asymmetric orbifold models
which lead to chiral string theories with
vanishing cosmological constant. Itoyama
has studied multiparticle amplitudes in su-
perstring theories and has developed a pic-
ture of string field theory using a Bogoliubov
transformation approach. He and Thacker
have discovered a lattice Virosoro algebra
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in certain two-dimensional integrable lat-
tice systems which may be related to the
application of conformal field theory to
strings. Two-dimensional critical systems
have also been explored by Arnold and
Mattis with an emphasis on the structure of
the Green’s functions of the theory. Man-
gano has worked with others to develop
the connection between strings and index
theory on infinite dimensional manifolds by
analogy to Atiyah-Singer index theorems
used in conventional field theory.

The interface between astrophysics, cos-
mology, and particle physics has been a
productive area of research particularly at
Fermilab with the proximity of the Theo-
retical Astrophysics Group. Hill has foc-
used his research on the physical proper-
ties of superconducting cosmic strings
which may arise in grand unified theories.
His collaborations with Hodges, Lee,
Schramm, Turner, Walker, and Widrow
have led to proposals for several new ob-
servational signatures of cosmic strings as
well as clarifications of issues related to
the fundamental dynamics of these objects.
Hill has also continued his research on

quantum field theory in curved space-time.
McLerran and Arnold have studied the
physics of baryon number violating proc-
esses using sphalerons which may occur at
temperatures in the early Universe of only
a few TeV. They have also collaborated
on possible mechanisms to explain Cygnus
X-3 air-shower events. McLerran has stud-
ied the chiral phase transition in QCD with
its implications for nucleosynthesis as well
as a variety of issues related to heavy-ion
collisions. Reno and Quigg have studied
ultrahigh-energy neutrinos and their possi-
ble detection on Earth. Reno and Seckel
have completed an extensive study of the
effects of injecting hadrons during primor-
dial nucleosynthesis. The complete phen-
omenology of the effects of resonant neu-
trino oscillations in the sun was analyzed
by Parke and Walker with predictions for
both the chlorine and gallium experiments.

The future research of the Theoretical
Physics Department will continue to in-
volve a broad spectrum of physics issues
from questions of direct phenomenological
interest to the more formal aspects of quan-
tum field theory and superstrings.
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: Almost every thinking person has,

at some time, stared at the night sky
A and asked the age-old questions:
b What is out there? How did it all
come about? Where are we going? Very
few have stared at a table of particles and
asked the equivalent questions. Yet the
two activities are now so intimately joined
that it is natural for particle physicists to
lay claim to the night sky in order to ex-
plain their work to their in-laws, the gen-
eral public, congressional visitors, etc. The
institutionalized particle-cosmology inter-
face is represented by the Fermilab Theo-

retical Astrophysics Group, headed by Ed-
ward (Rocky) Kolb and Michael Turner,
co-founders of the Warrenville Astrophysi-
cal Society. Rocky Kolb, an expert on the
structure of the Universe before there was
a Universe, tells his story here. It was
about Rocky that Lucretius wrote (99-55
B.C., in The Nature of the Universe):
"He has ventured far beyond the
flaming ramparts of the world and
in mind and spirit traversed the
boundless universe."
Venture beyond, Dr. Kolb:

The Theoretical Astrophysics Group
Edward W. Kolb

During 1987, members of the Fermilab
Astrophysics Group have contributed to a
broad range of topics at the interface of
elementary particle physics and astro-
physics. The group has grown in 1987.
Andy Albrecht from Los Alamos National
Laboratory and Neil Turok from Imperial
College (London) have joined as Associate
Scientists. New postdocs are Ed Copeland
(also from Imperial College) and Angela
Olinto (from Massachusetts Institute of
Technology). Phillipe Jetzer was awarded
a Swiss National Science Foundation fel-
lowship to study abroad and has chosen to
spend the year visiting our group. He joins
our other foreign fellows, Sirley Marques,
supported by a Brazilian CNPq fellowship,
and Frederique Grassi, supported by a
French CNRS fellowship. Together with
permanent staff Kolb and Turner, frequent
visitor David Schramm from the Univer-

sity of Chicago, four continuing postdocs
(David Bennett, Albert Stebbins, Jamie
Stein-Schabes, and Marcelo Gleiser), and
the continued collaboration with the Theo-
retical Physics Group, Fermilab now boasts
one of the most active (and best!) groups
working at the interface of high-energy
physics and cosmology.

At the end of 1986 the group sponsored
a three-day workshop on cosmic strings.
Following the cosmic-string workshop, the
group was active in organizing the 13th
Texas Symposium on Relativistic Astro-
physics held in Chicago. In April 1987,
the group sponsored another small work-
shop on Quantum Cosmology (organized
in collaboration with Chris Hill of the The-
ory Group). The workshop brought to-
gether a remarkable array of talent to study
the quantum origin of the Universe. Mur-
ray Gell-Mann from Caltech, Stephen

< Two Galaxies and Snail Landscape, acrylic painting by Nancy Peoples, 1987.
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Hawking from the University of Cam-
bridge, and Yakov Zel’dovich and Alexi
Starobinskii from the Soviet Union were
but a few of the people in attendance. The
Astrophysics Group intends to continue to
hold small informal workshops on topics in
particle cosmology.

The Astrophysics Group has a very ac-
tive visitor program. Over 40 cosmol-
ogists from throughout the world visited
Fermilab to give seminars and colloquia,
collaborate with members of the group,
etc. In November we were fortunate to be
able to host the visit of Andrei Linde of
the Lebedev Institute in Moscow. Linde
gave several seminars and a colloquium
during his brief visit.

During the year the symbiotic relation-
ship of the Astrophysics and Theoretical
Physics Groups continued to grow. Chris
Hill of the Theory Group collaborated with
Michael Turner and students on a series of
papers on superconducting cosmic strings.
Kimyeong Lee, a postdoc in the Theory
Group, participated with Kolb and Holman
in a study of Wilson-loop instantons. Van
der Bij (also a postdoc in the Theory
Group) worked with Gleiser on boson stars.
Mark Rubin (another Theory postdoc) stud-

ied vacuum energies with Gleiser and Jet-
zer. The combination of the two groups
creates an intellectual ferment that per-
vades the third floor and, hopefully, leaks
out to the rest of the Laboratory.

Cosmic strings, inflation, dark matter,
and extra dimensions all continue to be ac-
tive areas of research of the group. In ad-
dition to these areas, members of our group
have worked on the implications of the cel-
estial star of the year, Supernova 1987A.

Note: As this report was going to press,
we learned of two occurrences, one occa-
sion for rejoicing, the other for sorrow, that
relate to the Fermilab astrophysics program.

The good news is that Fermilab was
awarded a three-year grant from NASA as
part of the Astrophysics Theory Program
from the Office of Space Science and
Applications.

Our sorrow springs from the news that
the visit by Yakov B. Zel’dovich to Fer-
milab last May will be his last. The sud-
den death of Zel’dovich on December 2,
1987, is a tragic loss to physics and astro-
physics. We at Fermilab are fortunate to

have been witness to his love for physics
and life.
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« The sky and the four inferior worlds. Tschutetschi drawing from east Siberia. Recog-
nizable are the Pleiades (top), the Milky Way (below), and the crescent of Venus (left,
top) which cannot be observed by average eyesight.
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A Table of Organization of Fermilab
is a thing of marvelous simplicity.
There is, of course, the Directorate
and there are two operating divi-
sions, plus the viscera and connective tis-
sue of the support and administrative sec-
tions. We have heard from the Accelerator
Division. Ken Stanfield manages the larg-
est group, the Research Division (RD).
The RD simply runs the fixed-target pro-

gram with its 14 beamlines. Well, it also
houses the CDF detector. Oh, and the
Central Computer and its ACP partner.
Yes, it also manages (haw!) the theorists
and interacts with the 1300 or so users who
look to it to supplement poverty-stricken
university contracts. That’s all, except the
particle-detector grouplet, PREP, and a va-
riety of specialized fabrication facilities.
A highly selected résumé follows.

The Research Division

Fixed-Target Activities and Research Division Support Departments

Introduction

Peter H. Garbincius and
Kenneth C. Stanfield

In addition to providing a home for CDF,
Theory, the Computing Department, ACP,
and some direct support for all Collider
experiments, the Research Division pro-
vides the resources for the installation and
operation of the fixed-target facilities. In
1987, a major activity of the Division was
to assist the fixed-target users to achieve
maximum utilization of the TEVATRON
and its new fixed-target facilities. The
1985 run, which was perhaps one of the
Laboratory’s most successful fixed-target
runs ever, did not have the benefit of the
full complement of beams including the
Wide Band Photon beam, the New Muon
beam, the MWest Pion beam, or the MP
Polarized beam. A very large effort was
expended by the Research Division in pre-
paring all beams and detectors for the 1987
run which began successfully in the early
summer months.

Perhaps the best way to get a measure
of the progress is to examine the fixed-
target program before and after the com-
pletion of the TEV II project. Upon recall-
ing the fixed-target program in the days
before the TEV II project, one is struck by
the contrast with today’s beams and detec-
tors as well as the improved level of sup-
port. While there were 17 detectors on the
floor in 1979 and 16 in 1987, the sophis-
tication and size of today’s detectors has
grown enormously as is required by the
difficulty and scope of the experiments un-
dertaken. Only one measure of this is that
the PREP inventory alone as risen from 8000
items to 30,000 items over this period.

The complexity and capabilities of the
beamlines have also increased dramatically.
In order to transport 1-TeV beams, 50 su-
perconducting magnets in 10 bend strings
have been installed. Overall, there are

< Equinox, acrylic painting by Nancy Peoples, 1983.
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nine liquid-helium refrigeration systems in
operation in the experimental areas. In ad-
dition, the number of conventional compo-
nents in beamlines have increased by 25%,
so that there are now 623 conventional mag-
nets and 371 55-kW, 150-kW, 240-kW, and
500-kW power supplies. The number of
slow-spill primary beams has risen from 6
to 10, and the number of high-intensity tar-
get stations from 6 to 11. All of this has
been accomplished by the Research Divi-
sion Support Departments in collaboration
with the fixed-target users with the same

number of people as were available in
1979 for the support of a much smaller
program. For this, the leadership and member-
ship of each of these departments deserves
congratulations.

An ingredient too often omitted from
an analysis of scientific progress is the im-
portant role that the non-scientists (crafts-
men, engineers, secretaries, technicians,
etc.) play. In what follows, this role be-
comes clear as each of the department heads
gives his own perspective on the accomp-
lishments and events of the year.

The Research Facilities Department

David F. Anderson, Stephen Pordes, and
Raymond Stefanski

The Research Facilities Department is
organized into three groups: the Beams
Group, the Facilities Support Group, and
the Particle Detector Group. In general,
the first two groups are responsible for
achieving a successful fixed-target pro-
gram, while the Particle Detector Group is
charged with the design and development
of new techniques for high-energy physics
research.

The Beams Group has devoted much of
the year to turning on new beamlines and
experiments during the fixed-target run. In
particular, a new test beam was commis-
sioned in the Meson Area to be used by
CDF and T-775. The M-West primary and
secondary beams were brought up for the
first time for use by experiments 706 and
672. The M-Polarized beamline was also
run for the first time and served as a cali-
bration and test beam for E-704. In the
Neutrino Area, a new pion beam was com-
missioned and ran at 600 GeV for E-653.
In the Proton Area, the new P-Center pri-

mary beam was run for E-756. Also, the
N-Muon beam and PB (Wideband Photon
beam) were brought up for the first data
runs. (These beams were commissioned in
the 1985 run for initial turn-on runs.) In
addition, the group was responsible for the
initial startup of the well-established beam-
lines such as the M-Center neutral beam,
the neutrino beams, the P-East and P-West
beams and other test beams.

The Beams Group was also involved in
the design of beam upgrades for P-West
(to transport machine-intensity protons to
the enclosure PW8), and the development
of a muon beam in N-East for P-782. For
the far future, calculations were carried out
for the development of new ideas for very-
high-yield B-physics experiments and
beams. Members of the Beams Group
have taken major roles in the development
of software systems for the cryogenic con-
trol system, the applications programs for
the beamline control systems, and for sup-
port software for the Alignment Group.
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Paul Slattery (left) and George Ginther, of the University of Rochester, in front of the detec-

tor for the E-706 liquid-argon calorimeter.

The Group also maintains and improves
the beamline design software packages
called TRANSPORT, TURTLE, and HALO.

A new group has been organized in col-
laboration with the Electronics/Electrical
Department that will provide specifications

for custom integrated circuit design. This
group will develop front-end electronics
for E-771 which should have its first run in
the P-West beamline in 1989. This group
is also involved in the development of new
absolute beam-intensity monitors, remotely
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digitized visual beam detectors, and other
beam-detectors development work.

The Facilities Support Group is respon-
sible for the operation of experimental fa-
cilities within the Research Division. These
include the Ziptrack magnet field measure-
ment apparatus, the EMI detector at the
15-ft Bubble Chamber, and the Tagged
Photon Lab Spectrometer. The group also
provides mechanical support to experi-
ments with the staff in Lab 6. During the
year a new design of the Ziptrack was im-
plemented to improve data collection and
reliability. A CCD (charge-coupled device)
camera-based system was installed at the
15-ft Bubble Chamber to monitor the laser
beam for holographic photography. The
group also assembled the beam-momentum
tagging system for CDF in the M-Test
beam and provided electronics support of
various specialized NIM and CAMAC
modules to experiments. The Facilities

Support Group supplied construction and
operational support for the spectrometer
systems at the M-West experimental hall,
and for the E-706 liquid-argon calorimeter.
In addition, they built chamber and counter
gas systems for several experiments and
were substantially involved in the installa-
tion of E-760 in the Pbar Experimental
Hall at AO.

The Particle Detector Group develops
new particle detection techniques that will
be used in future high-energy physics (HEP)
experiments. The work this year includes
the development of new scintillating plas-
tics, measurement of the light yield from
BaF, that would be used for calorimetry,
the development of a low-pressure photo-
sensitive wire-chamber readout, work on
electrostatic imaging, and the measurement
of high-rate effects in warm liquids. A
study of the effect of doping liquid argon
was also carried out.

The Cryogenics Department

C. Thornton Murphy

The Cryogenics Department is respon-
sible for all aspects of cryogenic systems
in the Research Division. This includes all
superconducting magnets, liquid-hydrogen
targets, liquid-argon calorimeters, and the
hydrogen-neon bubble chamber.

Highlights of this year were a roughly
equal measure of commissioning new sys-
tems and successfully operating old sys-
tems. The new systems commissioned this
year were the E-706 liquid argon calori-
meter (in collaboration with the ex-
perimenters), the Tohoku Bubble Chamber
CR1 1400 helium refrigerator for the super-
conducting coil, a much improved holo-
graphics optics system for the 15-ft Bubble

Chamber, and liquid-deuterium targets for
E-772 and E-665. The E-665 target had
unique technical and safety aspects neces-
sary to allow it to operate in the middle of
the very high electrical field of a streamer
chamber. The old systems, which had many
months of operations, were the two super-
conducting analysis magnets in the Muon
Laboratory for E-665, the 15-ft hydrogen-
neon bubble chamber, and three liquid-
helium plants which cool nine independent
strings of superconducting beamline mag-
nets. The CDF superconducting solenoid
and associated helium refrigerator operated
very reliably during the 1987 Collider run.
The cryogenics systems for both the Col-
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lider and the fixed-target runs were re-
markably more reliable than in 1986, with
significantly less beam time lost to ex-
perimenters. Planning and design was be-
gun on several future projects, including
the installation of the Big Test Beam
Calorimeter for the DO experiment, modi-
fications of test stands for SSC prototype
superconducting magnets, and conceptual
design of a large superconducting solenoid
for SSC experiments. A major upgrade of
computer controls for cryogenic systems

was begun. When the system is fully im-
plemented in 1988, this should greatly im-
prove reliability of the systems. Various
other operational and safety improvements
to the CDF and beamline systems were be-
gun and, in some cases, implemented. Fi-
nally, the small R&D effort on the effec-
tiveness of various numbers of layers of
superinsulation was extended from liquid-
nitrogen temperature to liquid-helium tem-
perature and brought to a conclusion.

The Electronics/Electrical Department

Robert C. Trendler

The Electronics/Electrical (E/E) De-
partment is responsible for much of the
design, development, implementation, and
maintenance of the electronic and electri-
cal devices used to bring beams to the ex-
periments. These include beamline con-
trols, radiation and electrical interlocks,
power supplies, beam instrumentation, and
safety electronics (oxygen-deficiency hazard
[ODH] and temperature monitoring). Ad-
ditionally, considerable direct support to
the experimental groups is provided. Some
examples are: the E-687 calorimeter posi-
tion control, and "quiet" power designs for
E-687, E-665 and others. Other examples
include the E-705 ‘"cluster finder"
modifications, and the E-772 hydrogen tar-
get position controller.

As a result of this broad responsibility,
the E/E Department also actively supports
most of the other departments in the Re-
search Division. Controls for the Cryo-
genics Department, motor controls and po-
sition readouts for the Mechanical Depart-
ment, electrical design for the Site-Opera-
tions Department, FASTBUS design and
maintenance support to the CDF Depart-

ment, and engineering design support for
the Research Facilities Department are but
a few examples of this type of activity.
Also, the E/E Department is responsible
for the hardware development component
of the data acquisition collaboration with
the Computing Department.

To accomplish its mission, the E/E De-
partment is organized into four groups:
the Power Systems and Interlock Group,
the Data Systems Group, the Electronics
and Instrumentation Development Group,
and the Controls Group. There are both
design and maintenance components asso-
ciated with each group’s work. Also, each
of the groups have access to several com-
mercially procured computer-aided design
systems to assist them.

The skills and tools engineers need have
been rapidly changing for some years. In
particular, computer-assisted design tools
are now essential for our engineers to do
their work. The complex circuits required
by the high-energy physics program must
be simulated by computer to prove the
design. Printed circuit-board layouts are
now completed on specialized computer-



A portion of a typical multichannel amplifier-shaper-discriminator circuit board like those
used in the Collider Detector at Fermilab. Surface-mount technology advanced by the

Electronics/Electrical Department of the Fermilab Research Division was used to place the
220 components on the board’s surface.
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assisted work stations featuring auto-
routing capability.  Application-specific
integrated circuits (ASIC) are now part of
the arsenal of engineering tools. The E/E
Department is working closely with Fer-
milab physicists, vendors, other labora-
tories, and various university groups to
continue to develop this capability.

The major activity for the E/E Depart-
ment this year was our contribution to the
enormous Research Division effort re-
quired to bring the fixed-target beamlines
and the experiments into successful opera-
tion. Virtually every person in the E/E De-
partment was totally involved in preparing
their systems for operation. The effort was
well worthwhile; the experimental area
start-up was very successful, and subse-
quent operation has been very reliable.
Even now, well into the run, considerable
effort is still required to meet the changing
needs of the experiments. Other highlights

for this year include: significant progress
on the electronics for the muon detector for
the DO colliding-beams experiment, com-
missioning of ODH monitoring in desig-
nated areas; completion of a stepping mo-
tor controller that has commercial promise;
the integration of the cryogenic control
system with the EPICURE control system
upgrade; evaluation and characterization of
several CMOS silicon-strip detector inte-
grated circuit chips for the CDF Depart-
ment; completion of several FASTBUS
interface boards for CDF; the use of the
Video Data Acquisition System for experi-
ment E-687 and to make observations of
Halley’s comet with University of Notre
Dame physicists; the completion of the in-
stallation of new radiation safety systems
in high-priority areas; and finally, electri-
cal design for the Loma Linda medical ac-
celerator project.

The Mechanical Department
John F. Lindberg

The Mechanical Department assumes
responsibility for essentially all the mech-
anical workings of the experimental areas,
including all the beamlines and experimen-
tal facilities. New projects are generally
initiated in the Department, including con-
cept design, design engineering, fabrica-
tion, and assembly. In addition, the De-
partment supports other groups by mainte-
nance operations. To a great extent, the tar-
get areas for all beamlines are designed,
built, and maintained by the Mechanical
Department. Radioactive handling is a De-
partment responsibility and is carried out in
a facility called the Target Service Build-
ing, the only dedicated radioactive han-
dling facility at the Laboratory.

Some highlights during the past year
were the installation of the new M-West
beamline. Downstream in the new M-West
Experimental Hall, the Mechanical Depart-
ment completed the installation of the
analysis magnet and liquid argon
calorimeter for E-706 as well as the instal-
lation of experiment E-672, which is also
located in the M-West Hall and runs simul-
taneously with E-706. The M-Test beam-
line was installed and is currently serving
as a test beam for CDF and the T-755
streamer chamber tests. Also in the Meson
Area, the new M-Polarized beam is now
operational, and the first experiment
scheduled to use this new beam, Experi-
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ment 704, will be commissioned at the end
of this current running period.

In the Neutrino Area, the N-West test
beam was modified and is being used to
calibrate equipment from the collider at
DO0. Modifications to the N-Center beam,
the Quad Triplet Train, were completed,
and the beam is currently being operated.

A major new beamline, the New Muon
beamline, was also completed this year.
All beamlines in the Proton Area are
now completed including the new Wide-
band Photon beam which services E-687,
the first experiment to use this new facil-
ity. All other beams in the Proton Area are
currently operating for this fixed-target run.

The Site-Operations Department

William J. Spalding

The various groups of the Site-Opera-
tions Department are responsible for the
installation and support of the fixed-target
experiments and beamlines along with the
operation of those beamlines. One of the
groups, (the Alignment Group) has a wider
sphere of responsibility, providing align-
ment services for all Divisions and Sec-
tions of the Laboratory. At the beginning
of this year, the Alignment Group com-
pleted the alignment of the accelerator
complex, the CDF detector, and the appa-
ratus of the smaller colliding-beams ex-
periments in preparation for the Collider
run early in the year. Meanwhile, prepara-
tions continued for the fixed-target run to
follow. Fifteen beamlines and 19 experi-
ments and test-beam users were installed
for this run. Several of these were major
mechanical and electrical installation pro-
jects and all included extensive modifica-
tions and upgrades. The new centralized
gas-distribution system for beamline in-
strumentation, and the 18 LCW and 8
RAW systems were brought online, and the
vacuum systems (10.5 miles of vacuum
pipe total!) readied.

The Operations Group, along with the
beamline physicists of the Research Facili-
ties Department and with the assistance of
the various support groups from all depart-
ments, commissioned the beamlines to pre-
pare for the fixed-target run. In addition,
this group provided help to the Accelerator
Division Operations Group and the Col-
lider experiments during the Collider run.
When the fixed-target run started in June,
most beamlines were fully operational and
the others were soon up and running. Dur-
ing the previous fixed-target shutdown, the
Operations Group had improved their
monitoring and data-logging capabilities,
and the documentation system for emer-
gency and safety information and for the
documentation on various systems in the
beamlines. In addition, a computer-based
log-book and information system was de-
veloped. The use of this system has im-
proved the flow of information between
operating crews and has made up-to-date
information on running conditions and
problems available to all interested parties,
allowing better preparation and follow up
for repair and maintenance.
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The Safety Group
Donald J. Cossairt

The Safety Group monitors and imple-
ments unified safety policies developed in
harmony with requirements of the rapidly
changing experimental conditions. There
is considerable interaction of safety per-
sonnel with the rest of the departments in
the Research Division when planning pre-
sent and future experimental operations.
One highlight of this year’s activities was
the development of improved emergency
response procedures in the experimental
areas. The procedures were designed for
complex problems which are caused by a
multiplicity of potential hazards within a
single building. For example, several of
the buildings under Research Division ac-
tivities contain oxygen-deficiency and ra-
diation hazards, as well as potential haz-
ards resulting from flammable gases.

Also this year, the Safety Group has
continued to provide support to the

Electronics/Electrical Department’s Inter-
lock Group for designing and documenting
the radiation interlock systems for this
year’s high-energy physics run with all
interlock test procedures now being devel-
oped by the Safety Group. During this
year’s fixed-target physics run, the Safety
Group provided extensive operations sup-
port to the Research Division Site-Opera-
tions Department through various beam-on
and residual radiation surveys. The group
also provided support through a radiation-
detection tagging system which provides
an online readout of detectors that have
tripped. The Safety Group also provided
extensive surveys and inspections to im-
prove safety performance throughout the
Division and an across-the-board safety
training program for all Research Division
personnel and users.

The Administrative Support Group

Barbara K. Edmonson

The Administrative Support Group
(ASG) is comprised of the secretaries and
administrative assistants who serve each of
the departments in the Research Division.
Standardized training in computer skills
and office procedures are provided to
group members. Group members are,
therefore, able to function in any ASG po-
sition throughout the Research Division if
necessary in order to assist or replace an-

other member of the group. The resulting
flexibility also allows the group to provide
coordinated, standardized documentation
on Division-wide projects. This year the
ASG worked with other Research Division
Personnel in an orchestrated attempt to
provide the high caliber of administrative
support necessary to running a large and
complicated colliding-beams and fixed-
target physics program.
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Twenty years ago, physicists armed
with slide rules and packing Mar-
chand adding machines, invaded the
peaceful farm community of Batavia.
Today, the international language of science,
understood in every city on the planet
large enough to boast a Burger King and a
Computerland, is broken FORTAN.

In 1987, Hugh Montgomery counted on
his fingers to three, shook them under the
Director’s nose, and, with his funny ac-

cent, said, "That’s how long I’'ve been
head of the Computing Department. I want
to do RESEARCH!!" They don’t make Al
Brenners anymore, so Jeff Appel took over
the Department in mid-stream, so to speak.
The gyrations involving transition to TEV-
ATRON-era computing at Fermilab are in
mid-course with the new and splendid Wilson-
designed Computer Building, the main-
frame acquisition, and ACP bubbling up
everywhere. Jeff Appel gives the details.

The Computing Department
Jeffrey A. Appel

New architectures dominated the think-
ing and actions of the Computing Depart-
ment in 1987. The first ACP system, a
new multiprocessor architecture providing
a specialized data-crunching facility, moved
from the experimental to an operational
stage in the Central Computing Facility.
Secondly, benchmarking and other activi-
ties necessary for the acquisition of a new
large-scale, general-purpose  scientific
computer to replace the old architecture
CDC CYBER computers became a major
focus for department personnel. At the op-
posite end of the spectrum, the department
took over responsibility for maintenance of
personal computers at the Laboratory and
also expanded its software consulting in
this area. In the experiment data-acquisi-
tion area, the FASTBUS capability was
extended, and a new architecture involving
more parallel readout of the CAMAC elec-
tronics and incorporation of VME compo-
nents was begun. Finally, the stimulating
architecture of a nearly complete new build-

ing to house many activities of the depart-
ment excited interest as it rose in the shadow
of Wilson Hall. In fact, this new facility is
architecturally interesting in its own right.
Much of the new architecture is associ-
ated with the Central Computing Upgrade
Project, a $25-million Congressional Line
Item stretching over four fiscal years. This
project is a source of major funding for an
upgrade to the Central Computing Facility
in support of the high-energy physics pro-
gram at the Laboratory. It provides funds
for a new 74,000-sq-ft building and for the
Laboratory’s three-prong attack on the sci-
entific computing needs of the research
program. These three prongs include the
innovative parallel-processing ACP sys-
tem, the large-scale, general-purpose sci-
entific computer, and an expansion of the
heavily interactive front-end system. The
bulk of the funds available for 1987 were
used for construction of the new building.
The year 1987 saw a change in the
quantity and quality of use and support for

< The "dark side"” of the new Central Computing Facility Building.
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the parallel-processing ACP systems in the
Computing Department. The number of
systems supported in the Department in-
creased from one to four, and the total
number of nodes increased from 100 to
215. In place of a single experiment (E-
691) making use of the facility, there are
now five experiments (E-400, E-687, E-
731, E-769, and CDF) vying for use on the
various development and production sys-
tems. With the growing cluster of ACP
elements, the Department has taken an in-
creasing role in the configuration, main-
tenance, and support for these systems.
Their growing use at the Laboratory is con-
firmation of the wisdom of their inclusion
as one of the major facets of computing in
the future at Fermilab.

While the ACP systems have a major
role to play, it is still limited to the produc-
tion processing of raw physics data. The
major needs for code development, com-
munications, engineering support, physics
analysis, and other functions still require
major front-end and more general-purpose
computing capability. To this end, a VAX
8800 was added to the VAX Cluster front
end early in the fiscal year. A much larger
effort went into preparing the specifica-
tions for the new large-scale scientific
computer system, to evaluating vendor re-
sponses to these specifications, and in
benchmarking the qualified vendor pro-
posals. At the end of the year, the Labora-
tory was prepared to contract with Sys-
temhouse, Inc., the winning bidder, for an
Amdahl 5890/600E-based system. This
system includes 4 central processors, 192
Mbytes of memory, 40 Gbytes of disk
storage, 16 tape drives, 8 cassette tape
drives, printers, and communications. De-
livery of the system can begin in the
spring, at the time of the completion of the
new Central Computing Facility Building.

The Department’s responsibility for
supporting the administrative IBM com-
puter hardware and system software not
only continued unabated, but expanded to
include code migration efforts by CDF and
development of emulator processor code
for another experiment.

New architectures dominated the data-
acquisition area of the Computing Depart-
ment also. The new architecture domina-
tion is both in the smaller steps taken for
some of the fixed-target experiments run-
ning this year and in studies and tests for
extending these into the future. Fermilab
now supports increased parallelism of both
computers and front-end readout. The
VAXONLINE software suite was enhanced
with more complete coordination of multi-
ple front-end microVAX and PDP-11 com-
puters, and parts or all of the programs
were used in over 15 experiments. Four of
the fixed-target experiments (E-653, E-
705, E-731, and E-769) are also gaining
more parallelism in their CAMAC readout
by incorporating the Smart Crate Control-
ler which was picked up from one experi-
ment and extended with new Laboratory
engineering and software. Some of these
experiments read their data into VME-
based architectures and others into FAST-
BUS. Both of these architectures were
evaluated during the year for extending the
data acquisition capabilities of Fermilab
experiments. The Development and Evalu-
ation Group continued to enhance the test-
ing capability with new test stands and
software during the year. They also tested
VME capabilities in the tape writing, mul-
tiple crate, and block data transfer areas.
All together, this first year with the full
TEVATRON II experimental program in-
stalled saw both continued use of the tried
systems, installation and use (actually use
under fire!) of the enhanced capabilities of
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the mainline data acquisition effort, and
extended use of new architectures.

Communications at the Laboratory,
linking the various architectures from Data
Acquisition to Central Facility to the re-
mote user community, continued to expand
at a very fast rate during 1987. This year’s
local-area network activities included ex-
tension of Ferminet, use of "mini-port sel-
ectors" and Ethernet bridging. The exten-
sion of Ferminet (Fermilab’s broad-band
communications backbone) now serves the
new experimental areas around the Main
Ring and into the Village. Micom mini-
port selectors were located at experiments
to provide local service as well as two-way
access to the Central Computing systems
and off-site collaborators. The potential
capacity of the central port selectors was
also increased by 50% in anticipation of
the new large-scale scientific computer
system. Finally, bridging of all the ex-
perimental areas Ethernets was the first
step in creating a Lab-wide Ethernet com-
munications backbone.

Fermilab’s wide-area networking ac-
tivities were centered around a large ex-
pansion of DECnet to universities and
laboratories across the U.S.A. and into
Europe. Currently, Fermilab hosts net-
work connections to 19 universities and 6
laboratories of which 24 are running DEC-
net. DECnet connectivity is approaching
world-wide proportions with DECnet con-
nections to Europe via Fermilab to INFN
in Bologna, Italy, and CERN via MIT and
Asia via LBL to KEK in Japan. To help
manage the DECnet activities, a network
management system has been installed. It
monitors the conditions of the various
leased lines and gathers statistics on utili-
zation and errors.

Not only is the distributed processing
architecture described above becoming

ever more visible, but distributed output is
a part of the emerging architectural scene.
Remote printing has finally reduced the
amount of paper coming through the Cen-
tral Facility. The remote printing leads to
faster turn-around for users and greater
user satisfaction.

With all the new architectures in the
Department, even the on-going support ac-
tivities have taken on a new sparkle. The
Department has organized 28 courses and
25 Computing Techniques Seminars during
the year covering the whole spectrum of
Department activities from PC’s to data
acquisition systems manager training to
specialized software packages on the main-
frames. The number of papers submitted
to conferences is significantly up, and one
of the papers was even recognized as one
of the three best papers at its conference.
Sharing of our software beyond Fermilab
is also increasingly important. DOE ef-
forts to encourage technology transfer re-
sulted in the Department sending 15 sepa-
rate software packages to the National En-
ergy Software Center this year.

Users now have online access to the
Fermilab stockroom catalog and telephone
directory. Additional new products com-
pleted during the year include ZIPMAP for
analysis of data taken with the Research
Facilities Department’s ZIPTRACK mag-
netic field-mapping apparatus. Work in
the Physics Projects Group also included a
study of using vector architecture comput-
ing for the track reconstruction problem.
This study measured the relative effective-
ness of a number of supercomputer main-
frames to the kind of high-powered scalar
machines in wide use today. Finally, a
start was made on joint software efforts
with CERN on the so-called Physics Analy-
sis Workstation Project.






The major new facilities associated
with the TEV II program led to large in-
creases in the Physics Research Equipment
Pool (PREP). It grew by approximately
15% in value in 1987. The new FASTBUS
hardware now comprises 6% of the elec-
tronic modules in the pool, and 12% of its
value. Of the 12,000 items which cycled
through the Instrument Repair Group this
year, 3000 were new items.

In the face of all the new architecture
emphasis in 1987, the Computing Depart-
ment continued to sustain a very large con-
tinuing computing load. This load was
heavy in both the batch processing and in-
teractive modes. New records were set for
interactive computing on the VAX Cluster
(210 users during peak hours) and on the
IBM system (75 users in peak hours).
While the CYBERs finally have seen a

drop in interactive use (typically 80 users
in peak hours), there were also surges back
to the former peak values of 160 users.
The 1985 fixed-target experiments were
deep in analysis of results during the entire
year. Physics publications resulting from
this analysis of the run are now in full
swing with no immediate letup in sight.
The first CDF data run was followed by
the completion of the first pass on all the
data and first results. The 1987 run of the
fixed-target program saw several experi-
ments planning on taking greater than 100
million events each. With the enormous
growth in the computing load associated
with preparing for and executing the new
experiments, it is clear that new architec-
tural approaches are required. Fermilab is
making commitments of just this kind to
meet these new challenges.
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7 Give a physicist a centimeter and

he’ll take a kilometer. The Ad-
A vanced Computer Program is no ex-
ception. Just because it has achieved
a modicum of success and is being ordered
by such labs as Brookhaven, Los Alamos,

Oak Ridge, SIN (Switzerland), and SACLAY
(France), there follows here delusions of
grandeur as our perennial ACP reporter, Tom
Nash, soars on wings of imagination. . . or
is it? Let the reader not be lulled into the
dream world of instant gratification !

The Advanced Computer Program

E. Thomas Nash

At the time, it seemed an awful lot of
data: almost 20-million events, each re-
quiring a couple of seconds on Fermilab’s
big CYBER 175 mainframe. Processing
took more than two years, at several big
computer centers. The time and effort was
an overwhelming obstacle to producing
physics. The data came from E-516, the
inaugural run on the Tagged Photon Spec-
trometer, the first of a new generation of
high-rate, large solid angle multiparticle
spectrometers.  These detectors, which
now include both fixed-target and high-
luminosity colliding-beams experiments,
were conceived to study the "new physics”
of heavy quarks, gauge bosons, and other
high-mass particle states that decay rapidly
into many particles. The high multiplicity
of particles in new-physics events and
their rare occurrence, which necessitates
taking huge numbers of events, implied a
new scale in the computing required to
process them.

The experience with E-516’s data made
it clear that the new large-detector, open-
geometry attack on rare heavy particles re-
quired a conceptual change in how comput-
ing was to be done. In spring 1982, the
Director looked kindly on suggestions for
formation of an effort to be known as the
Advanced Computer Program. The result-
ing ACP Multiprocessor has been described
extensively in the last three editions of

Fermilab’s Annual Report. "ACP’s" are so
ubiquitous at Fermilab these days that even
the meek are heard suggesting experiments
that will take over 102 events. Yes, "bil-
lions and billions" of them. Experiment
516’s 20-million events, which started it
all, just don’t seem so bad anymore.

The suggestions for billion-event ex-
periments are not frivolous. Experiments
have always been conceived when new
technology opens up opportunities. Nature
yields secrets to good instruments, i.e.,
ideas and technology. The new computing
power represented by ACP Multiproces-
sors suggests a world of new possibilities
if still more computational power is of-
fered. The science has been severely con-
strained for many years by available com-
puting. It is no wonder that opening the
lid a crack releases pressure for more and
more processing.

With the certainty that high-energy ex-
periments would effectively apply another
large step in computing power, what can
we deliver? In the next year or so, an or-
der of magnitude jump in processing cost
effectiveness seems assured. This confi-
dence is based on the existence in produc-
tion of several new so-called RISC (for
Reduced Instruction Set Computer) micro-
processors. These designs focus on the
large fraction of simple instructions that
can be executed typically in one 50-60
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nanosecond cycle. The complex instruc-
tions, which bogged down earlier com-
puters, have been found to be rarely used.
In RISC, they are left to software. Simple
instructions also make it easier to write
highly optimizing compilers. The result:
chips with nearly a factor of ten perform-
ance improvement in FORTRAN, com-
pared to existing high-performance micro-
processors. The ACP is now designing a
new CPU model based on the MIPS Com-
puter Systems R2000 RISC chips. If
promising, these will be supported by ACP
system software, allowing direct procure-
ment competition on a performance-
divided-by-cost basis for Fermilab and other
high-energy physics needs.

The extraordinary performance of the
new designs carries with it the serious
problem of getting data in and out of the
processors quickly enough. This will not
be a difficulty for new CPU’s in existing
smaller systems or for larger systems run-
ning programs like Monte Carlo simula-
tions that require little input data. How-
ever, conventional tape drives (and the pre-
sent host MicroVAX computer) will not be
able to feed enough data to systems of
more then 10 or 20 new processors running
a typical experiment’s reconstruction code.

Just as parallel processing was the an-
swer to the processing bottleneck, parallel
I/0O (Input/Output) seems to be the answer
to the new I/O bottleneck. Farms of tradi-
tional reel-tape systems, costing $10,000
or so each, however, may not be the best
approach. Most promising are the new 8-
mm video technology digital tape units
which cost about $2000 each and hold the
equivalent of a dozen 10-in., 6250 BPI
reels on a single 2.5 in. x 3.75 in., $10.00
cassette. Each of these compact devices
transfers data at about the same speed as a
big tape drive, but the low cost allows us

to use many of them in parallel. Beyond
the ACP interest in using them for offline
reconstruction and analysis processing,
these video drives are exciting to experi-
menters as a particularly convenient way
to record data in parallel at improved rates.

New (or upgraded) ACP Multiprocessor
configurations will support parallel I/O.
The video devices are expected to be driven
directly by input and output ranks of ACP
CPU’s, which should ultimately take over
as host from the MicroVAX. New ACP
bus interface modules and a high-speed,
16-fold bus crossbar switch will soon be
available to interconnect these I/O ranks of
CPU’s with the processing ranks. A new
generation of system software is being de-
signed to support the upgraded ACP Multi-
processor architecture. In due course, it is
a goal to incorporate into this software a
particularly friendly, graphic human-
interface, with histrogramming and statisti-
cal tools. This will run on work stations
such as those from Sun Microsystems or in
the Apple Macintosh series. In this way,
the ACP processors will become easily ac-
cessible for what consumes so much phys-
icist effort, the actual analysis of recon-
structed data.

As the data in a high-energy physics
experiment moves from the digitizers to
published results, intensive computing is
required at each major stop. ACP develop-
ments for online triggers, offline recon-
struction, and analysis, at first glance,
might seem to cover everything. But there
is one more essential duty for an experi-
ment: comparison of experimental results
with theoretical predictions. Probably the
most important new ACP activity in the
past year has been aimed at theoretical
computing. This is the development of a
new Multi Array Processor System (ACP
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MAPS) in a collaboration with Fermilab’s
Theoretical Physics Department.

Until recently, theorists did not require
unusual amounts of computing to prepare
quantitative predictions from the abstract
mathematics of theory. That situation has
changed, and it has changed dramatically.
Much experimentation these days involves
direct measurements of strong interaction
effects (tests of quantum chromodynamics,
QCD, and mass spectroscopy) or detailed
studies of parameters of the electroweak
force. Both types of experiment require
precise calculations of the theory of the
strong forces, QCD. The first, because
that is what is being directly measured.
The second, because the strong interaction
binds quarks and gluons into detectable
particles and, thereby, has a significant ef-
fect on the electroweak parameters ex-
tracted from measurements. The serious-
ness of this latter problem is demonstrated
by measurements of the Kobayashi-Mas-
kawa (K-M) matrix parameters for the
electroweak interaction. These are funda-
mental and critical measurements that are
the focus of many heavy-quark experi-
ments. Yet, the uncertainty in these meas-
urements is now dominated in most, if not
all, cases by theoretical calculation of
strong interaction effects.

Virtually all physicists believe QCD is
most likely the correct theory of the strong
interactions. Unfortunately, because of the
strength of this interaction, the traditional
perturbation approximation tools, which
have been used so successfully in calculat-
ing electromagnetism, cannot be applied to
much of what is interesting about QCD.
The only alternative appears to be an ap-
proach that maps the space-time coordinates
of the world within a nucleon onto a math-
ematical lattice of points. On this lattice it
is possible to use a computer to simulate

the activities of quarks and gluons follow-
ing the microscopic laws of QCD. In prin-
ciple, arbitrarily precise predictions can be
obtained. In practice, even rough calcula-
tions require colossal amounts of comput-
ing. (The reader must have known this
was coming.) Desperate estimates like
"70,000 Cray-years" have been heard, and,
for precise calculations, they are true, un-
less new algorithms are found.

The ACP MAPS project has been driven
both by the recognition of this critical need
to be able to develop new algorithms and
by the traditional hunger for raw, maxi-
mally cost-effective, floating-point cal-
culational power. Without sacrificing per-
formance, the processor is flexible and
convenient enough to allow algorithm
development. It is programmable in high-
level languages like FORTRAN and C,
though key routines will be microcoded to
reach the highest performance levels. Un-
like other processors aimed at the lattice
gauge problem, the architecture of this one
(Fig. 8) allows for flexible non-local com-
munication among the local memory CPU’s
while they operate in a truly parallel asynch-
ronous array. Each CPU is based on the
Weitek XL floating-point chip set and has
10 megabytes of memory. At a cost of
about $3000 each in production, they will
have a peak performance of 20-million
floating-point operations per second. This
is nearly two orders of magnitude better
than the present cost/performance of the
Cray 2 supercomputer.

The theorist-interface software, which
allows efficient programs to be prepared
quickly, is called CANOPY. It has been
developed by the Theoretical Physics De-
partment and the ACP. The architecture of
the computer is hidden. The user designs
the program in terms of lattice "sites" and
"field" wvariables, not processing nodes.
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Figure 8. A computer rendering of the ACP Multi Array Processor System (ACP MAPS)

256-node configuration.

CANOPY automatically allocates sites to
nodes following site connectivity instruc-
tions provided by the user. Access to vari-
ables on other sites (even those on a physi-
cally different CPU) is handled automat-
ically when the application program makes
requests like GET FIELD and PUT FIELD.
Most of the basic system routines will be
microcoded, as will certain heavily used
physics activities, like SU3 _MULTIPLY.
In this way, it is hoped, the theorist can
operate entirely from a flexible and
readable high-level programming language

platform and still obtain nearly all the raw
computer performance that technology can
deliver.

Although aimed primarily at the high-
energy physics lattice gauge problem,
CANOPY and, to an even larger extent, the
ACP MAPS hardware will be very attrac-
tive to a broad range of scientific problems
with heavy computing needs. Just as the
experimentalists’ ACP Multiprocessor Sys-
tem was commercialized by Omnibyte, Inc.,
the new theorists’ engine will be available
for technology transfer to industry.
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The work on the lattice gauge problem
follows the ACP’s historical themes: maxi-
mal computing cost effectiveness for criti-
cal problems, convenient user interfaces,
and local memory multiprocessors based
on the latest VLSI developments from in-
dustry. This emphasis has proven to be
productive, and one should ask if this will
continue. Present estimates for offline
computing are about 1500 VAX equivalents
for each large experiment at the future Su-
perconducting Super Collider. If correct,
these needs can readily be met by the pre-
sent developments in ACP Multiprocessors
- and at a small fraction of the anticipated
cost. So, why pursue the probable addi-
tional factor-of-five performance obtain-
able with RISC processors in the next few
years, or the opportunities to incorporate
vector instructions, and resulting speedups,
that are starting to appear on the VLSI
technological horizon?

Six years ago, the expected processing
needs of the Collider Detector at Fermilab
were stated to be less than 10 VAX-years
per run. In the light of experience with
real data and real programs, some 200
equivalent VAXes worth of ACP Multi-
processors are now being assigned to CDF
online and offline computing. This history
suggests how SSC experiment computing

requirements will, in reality, compare to
the early design estimates. And this is
only applying our present-day ideas of
computing to experiments. When we re-
member how rapidly new levels of avail-
able computing increase our opportunity to
do new physics, we realize how important
a continuing, coherent R&D effort, like the
ACP, will be to the long-range future of
experiments at Fermilab, SSC, and, in fact,
all accelerators over the next decade. Sim-
ilar motivations suggest a focused R&D
effort on data acquisition, directed with a
long-range view and coordinated with com-
puting R&D, to which it is closely related.
Perhaps it is the very discouraging budget
environment that faces us at the end of
1987, but it has seemed important to em-
phasize how important R&D efforts like
the ACP are (and could be in related areas)
to the future of the field. Long-term R&D
frequently finds itself in difficulty compet-
ing for attention with immediate opera-
tional concerns. Certainly, this problem is
exacerbated at times of funding drought.
Nonetheless, it is pleasing to end this re-
port by noting that Fermilab has, in fact,
found a way to nurture the Advanced Com-
puter Program past its fifth birthday this
year, and it was the year in which ACP de-
velopments met with widespread acceptance.
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Our URA parent organization, in its
early deliberations, was concerned
that Fermilab physicists not dominate
the research program at this "truly"
national laboratory. A limit of 25% of the
research activity was set for the in-house
staff, although no one really defined the

number. If we take a most generous al-
lowance, we know that during the heavy
years of TEVATRON construction this
number never exceeded 10% and is at last
creeping up. The mechanism for carrying
out in-house physics is through the Physics
Department. Dan Green is Chairman.

The Physics Department

Daniel R. Green

"My center gives way, my right
wing is folding up. Situation excel-
lent. I attack tomorrow."

- Foch to Joffre
First Battle of the Marne
September 8, 1914

Sometimes it felt like that kind of year.
We had austerities and had to reduce the
size of the Department by 10% due to the
Gramm-Rudman budget cuts. The bottom
line was to finally begin to realize the phys-
ics potential of the TEVATRON. We drew
our inspiration from Leon who was often
heard to say, "The future is now." We may
be poor, and the stockroom cupboards may
be bare, but we did physics all year. No
other national laboratory can make that
statement.

The Collider started up last winter
(1987) and ran from early January to early
May. The Accelerator Division delivered
enough luminosity to enable experiments
710 (elastic scattering), 735 (quark-gluon
plasma), and 741 (CDF) to get physics re-
sults of a preliminary nature. The Physics
Department had major construction and
installation responsibilities for E-710 and

E-735. These three experiments immedi-
ately went into data analysis mode follow-
ing the end of the run.

With a short rest, the Laboratory switched
to fixed-target mode and delivered beam
from June to (we hope) February to 15 dis-
tinct experiments supported by the Re-
search Division. This is a very solid run,
fulfilling the long-standing needs of a host
of experimenters.

The Physics Department continued
throughout the year in its normal mode of
supporting Fermilab staff physicists in
their research efforts. Although we had a
hiring freeze late in 1986, during 1987 we
again began to recruit the best new Ph.D.
physicists to replace our "graduates." The
number of postdocs and Wilson Fellows
has leveled off at about 30. This infusion
of new blood is crucial to the health of the
Laboratory and is perhaps the top priority

< A beam’s-eye view of the reflection of the photomultiplier detector planes for one of three
multi-particle Cerenkov counters of E-687. This particular Cerenkov counter was provided

by collaborators from the University of Illinois.
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of the Department. After an average of
four years, our postdocs move on to uni-
versity or Fermilab staff jobs.

The other 70 people in the Physics De-
partment - engineers, technicians, drafts-
persons, and scanners - are more per-
manent. They have as their mission the
direct support of physics research at Fer-
milab. Each experiment has assigned to it a
"lead technician" whose job is to expedite
the installation, running, and repair of that
experiment. These people are our front
line - right in the trenches. Directly be-
hind that "thin red line" are the Physics
Department "factories" in Lab 6 (cham-
bers) and Lab 8 (calorimeters). They con-
tinued at full throttle in 1987 as did the
scintillation-counter shop and the vacuum-
deposition facility.

Somewhat behind the front lines, is the
rear echelon of electrical and mechanical
support groups. They supply the engineer-
ing, design, and construction of experi-
mental apparatus. During 1987 the number
of engineers in the Department was in-
creased. This expansion was necessary
given the increasing sophistication of the
detectors which are being constructed for
high-energy physics experiments.

In 1987 those support groups helped
finish a complete set of fixed-target experi-
ments. That level of activity will probably
never occur again. In the future, it is ex-
pected that only a few new experiments
need to be mounted per running cycle.
This year we could already see a shift in
emphasis from merely getting experiments
ready to analyzing the flood of new data.
The center of gravity of the Department
will undoubtedly shift towards analysis
during the next year.

As they say, the proof of the pudding is
in the publishing. All the sacrifices made

in 1987 just to run the machine will be
wasted unless the data is analyzed and put
into publishable form. To aid in achieving
that end, the Film Analysis Group was
reorganized in 1987 to form the Data
Analysis Group. In addition to performing
their traditional role of film scanning and
measuring, this group will now attempt to
supply data aides. The role of these aides
is conceived to be to submit analysis jobs,
organize tapes, and keep statistics. The
paradigm is the success of the E-691 data
analysis efforts. As an historical note, the
first major task of the Physics Department
in 1969 was bubble-chamber film analysis.
In 1987 we’re still analyzing film, and our
scanners are now studying visual displays
for CDF, the most modern detector pres-
ently at the Laboratory. Such are the ironies
of history.

As further inducements to finishing an
experiment, office space for experimenters
and Guest Scientists is provided on the 9th
and 10th floors of Wilson Hall. Other
analysis tools which are supplied are ter-
minals, stand-alone PC’s, software, and
laser printers. The staff contributes secre-
tarial services and figure drafting for aid in
publication of papers. Travel funds for
conferences, workshops, and group meet-
ings are also provided.

When not standing shifts on experi-
ments or computing, staff physicists occa-
sionally do think about physics. To further
that end, the Physics Department sponsors
the Wednesday Colloquium. In addition,
Academic Lectures are organized by the
Physics Department. In a more informal
atmosphere, the Physics Department or-
ganizes a monthly "Food for Thought" din-
ner which gives the shell-shocked postdoc
a spot of R and R. These same postdocs
aid in the highly successful Saturday Morn-



ing Physics Program for high-school stu-
dents. In 1987, a preprint and journal
"reading room" was established on the 10th
floor of Wilson Hall to encourage experi-
mentalists to keep up with the literature.

In summary, 1987 was a year of taking
data to cash in on the long-standing invest-
ments made in the TEVATRON. We will
strive to help make 1988 the year of the
publication.

"It was twenty years ago today. . ."

It’s hard to realize that a young place
like Fermilab actually began 20 years ago.
Perhaps this is because there is a continu-
ity to design at Fermilab. Going back and
reading a seminal paper by R. R. Wilson
(NAL-6, "Some Aspects of the 200-GeV
Accelerator,” September 12, 1967) really
gives one shivers at its vision and pres-
cience. Even the design of a "TEVATRON"
was present at the creation.

Wilson was appointed Fermilab Direc-
tor on March 7, 1967. One year later the

Lab had 200 employees, including 54 sci-
entists and engineers. One finds that the
seed of the present experimental areas was
sown early. Staff physicists were initially
preoccupied with experimental beamlines
(sounds familiar, doesn’t it?) which were
thought to be "nine real beams issuing
from two external targets."

Somewhat later, on November 1, 1968,
a separate Physics Research Section was
formed under Ned Goldwasser, which was
to "serve as a focus for experimental particle-
physics research by laboratory staff mem-
bers." Clearly this was the precursor of the
present Physics Department. Its begin-
nings were modest. On May 31, 1969,
Frank Cole reported that "particle-physics
experiments are to be carried out by labo-
ratory physicists through the Physics Re-
search Section. This section now has no
members" - and so it goes. . .

Earthrise as seen from the Moon. —
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One of Associate Director Richard
Lundy’s responsibilities is "technol-
ogy," a catch-all title for Fermilab’s
concern with high-quality engineer-
ing. The line organization most relevant to
this is the Technical Support Section (TSS).
Here, in a charge-back operation, are the
skills and experience that have been ac-
quired in the course of assembling the or-
iginal Main Ring magnets (20 years ago),
the wide variety of conventional spectro-
meter and beamline magnets, and, in the
1978-1983 period, some 1400 supercon-
ducting things: dipoles, quads, correction

elements, spool pieces, and turn-around
boxes.

Some of these engineering and techni-
cal skills have, since 1985, been exported
to other parts of the Laboratory or, sadly,
have been lost to budget stringencies, but
out of the debris of the Energy Saver Mag-
net Facility has arisen a leaner and meaner
TSS. The entire Laboratory looks to TSS
to keep the Lab on the cutting edge of
magnet fabrication technology. Technical
Support’s leader, Paul Mantsch, talks about
1987.

The Technical Support Section

Paul M. Mantsch

Introduction

The magnet facility and the service
groups which make up the Technical Sup-
port Section have participated in several
major Laboratory projects and are an im-
portant part of the R&D activity on the Su-
perconducting Super Collider. Major Lab-
oratory projects include new high-per-
formance magnets for the TEVATRON
upgrade and fabrication of components for
the DO collider detector. Effort in support
of the SSC includes assembling magnets

with coils supplied by Brookhaven Na-
tional Laboratory and the start of work on
a complete dipole-magnet production facil-
ity. Another significant task is the fabrica-
tion of magnets for a 250-MeV proton synch-
rotron for medical therapy. All of these
activities and more are supported by the
ever-improving engineering, design, machin-
ing, and testing facilities of the Technical
Support Section.

The TEVATRON Upgrade

Although support of the accelerators
includes a steady stream of new and re-
paired components, the currently most
challenging task is to provide magnets of
new design to be used in the luminosity
upgrade of the TEVATRON Collider.
Thirty low-beta quadrupoles of various
lengths and 14 quadrupole correctors are
required for the magnet lattice. The de-
signs for the required 1.4-T/cm cold-iron

low-beta quadrupole and 0.75-T/cm single-
shell quad correctors are now nearly com-
plete. Tooling is being received and wind-
ing will soon begin. The cryostat to be
used for the low-beta quadrupoles uses
many advanced design features from the
SSC cryostat.

These new magnets take maximum ad-
vantage of dramatic improvements in con-
ductor current density. In collaboration
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High-tech devices require high-tech tools: A computer-controlled numerical turning cen-

ter in the Fermilab Main Machine Shop.

with the University of Wisconsin and our
vendors, new records for current density
with NbTi multifilament conductor have
been reached. For example, the cable de-
veloped for the DO low-beta quadrupoles
has almost double the current-carrying
ability of the TEVATRON conductor.
Another important project to upgrade
TEVATRON performance is the study of

the time variation in the shape of the field
in the TEVATRON magnets. These mea-
surements, being carried out at the Magnet
Development and Test Facility, are ex-
pected to contribute to the improved per-
formance of our machine and should be of
interest to those working on its progeny
(HERA, UNK, RHIC, and the SSC).
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The Superconducting Super Collider

The SSC program under the guidance
of the SSC Central Design Group makes
use of development and fabrication re-
sources of the national laboratories: Brook-
haven National Laboratory, Lawrence
Berkeley Laboratory, and Fermilab. Sev-
eral full-scale dipole magnet models have
been assembled and tested. The magnet
coils are wound at Brookhaven. The coil/
cool mass is then transported to Fermilab
where the magnet is assembled using the
Fermilab-designed cryostat. Once as-
sembled, the magnets are tested in the Fer-
milab Magnet Test Facility. A program
has recently been initiated to develop tool-
ing for SSC coil fabrication at Fermilab.
The objective of this program is to develop
a pilot production facility for complete
dipoles.

Within the past year three SSC dipoles
have been completed. Two of these have
been tested. The data derived from these
tests are analyzed in detail to understand
magnet performance and thereby improve
later designs. These tests are far from
routine. Each magnet has special instru-
mentation and its own set of test require-
ments. In order to keep pace with the SSC
magnet program, a second test stand is be-
ing assembled. This stand is expected to
become operational in January, just in time
to match the increased rate of magnet de-
livery. The new test stand will have the
additional capability of reducing the mag-
net temperature to 1.8° K. Energizing mag-
nets at low temperature to high currents
has been demonstrated to make them oper-
ate more stably at normal operating temp-
eratures. Low temperature will also enable
testing of the structural performance of the
magnets by taking them to much higher
currents.

Since the operating cost of the SSC de-
pends strongly on the cryogenic perform-
ance of the magnets, considerable effort at
Fermilab has been devoted to cryostat
design. Significant refinements have been
made to the cryostat during the past year.
These improvements, including a better
suspension system, insulation, and magnet
interconnection, will be incorporated in
future magnets, making the cryostat sim-
pler and more efficient.

The program to build a pilot dipole-
production facility was begun in the sum-
mer of 1987 as the result of a special agree-
ment with the SSC Central Design Group.
The objective is to draw on the production
experience gained in the TEVATRON pro-
ject to develop new full-length coil tool-
ing. The first 1-meter models for tooling
qualification are expected to be wound and
cured in early 1988. Winding of the first
16.6-m coil will begin in July 1988. As ex-
perience is gained with the tooling, the
dipole production rate is expected to reach
an eventual level of 2-1/2 complete mag-
nets per month. This pre-production
facility will provide magnets to the string
test and accelerated life test and will also
demonstrate fabrication techniques to po-
tential magnet vendors.

Additional projects completed for the
SSC this year include the development of a
dipole vertical plane measurement device,
measurement of the heat transfer properties
of some of the materials used in the mag-
net, and the design, fabrication, and cal-
ibration of a significant fraction of the
instrumentation required for the magnet
test program.
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Assembling prototype SSC magnets for testing at the Fermilab Magnet Development and
Test Facility.




Installation of an SSC R&D magnet into the tunnel mock-up at Fermilab for system tests.

The DO Collider Detector

Skills developed in making the cryostats
for the TEVATRON superconducting mag-
nets helped in the production of the 20-ft x
8-ft muon chambers for the DO detector.
Over 50 of the chambers have now been
completed.

The services of the shops, fabrication
task order operation, drafting and design
group, and inspection and materials lab are
contributing to the needs of the DO detec-
tor effort.

High-Gradient Quadrupoles for the Stanford Linear Collider

Each arm of the SLAC Linear Collider
will terminate in a superconducting quad-
rupole triplet lens. The magnets for these

lenses are being fabricated and measured
by Fermilab. Half of the order for 12 quad-
rupoles (including spares) is complete.
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The Loma Linda Medical Accelerator

The Technical Support Section is fab-
ricating magnets as part of a cooperative
effort with the Loma Linda Medical Center
to develop a 250-MeV proton synchrotron
for medical therapy. The complete project
requires a total of 156 conventional mag-
nets of various types. Eight accelerator
dipoles have been completed. The mag-
nets are built on a 63-in. radius and weigh
6800 pounds. These dipoles have curved,
laminated, "wet layup" cores with remov-
able bolt-on lamination end packs (a spe-

cial expertise of the Magnet Facility). The
end packs can be removed and re-machined
for final field shaping. The development
of these magnets depends on detailed mea-
surement of the prototype dipole field in
order to determine the shape of the pole
tips. These magnets required special mag-
netic measurement probes because they are
so highly curved.

The design of Loma Linda beam trans-
port, extraction, and trim magnets is under
way.

Computerized Engineering Analysis, Design, Machining, and Inspection

The mechanical services provided by
the Technical Support Section to the Lab-
oratory are of a breadth and quality that
ensures that Laboratory projects can be ac-
complished in an effective and timely way.
Computers have greatly expanded our abil-
ity to design and fabricate a large variety
of specialized parts and assemblies needed
to carry out the research program at Fer-
milab. The Engineering Group, the Ma-
chine Shops, and the Material Inspection
Group are being equipped and trained to
take maximum advantage of these ad-
vanced techniques. Indeed, it has often
been necessary to press the state of the art
to meet the needs of our programs. Not
only has our thrust into computer-aided
fabrication methods made unique capabili-
ties possible, the design and fabrication of
ordinary parts has become demonstrably
more efficient.

Engineering analysis capability has
been enhanced during the past year by the
addition of a new "pre-processor" for the
finite element structural analysis codes.
Formatting structural problems by defining
the mesh of elements has been difficult and

time consuming. The more powerful user-
friendly mesh generators make problem
definition quicker while reducing the train-
ing time necessary to effectively use these
tools. This type of analysis has been used
extensively during the past year in cold-
mass support systems for the SSC dipoles
and the low-beta quadrupoles for the TEV-
ATRON upgrade.

The acquisition of 20 high-resolution
graphics terminals has made access to the
computer-aided design (CAD) system pos-
sible by almost everyone in the section
who is trained to use it. The value of
computer-aided design is becoming widely
recognized, particularly where project par-
ticipants are based all across the country.
Large projects such as the SSC and the DO
detector, for example, want all drawings to
be CAD based. In addition to having the
largest group of designers and greatest
commitment to CAD, the Technical Sup-
port Section offers local training for CAD
users Lab-wide. So far nearly 20 drafts-
men and designers have been trained in
these CAD classes.
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An effort is under way to select a new
CAD software system that will be compat-
ible with the Laboratory computing system
which will shortly be reconfigured. This
includes an attempt to standardize the Lab-
oratory CAD systems and to make them
compatible with machine shop CAM (com-
puter-aided machining) and computer-
aided inspection.

The Fermilab Machine Shop is engaged
in an ongoing program to modernize its
equipment with particular emphasis on
computer numerical control (CNC) ma-
chine tools. During the past year, a CNC
wire EDM (electric discharge machining)
was acquired. Experience has shown that
the several CNC machines now in opera-
tion not only are able to form unique new
kinds of parts but are also faster and cost
effective in more normal jobs.

The influx of CNC equipment into the
Machine Shop has spurred new interest in
training. There are now two classrooms
and five terminals dedicated to CAD/CAM
training. Shop personnel have access to
the training area before work, during lunch,
after work, and on weekends. Many ma-
chinists have taken advantage of this op-
portunity to build their skills in CAD/
CAM. Several special seminars are spon-
sored by the machine shop to help drafts-
men, designers, and engineers from around
the Laboratory familiarize themselves with
NC/CNC terminology and concepts. These
seminars have been very successful both in
training designers in how to make draw-

ings of parts that can be transferred to CNC
machines and in alerting designers to the
range of new machining possibilities with
CNC machines.

The specialized needs and occasional
high volume of parts needed at Fermilab
requires a well-equipped inspection lab. The
fabrication of both conventional and super-
conducting magnets, for example, needs
precision measurements of many of these
parts. During the past year a computer-
driven Contour Projection Machine with
automatic edge finder has been installed.
In the measurements of laminations such
as those used in magnet tooling, as well as
yoke and support collars, repeatability and
accuracy is *.0001 in. This machine is
complementary to our Coordinate Measur-
ing Machine. Some special parts like
laminations can be measured, more error-
free, ten times faster on the new machine
than on the Coordinate Measuring Machine.

The superconducting-cable-measuring ma-
chines developed in the Magnet Facility
last year are now installed at both cabling
facilities used to make cable for the SSC.
By being able to measure cable dimensions
to better than +0.0001 in. online, these ma-
chines allow the manufacture of cable pre-
cise to £.0002 in. as compared to allowed
past tolerances of £.0010 in.

The objective in all of these activities
is to help ensure a vigorous Fermilab re-
search program by providing high-quality,
state-of-the-art engineering and mechani-
cal support.
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Radiation, heavy loads, overhead
cranes, high voltages, explosive
gases, and PCB’s are just a few of
the scare words that haunt the
dreams of all Lab directors. . . sometimes

even rivaling the steady-state nightmare of
insufficient operating budgets. At Fer-
milab, these nocturnal tortures are strongly
moderated by a superb Safety Section un-
der Larry Coulson.

The Safety Section

Larry Coulson

There is good news and bad news to
report on safety-related events which oc-
curred in the past year. First, the good
news:

"Excellent" is the adjective used by the
DOE in rating our health physics, indus-
trial hygiene, occupational medicine, and
emergency preparedness safety programs.
The same adjective was used by the Safety
Management Appraisal Team to describe
safety management by the Lab. This is the
best set of grades we have ever received.

The DOE conducted an environmental
survey of Fermilab on September 14-25.
These surveys are being conducted at all
DOE sites as part of the agency’s response
to environmental problems resulting from

15%Other
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operations at some of their older sites.
There were no Category I or II findings -
categories requiring immediate response.
However, there were five Category III
findings which are concerned with long-
term potential problems. These require
further investigation to see if there is any
need for future action. In the remaining
category, Category IV, there were nine
findings which dealt with minor improve-
ments in spill control, quality assurance,
and administrative regulatory compliance.
The total number of findings was fewer
than that encountered at other national lab-
oratories. Our excellent showing may
partly be because Fermilab is younger than
its sister labs and many of the regulations

2%EIbow — f

11

3 76% Back

Figure 9. Fermilab employees’ 1987 occupational injury costs.
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were already in place before operations
began. But this is also indicative of the
Laboratory’s commitment to protect and
enhance the environment.

Under the auspices of the Lead DOE
Laboratory for Accelerator Health Physics
Research, two contractor meetings were
organized in conjunction with Health Phys-
ics Society meetings held in Reno, Nevada,
and Salt Lake City, Utah. In addition, 11
DOE accelerator laboratories were visited
as part of the program to characterize their
accelerator health physics programs and
solicit ideas for areas of research. A re-
port is being prepared which outlines ac-
celerator health physics research needs and
priorities.

Back injury prevention and asbestos
control are two areas in which Fermilab
has launched new initiatives. "My aching
back" describes the major source of injury
costs at Fermilab (see Fig. 9). The fraction
of costs due to back injuries has increased
- but we believe this is due to our success
at reducing other injuries. Nevertheless, in
recognition of the importance of back in-
juries, Fermilab adopted an aggressive pro-
gram of improved medical screening, as
well as extensive training and job analysis
by a subcontracted physical therapist.

Some of the earliest construction at
Fermilab occurred at a time when the use
of asbestos building products was consid-
ered acceptable. The greatest volume of
this material is contained in sprayed-on
insulation in several buildings, though
asbestos-cement panels are occasionally
found throughout the site. @ We have
adopted an active program of monitoring
the condition and atmospheric contamina-
tion produced by these —materials. Where
practical, the asbestos is removed by a spe-
cially trained team of Lab employees (re-

ferred to as the A-Team!). In 1987, as-
bestos materials were removed from the
outside of a dormitory farm house, exhaust
ducts from an emergency generator, as
well as other locations.

In the area of ionizing radiation, per-
sonnel exposures increased only slightly
(see Fig. 10). This is not unexpected - more
accelerated protons means high residual
radiation levels, which inevitably leads to
higher personnel exposures. An increase
in beta dose was also seen for the first time
due to greater handling of depleted
uranium associated with the construction
of the uranium-liquid argon calorimeter for
E-740 [DO].

Extensive measurements were made of
muon distributions downstream of the
fixed-target experiments since these are
the dominant source of off-site radiation
dose. Particular attention was paid to the
new muon beamline for E-665. Compari-
sons with calculations using the latest ver-
sion of the Monte Carlo program CASIM
showed relatively good agreement with the
measured fluence distributions from this
beamline, but rather serious disagreement
with another commonly used code, HALO.
It is estimated that the maximum fenceline
annual dose (primarily due to these muons)
based on 24-hour-per-day occupancy will
be approximately 10 mrem for CY87.

Over the years, the unit cost of dispos-
ing of the radioactive waste has continued
to escalate. Toward the end of 1986, we
conducted a pilot program of sorting and
screening to reduce volume. Beginnihg in
January 1987, all material collected in
radioactive "waste" containers has been
checked for radioactivity and sorted into
recyclable and non-recyclable material.
The results have been gratifying. The vol-
ume has been reduced by a factor of 20.
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Figure 10. Fermilab whole-body radiation dose in person-rem by year since 1972.

Because of the nationwide concern over
radon gas in houses, a radon survey was
conducted on site to determine whether
any Village residents were exposed to
radon in excess of the Environmental Pro-
tection Agency (EPA) standard. The pro-
gram was later expanded to measure radon
in tunnels and other work areas. None of
the residential living areas showed con-
centrations of radon greater than the EPA
standard of 4 pCi/l1. The worst-case occu-
pational exposure was 3% of the maximum
permissible concentration for workers.

Now the bad news:

In October the most significant fire loss

in Fermilab’s history occurred. A fire in
the Wide Band Hall completely destroyed
a large calorimeter. However, the sprinkler
system confined the fire until the Fermilab
Fire Department could extinguish it. Fire
detection has now been installed in this
experimental hall.

In addition to heightening awareness
about the electrical fire hazards associated
with experiments, the Wide Band Lab fire
underscored the value of early fire detec-
tion, effective sprinkler systems, and ade-
quate smoke venting. As a result, plans
are in progress to upgrade experimental
halls in these respects.
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There are a collection of crucial Lab-
oratory activities coloquially known
as the "G&A" sections. Under the
general supervision of Associate Di-
rector Bruce Chrisman, these span a hu-
mongous variety of activities including

Library, Audit, Budget Control. . The
following terse descriptions from Jim
Finks, Business Manager, and Chuck

Marofske, Head of Personnel Services,
belie the real effort and contribution of
these groups to the success of the Lab-
oratory. In another context we have pre-

sented the accomplishments simply in
terms of services applied to an increasing
work load, an increasing number of requi-
sitions processed, square footage cleaned,
miles of things maintained, personnel ac-
tions accomplished, meals served, apart-
ments refurbished, tons received. . . and
we have noted that all this was done with
style, efficiency, esprit, and a constantly
dwindling work force. This obviously can-
not continue; however, the ticking of the
time bomb is well concealed in these
reports.

The Business Services Section

James E. Finks, Jr.

Talk about mighty
acorns. . .

The Business Services Section traces
its roots back to the National Accelerator
Laboratory’s first offices at (appropriately)
Oak Brook, where one person manually
processed both vendor and payroll checks.
Later the group branched out and moved
onto the Weston site where employees
worked in a kitchen, a living room, and the
bedrooms of a Village house, and check
processing advanced to a Burroughs book-
keeping machine.

Prayers for more space were answered,
and the group migrated to a former church
on Wilson Road, which also hosted another
technological leap to an IBM 360-50 com-
puter. Finally, the wanderings ceased as
the (now) Department left the wilderness
and settled into the Central Lab (now Wil-
son Hall) as one of the first tenants.

The Materials Department, which had
joined the flock, eventually moved from a
"stow it where you can" operation in a 100-
year-old warehouse along the Fox River, to
a computerized, paperless receiving opera-

trees from tiny

tion housed in two giant warehouses lo-
cated on site; from a stores inventory com-
pletely contained in a Village house to a
volume now requiring half a warehouse;
from a purchasing operation conducted
largely by begging vendors to sell to an
organization that lacked both purchasing
forms and credit references, to a 5000-
vendor data base that is used to assure
cost-saving competition; from a property
system handwritten in a log book to an
automated, bar-coded inventory system;
and from a fleet of vehicles considered scrap
by the Joliet Army Arsenal to a modern,
well-maintained, 260-vehicle fleet.

In the ensuing years, the Business Serv-
ices Section has expanded its respon-
sibilities to include Accounting, Contracts,
Purchasing, Support Services, Information
Systems, the Legal Office, Business Safety,
Facilities Management, T & M Operations,
Emergency Services Coordination and Op-
erations, Facility Engineering, and Facility
Operations.

1987 saw the design and construction
for the new Roads and Grounds building
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which will improve the efficiency and mo-
rale of this group of dedicated people.

Another step in the program to improve
our cooling/fire protection water supply
was realized with the completion of a pipe-
line section from the Fox River to Casey’s
Pond. This will assure that more water
reaches Casey’s by eliminating seepage
and evaporation.

A new Auditorium sound system was
installed, a new telephone switch was ac-
tivated, and replacement transformers for
the failed 100-MVA transformer arrived.
Warrenville now supplies domestic water
to, and accepts sewage from, the Fermilab
Village.

The Business Services Safety Office
worked closely in 1987 with other Labora-

o oo

tory safety groups to pioneer the prototype
of the Lab’s "Right to Know" Hazard Com-
munication Program. The Safety Office
also updated the Laboratory’s Emergency
Preparedness Plan and set up documenta-
tion books for all Divisions and Sections.
The first bar-code application was com-
pleted in FY87. The projected applications
were delivery tickets generated from the
Receiving System, property identification,
and I.D. cards. The projects were com-

pleted in FY87, but due to vendor delays in
equipment deliveries, only the delivery
tickets generated from the Receiving Sys-
tem application was installed. During the
first quarter of FY88, the remaining appli-
cations will be completed.

Geve ="

/= D oY
Ko;xlba ;‘.--5“:, \ 6%
)9 3 >

N o < 5 6.9~

Suioou

A T e e &

°°°°°°°

O’



101 -

b site

Work on the Prairie Restoration Project continues. Roughly 700 acres on the Fermila
are now devoted to this recreation of the original prairie flora.
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The first contingent of Fermilab 20-year veterans. First row, left to right: Jean Plese (Fer-
milab 1.D. #57), Quentin Kerns (#32), Frank Cole (#13), Reid Rihel (#29), Barb Kristen
(#59), and Carolyn Hines (#47); second row, left to right: Art Skraboly (#49), Gerry Tool
(#34), Stan Snowdon [retired] (#51), Don Young (#2), Angela Gonzales (#11), and Jan Wil-
denradt (#62); third row, left to right: Tony Frelo (#9), Curt Owen (#17), Lincoln Read
(#5), Glenn Lee (#15), and Phil Livdahl [retired] (#40). Director Leon Lederman (at right,
#3682) offered congratulations on behalf of the Laboratory. Chuck Marofske (#54) and Lee
Teng (#22), also 20-year veterans, are not pictured.
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The Laboratory Services Section

Charles F. Marofske

Since the Laboratory formally opened
in 1967, almost 8000 individuals have
worked on the Fermilab payroll. During
the ensuing years, there have been over
200 employee retirements, and the current
work force is slightly over 2000. This year
the agreement between URA and DOE for
operation of the Laboratory was renewed
with an extension through 1991. Labora-
tory Services worked on numerous aspects
of the contract modification. During 1987,
19 employees reached the 20-year service
mark. The original group of 1967 hires
totaled 61.

Onsite housing has available 96 dorm
rooms and 61 houses/apartments. In FY
87 there was a 95% overall occupancy rate
with a total of 3500 rental transactions.
Food Services provided over 20,000 meals
and additionally catered functions for meet-
ings and conferences at a rate of more than
one event per day. Day Care had an aver-
age enrollment of 65 children.

Total regular employment dropped by
110 persons through the year. This was
partially the result of about 50 layoffs
necessitated by budgetary concerns and
project completions. We also had 40 retire-
ments, an all-time annual high for the
Laboratory. There were 125 regular em-
ployment vacancies filled during the year
and over 7000 applications received.

Almost 200 persons were employed for
the summer. Among these were the par-
ticipants in the 17th Summer Program for
Minority Students managed by the Fermi-
lab Equal Opportunity Office. With finan-
cial assistance from Friends of Fermilab,
this office also conducted a summer en-

richment program in science and engineer-
ing for high school students.

A series of better health programs,
called "Wellness Works," was initiated.
Employee interest in health maintenance
programs remained high during the annual
open enrollment. We had well over 200
employees participating in the tuition reim-
bursement program. Labor agreements
were re-negotiated with a number of bar-
gaining units.

Effort was directed at bringing benefit
plans up to date with recent legislation.
Over 100 pre-employment exams were per-
formed, and 885 employees were examined
as part of the physical checkup program.
The Medical Office staff was active on
"wellness" projects and safety awareness.

Over 40,000 people visited the Labora-
tory including more than 9500 through
guided tour groups such as senior citizens’
clubs as well as college physics classes from
five states. Fermilab continues to receive
wide press coverage, and writers for major
science publications and other media repre-
sentatives are frequent callers.

Our Publications Office continued to
publish FermiNews, Fermilab Report, and
this Annual Report, along with FermiTech,
produced in conjunction with the Office of
Research and Technology Applications and
highlighting recent technology advances at
Fermilab. The heightened HEP activity at
the Lab is reflected by an increase in techni-
cal reports, especially preprints, handled by
Publications during the year. Equipment
and computer access used in preparing
publications were upgraded to facilitate
timely production, and a database was es-
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tablished cataloguing all Fermilab techni-
cal publications for easy referencing on the
VAX Cluster and DECnet.

In the Library, steps were taken to en-
hance our collection of resources and de-
velop automated access to our catalog.
Most HEP preprints can now be searched
using the SPIRES data base.

A Visual Media Services unit was formed
merging the photography, duplicating, and
video offices. A more effective utilization
of the creative talents involved is the ob-
jective. The video inventory now lists

over 200 programs on Laboratory subjects,
and the photo unit has available a pictorial
history of Fermilab, having shot more than
20,000 rolls of film during the years of
Fermilab operation.

The Laboratory has always had an ac-
tive recreational program for employees
and users. Club functions, athletic leagues,
recreation centers and the Users Center
gourmet restaurant continue to flourish.
This past year, programs utilizing the gym-
nasium were expanded, and extensive ren-
ovations to the Users Center got under way.
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Technology transfer is a current
buzz-word, but it reflects a serious
concern for a place like Fermilab.
One does not build a research lab-
oratory in order to generate spin-offs,
transfer technology, and advance the eco-
nomic competitiveness of the nation. We
like to think Fermilab exists to help our
understanding of the Universe and in so
doing, to enhance our culture. But there is
spin-off, there is technology transfer, and

contributions to the advance of our tech-
nological capability are not negligible. It
clearly makes sense to pay attention to
these things and we do it formally through
the Office of Research and Technology
Applications (ORTA). CARRIGAN, who
is charged with this task, has to wheedle
nuggets of potential commercial gold with-
out unduly distracting the creative engi-
neers and physicists. He does almost as
good a job as he ORTA.

The Office of Research and Technology Applications

Richard A. Carrigan, Jr.

At Fermilab there was good progress in
the tantalizing task of transferring technol-
ogy in 1987. This included great strides
on the Loma Linda medical accelerator and
the ACP project. Both programs have im-
portant implications for technology trans-
fer. Years of effort on the formal side of
technology transfer also started to pay off
as URA received the rights to Fermilab in-
ventions and began to license them. Finally,
the discovery of new superconductors brought
wide notice of the importance of the tech-
nology developed for the TEVATRON.

High-temperature superconductors sparked
interest around the world in 1987. The
Cryogenic Engineering Conference and the
International Cryogenic Material Confer-
ence in June served as an important forum
for discussions of these new materials.
The joint conferences, held in St. Charles,
Illinois, were co-sponsored by Fermilab.
When the media looked back for applica-
tions of superconductivity, they found that
Fermilab’s TEVATRON was the largest
superconducting project ever built. The
other major application that received exten-
sive exposure was medical resonance imag-
ing (MRI). Some of the wire and magnet

makers for MRI had cut their teeth on the
TEVATRON. In JTuly, 1987, High Tech-
nology magazine reported on the new su-
perconducting revolution. The article
brought home just how significant the
TEVATRON had been for industrial-scale
superconducting technology. Many of the
companies mentioned were either Fermilab
Industrial Affiliates, had direct experience
in the construction of the TEVATRON, or
both.

Two major programs at Fermilab cur-
rently have technology transfer as an im-
portant goal. The first of these is the pro-
ject to build a Proton Accelerator for Med-
icine for Loma Linda University Medical
Center in California. Loma Linda asked
Fermilab to design and construct a proto-
type accelerator because of the experience
in accelerator physics at the Laboratory.
The medical radiation community also
knew Fermilab as a result of the neutron
therapy project here.

Loma Linda’s involvement with Fer-
milab grew out of the establishment of the
Proton Therapy Co-Operative Group, or
PTCOG, at Fermilab. PTCOG explored
ways of providing proton therapy for hos-
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pitals using modern accelerator construc-
tion techniques.

An important part of the Loma Linda
technology transfer plan is the participa-
tion of an industrial partner. The partner’s
responsibility is to handle downstream com-
mercialization and service of later versions
of the accelerator and ancillary facilities.
The partner is SAIC, a Fermilab Industrial
Affiliate.

Last year saw the completion of the
Loma Linda design. Construction of the
accelerator bounded ahead. Meanwhile,
the PTCOG group has continued to interact
with the project. That has helped to de-
velop innovative devices such as a patient
treatment gantry. It also stimulated inter-
est at other medical centers in the pos-
sibilities of proton therapy.

A second major Fermilab project with a
strong technology transfer component is
the Advanced Computer Program. That
project has involved the construction of a
loosely-parallel supercomputer using com-
mercially available, 32-bit microprocessor
chips ganged together. A system now run-
ning with 100 microprocessors analyzes
events at about the same speed as the Fer-
milab Central Computing Facility. The
Central Computing Facility costs roughly
50 times more than the ACP.

Currently, a nearby electronics firm,
Omnibyte (also an Industrial Affiliate), is
supplying boards for the ACP.

In addition to the inexpensive hard-
ware, the ACP also has very flexible soft-
ware. That flexibility has already led to
the use of the ACP outside the particle phys-
ics community.

Technology is the first and most impor-
tant ingredient for good technology trans-
fer. It is also important to have a way to
transfer that technology. The Fermilab In-

dustrial Affiliate program is Fermilab’s
most effective means for technology trans-
fer and for relating to industry. There are
now approximately 40 Affiliates. The Ap-
pendix to this report contains a list of the
current Affiliates. Affiliates receive regu-
lar information about the Laboratory as well
as early news concerning licensing pos-
sibilities and new technology at Fermilab.

The annual Affiliates meeting this year
had as its theme "Research Technology in
the Twenty-First Century." The keynote
speaker was Lloyd Thorndyke, president of
ETA Systems, Inc., a new supercomputer
company in Minneapolis. Other parti-
cipants in the Roundtable included Ted
Geballe, Stanford University; Wilmot Hess,
DOE; Tom Nash of Fermilab; and Andy
Sessler, Lawrence Berkeley Laboratory.
Geballe, and Peter Limon of the SSC Cen-
tral Design Group, also discussed some of
the possibilities and problems associated
with high-temperature superconductors.

The last year has seen important strides
in the area of marketing Fermilab technol-
ogy. The new DOE-URA prime contract
signed in early 1987 gives URA rights to
patents developed at Fermilab. This is an
outgrowth of the Dole-Bayh law. As a re-
sult of this new potential, the Laboratory
developed increased marketing capability
and retained outside patent counsel. For
the first time there is a person at the Labo-
ratory responsible for licensing. The Lab-
oratory also instituted a system of royalty
sharing with inventors.

The Fermilab Office of Research and
Technology Applications assesses every
new technology developed at the Labor-
atory. Then the Laboratory Patent Advi-
sory Group reviews them. For a promising
technology, URA files a patent and starts a
licensing campaign. If a patent is not ap-
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propriate, there are other mechanisms for
transferring the technology. A recent addi-
tion is FermiTech, a monthly technology
status sheet distributed to Affiliates and
other interested parties.

This year the Laboratory has continued
to operate a technology Information Trans-

=2l

fer Center with the State of Illinois. Un-
fortunately, the state substantially reduced
their contribution from last year. This

state center offers the Laboratory a good

opportunity to forge new relationships at
the local level.
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Among the more gratifying of our
socially redeeming activities is the
now 12-year-old Neutron Therapy
Facility (NTF), a joint venture be-
tween Fermilab, represented by Arlene Len-

nox, and the Midwest Institute for Neutron
Therapy (MINT), the consortium of medi-
cal doctors who care for the patients. Ar-
lene gives a status report enriched by a
look back at NTF’s successes over the years.

The Neutron Therapy Facility

Arlene J. Lennox

When the Neutron Therapy Facility
began treating patients in 1976, emphasis
was placed on inoperable tumors which
were also considered to be radioresistant
because they could not be controlled by
conventional photon radiation therapy.
Because of the mechanisms by which
neutrons transmit energy to tissue, they
induce irreparable changes in chromosome
structure independent of the metabolic or
biochemical state of the cells. It was
hoped that the neutrons would be able to

control tumors which had heretofore been
classified as radioresistant. As a result of
dose-searching and fractionation research at
Fermilab and a number of other neutron
facilities in the United States, Europe, and
Japan, it is now known that certain
radioresistant tumors will respond to treat-
ment with neutrons. Table 5 lists the con-
trol rate for these tumors (source: Lionel
Cohen and Frank Hendrickson, "External
Neutron Beam Therapy," Illinois Medical
Journal, Vol. 171:4, April 1987, p. 235).

Table §
Control Rates for Tumors
Treated with Neutrons

Tumor Type
Salivary Tumors
Sarcoma of Bone
Soft Tissue Sarcoma
Melanoma

Rectosigmoid Cancer

Bladder Cancer

In addition, it was found that freedom from
locally recurrent prostate cancer is 62% for
patients receiving combined photon and neu-
tron therapy compared to 35% for patients
receiving only photons (source: George E.
Laramore, et al., "Fast Neutron Radio-
therapy for Locally Advanced Prostate

Control Rate
74%
59%
58%
71%
52%
50%

Cancer: Results of an RTOG Randomized
Study," International Journal of Radiation
Oncology Biology Physics, Vol. 11, pp.
1626-1627). At present Fermilab is par-
ticipating in a study (Illinois Cancer Coun-
cil Protocol #86U1 - Randomized Study to
Compare Three Modes of Radiation Ther-
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apy in the Treatment of Clinical Stage C
Adenocarcinoma of the Prostate) compar-
ing the results of this combined therapy
with using only neutrons to treat advanced
prostate cancer.

As of December 1987, we have evalu-
ated 1841 cases and have accepted 1582
patients for treatment. A summary of the
tumor types treated here is given in Table
6. About 80% of our patients come from

within 200 miles of the Laboratory though
we have had patients from as far away as
New York, Florida, India, Alaska, and the
Philippines.

Neutron therapy is now gaining recog-
nition as a medically accepted, standard
method of cancer treatment. Fermilab has
played a significant role in making neutron
therapy the treatment of choice for certain
types of tumors.

Table 6
Summary of Tumor Types
Treated at Fermilab Since 1987

Tumor Type

Brain

Head & Neck
Thorax

Abdomen

Pelvis

Sarcoma,
melanoma

and other

More than one
course of neutrons

Number Number
Evaluated Treated
220 193
770 668
162 125
191 163
205 161
256 225
47 47

n






Fermilab Deputy Director Philip V. Livdahl (retired)
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Philip V. Livdahl came to Fermilab
in 1967 and for the next 20 years he
served in a variety of roles starting
with construction and commission-
ing of the Linac and progressing through
co-manager of the Main Ring construction,
Deputy Head of the Accelerator Division,
Acting Director, and finally Deputy Direc-
tor in 1984.

Phil Livdahl retired from the Labora-
tory in September of 1987 in order to give
his full attention to the Loma Linda pro-

ject, which of course just happens to be
located in a beautiful part of sunny Cali-
fornia. His loyal, able service to the Labo-
ratory over these years is appreciated by
all of us and, in a series of parties and re-
ceptions, his friends assured him of their
affection and best wishes. Phil will con-
tinue to be associated with the Lab through
the Loma Linda project, the subject of the
following brief status report by Phil and
co-author Frank Cole.

The Loma Linda Medical Accelerator

Francis T. Cole and
Philip V. Livdahl (retired)

Fermilab has had a long-standing inter-
est in the use of accelerators in medicine.
Robert Wilson, our founding Director, first
proposed the use of protons or other heavy-
charged particles in cancer therapy. His
1946 proposal was centered on the con-
cept, still as valid today as it was then, that
the strong peaking of energy loss along the
path of a proton in matter, the Bragg peak,
and its small transverse scattering, could
be used to localize the radiation. Thus, a
tumor site can be irradiated to kill cancer
cells while sparing the healthy tissue around
it. Damage to healthy tissue causes the
side effects of weakness and nausea that
limit radiation therapy with X-rays.

After the Fermilab accelerator went into
operation in 1972, serious study was given
to using the 200-MeV proton beam for
therapy during the idle time between injec-
tion pulses. But modern methods to locate
tumors precisely, such as CT scanning,
magnetic resonance imaging, and positron
emission tomography, were not available
at that time. At the urging of the Chicago
medical community, a neutron therapy facil-

ity was built instead. Donald Young, Mi-
guel Awschalom, and Arlene Lennox have
been among the Fermilab people active in
building and operating the Neutron
Therapy Facility.

But the localization available with protons
is still superior to that with neutrons.
Pioneering work has been done at Harvard,
using a cyclotron built by Wilson. This
and work at Lawrence Berkeley Laboratory
and a number of accelerators abroad (all
converted from physics research) and the
development of imaging methods have made
the time ripe for an accelerator designed
and built for proton therapy.

The Loma Linda University Medical
Center in Loma Linda, California, has asked
Fermilab to design and build such an ac-
celerator, and work toward that goal has
gone on since May 1986. As 1977 ends,
the accelerator, a 250-MeV proton synch-
rotron, is nearing completion. The mag-
nets are almost done, and the acceleration,
controls, and extraction systems are not far
behind. The longest lead-time system, the
injector, a 2-MeV radio frequency quad-
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rupole linear accelerator, is being built by
a private company and should be ready to
use sometime in April of 1988. The ac-
celerator is being assembled in an area in
Industrial Building 1.

We plan to operate the accelerator here
at Fermilab until the summer of 1989,
when the new building for it is ready at
Loma Linda. The time will not be wasted;
we will commission the accelerator, testing
all its systems and components, then carry
out shielding, microdosimetry, and radio-
biology studies in collaboration with medi-
cal physicists from several universities.

Clud, wite o [

We are also working to transfer the
technology to industry so that more proton
therapy accelerators can be built. Loma
Linda University Medical Center has cho-
sen Science Applications International Cor-
poration as an industrial partner, and they
are working closely with us on design and
fabrication.

The medical accelerator is a sideline to
Fermilab’s work in particle physics. But
we are able to apply particle physics tech-
nology to a humanitarian end and this is a
positive endeavor for us and for Fermilab.
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I1. 1987 Physics Results at the TEVATRON

Introduction

During 1987 the TEVATRON physics
program began to fulfill its potential as the
first major run of the Collider unfolded
and the fixed-target program came up to
record strength. The first serious look at
1.8-TeV pp interactions began in February
following a three month commissioning
period for the Collider. One major detec-
" tor (CDF) and three relatively small detec-
tors took advantage of the new mode of
TEVATRON operation. Much data was
written on tape, and physics results will
follow soon (see the articles by Roy
Schwitters on CDF and Roy Rubinstein on
small Collider experiments in the State of
the Laboratory); however, these successes
are only indicative of things to come. The
world eagerly awaits the next run of the
Collider which will produce enough in-
tegrated luminosity to have a significant
impact on the world of physics. The elu-
sive top quark, supersymmetry, or perhaps
something totally unexpected are some of
the possibilities that stir imaginations.

The Collider run ended in May with the
Accelerator delivering a total integrated
luminosity of 71 nb-1 of which about 30
nb-! was recorded on tape by CDF. After a
three-week shutdown to change operating
modes of the Accelerator, the fixed-target
run began in June. During the period of
June to December, all scheduled experi-
ments achieved data taking and several
tests for future experiments were success-
fully carried out. The run continued into
1988 and the total duration will be greater
than eight months. The program includes
four large new detectors with new beam-
lines that were constructed as part of the
TeV II program. One of the detectors was

scheduled only for testing, but the other
three were all taking data by December 1.
In addition, the program included three
new experiments using pre-existing beam-
lines and significant parts of existing spec-
trometers, as well as eight experiments that
were carried over from the 1985 fixed-
target run. One experiment being installed
in the Accumulator Ring of the Pbar
Source also began testing during the 1987
run. Other activities occurring during the
run include CDF and DO test-beam run-
ning. Literally thousands of data tapes have
been written during the past few months, and
their impact on physics can only be a subject
of speculation at this point.

Physics results from the 1987 Collider
and fixed-target runs will not be out for
some time as much analysis must be under-
taken first. However, a number of results
have been published during the year from
past fixed-target runs. For example, last
year on the pages of this Annual Report
were some preliminary results from the
1985 run of the tagged-photon spectro-
meter in the Proton Area. It was clear at
the time that important new measurements
of charmed particle lifetimes had been
made, even though only a small part of the
data had been analyzed. This year the re-
sults of a year’s worth of analyses on those
data will be reviewed. Other results from
last year that will be updated here include
those from E-731, the measurements of
€’/e. Final numbers are not available yet
as the experiment is still running. This arti-
cle will discuss these and several other results
from past experiments and attempt to high-
light some of the expectations of the 1987
run.
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Physics at Hand

E-691 gathered data during the 1985
fixed-target run using the tagged-photon
beam in the Proton Laboratory. The spec-
trometer and beam had been used once be-
fore for E-516 during the days of 400-GeV
physics. It had matured and was ripe to
produce some spectacular results. Silicon
microstrip detectors (SMD) had been added
since the previous run, and a number of
other improvements had been made. The
"experiment was designed as a high-statistics
study of charmed particle production by a
photon beam. The photons were produced
by a 260-GeV electron beam; the average
photon energy was 145 GeV. The spectro-
meter consisted of a two-stage magnet
spectrometer with large-acceptance drift
chambers, Cerenkov counters for particle
identification, and electromagnetic and
hadronic calorimetry.

Approximately one-half of the secon-
dary vertices from charm decay could be
identified with the SMD. Data taking was
triggered by >2.5-GeV energy deposition
in the calorimetry. The trigger was 80%
efficient for charm events and suppressed
the hadronic background by a factor of 2.5.
Cuts of SMD information applied offline
reduced the background by another factor
of 300. A total of 100 million triggers
were recorded during the run.

Last year at this time a sample of very
clean charm signals containing D0’s, D+’s,
and D¢’s had been shown. There were also
preliminary lifetimes for these particles
based on approximately 30% of the data,
and these lifetimes were already more ac-
curate than those published by any other
experimental group. During the past year
the analysis has continued at a rapid pace
using the Laboratory’s ACP system, and
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Figure 1. A, signal in mass spectrum of
PKT from E-691.

all of the data have now been included in
the lifetime results. A search for addi-
tional charmed particles has yielded a A,
signal containing approximately 100 events
(see Fig. 1) and a lifetime determination
has been made. A compilation of charmed
particles including the E-691 results are
shown in Figures 2, 3, and 4. It is clear
that E-691 has made a dramatic contribu-
tion to the charmed lifetime business.
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However, their impact has not been
confined to charmed particle lifetimes.
The group has recently published a paper
on DO - D° mixing. There had been some
experimental indication that the mixing
might be as large as 1%, a number much
larger than theory predicts. E-691 was
able to make two independent determina-
tions of the mixing with the following
results:

Iy <0037
and
r, =.005 +-.002
where r, = B(DO --> f)/B(D° --> f).

The combination of photoproduction
and the use of the silicon vertex detectors
has proven to be a very powerful technique
for the study of charm. Many important
results are still coming out of E-691 on the
topics of charm spectroscopy and non-
charm spectroscopy. Other experiments at
Fermilab and CERN are assimilating this
technique and improving upon it, hoping to
push back the frontiers of heavy-flavor
production in future years. E-687 is an ex-
ample of an experiment that should open
the door to b production using a similar
technique.
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Another experiment discussed in the
future tense on the pages of last year’s An-
nual Report was E-731 in the Meson Lab-
oratory. The experiment is situated in a
double neutral beam studying neutral kaon
decays in an attempt to make the most ac-
curate measurement to date of the CP
violating parameter € ‘/e. The detector
observes decays of both K short and K
long simultaneously by alternately placing
a regenerator in one beamline and then the
other. Both charged and neutral two-body
decays of the kaons are recorded. The
charged decays are measured by a mag-
netic spectrometer, and the neutral decays
are detected using a pb-glass calorimeter.
The competition from CERN’s NA31 is
fierce, but if the two experiments agree
that the value of this parameter is non-
zero, they will have captured the attention
of the theorists.

During the 1985 fixed-target run, E-731
recorded 43,000 K long --> 2 m events;
they have produced a preliminary result for
€’/e of .0035 +.003 (stat.) +.002 (sys-
tematic). This value agrees with the num-
ber reported by the CERN group based on
a larger number of decays and with errors
almost a factor of 10 smaller. The E-731
group expects to finish the 1987 run with a
total of 350,000 K long --> n+ ©~ decays
and about 250,000 K long --> 2 n0 decays.
This would make their present statistical
error <.0006. They have promised a pre-
liminary result in the near future. The
CERN group plans another run in 1988
with an improved detector and beam, hop-

ing to significantly reduce their systematic
error.

Another experiment which measures a
CP violating parameter is E-621. This ex-
periment attempts to measure M, o; it also
ran during 1985 and was completed at that
time. During the summer of 1986 the group
reported preliminary results of their meas-
urement at the Berkeley conference based
on about 1/30th of their total data sample
which contains approximately 3 million
neutral kaon decays. They obtained an ab-
solute value of M, o = .04 £ .035. The
group hopes to have a new value in the
spring of 1988 based on about one-quarter
of the total data sample yielding an error
of £ .01. In the meantime, they have not
been idle. During the past year they have
published a result on the K short lifetime
as a function of the momentum of the de-
caying kaon. Fifth-force scenarios had
predicted that the lifetime would vary with
momentum. Their measurement indicates
a constant lifetime.

Two other 1985 experiments that had
preliminary results last year are still work-
ing on the analysis of their data and should
be producing physics soon. They are E-
743, which measured the charm production
cross section for pp interactions at 800
GeV, and E-605, which measured single-
and double-particle production at large
transverse momentum. E-743 plans to
have a preliminary result on the X; distri-
bution for charm production within a few
months, and E-605 will also publish their
1985 800-GeV data soon.
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Promise for the Future

Table I lists all of the fixed-target ex-
periments that ran during 1987 along with
a brief description of their physics goals.
Most of the running experiments will pro-
duce some physics results from the data
they are taking now.

E-687 is situated in the new Wide Band
Photon beam in the Proton Area. The pho-
tons are produced by an electron beam that
ranges in energy up to 600 GeV with rea-
sonable fluxes. The detector consists of a
powerful two-stage spectrometer that in-
cludes a vertex detection system consisting
of silicon microstrip detectors, four con-
ventional Cerenkov counters to provide
particle identification, electromagnetic and
hadronic calorimetry, and muon detection.

Tests of a scintillating-fiber active target
are also planned during the present run.
The experiment has incorporated all of the
design features that made E-691 so suc-
cessful and then improved on them. The
photon beam provides a very clean mecha-
nism for charm production and, perhaps,
even some b production.

Experiment 687’s run during 1987 was
interrupted by a fire in one of the calori-
meters which terminated data taking for
more than a month. Before the fire, 15
million triggers were recorded with an
electron-beam energy of 250 GeV. When
data taking resumed, the energy was in-
creased to 350 GeV and, as of this writing,
an additional 25 million triggers have been

Table 1
1987 Fixed-Target Experiments

Electroweak
E-632: Wide-band neutrinos in the 15-ft bubble chamber
E-665: Muon scattering with hadron detection
E-733: Neutrino interactions with the Quad Triplet Beam
E-745: Neutrino interactions in the Tohoku Bubble Chamber
E-770: Neutrino interactions with the Quad Triplet Beam

Decays and CP
E-731: Measurement of epsilon prime/epsilon
E-756: Omega-minus magnet moment

Heavy Quarks
E-653: Hadronic production of charm and b
E-687: Photoproduction of charm and b
E-705: Charmonium and direct photon production
E-769: Pion and kaon production of charm
E-672: Hadronic states in conjunction with high-mass dimuons
E-706: Direct photon production
E-711: Constituent scattering
E-772: Nuclear anti-quark structure function
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recorded on tape. With good luck the ex-
periment could accumulate a data sample
comparable to the total E-691 sample.

The 1987 run also found a new muon
beam in the new Muon Laboratory where
E-665 eagerly began the shakedown of a
large new detector that will be used to
make a detailed examination of deep in-
elastic scattering of muons. A detailed in-
vestigation of the break up of the nucleus
as the muon is scattered is the main goal.
The group intends to measure A depend-
ences, parton fragmentation, and nucleon
structure functions among other things.

As is common in these second-gen-
eration detectors, the spectrometer is a two-
stage magnetic device. In this case, the ap-
erture of the magnets is very large, giving
the detector a large acceptance for the nu-
clear breakup. The first magnet is a cryo-
genic magnet borrowed from CERN. It
contains the experimental target as well as
a streamer chamber, which is triggered to
look at a small fraction of the events. Be-
hind the CERN Vertex Magnet is an array
of drift chambers and Cereknov counters
followed by the Chicago Cyclotron Magnet
(CCM), which provides the second stage of
the magnetic bending. Following the CCM
there is a large Ring Imagining Cerenkov
Counter surrounded by more drift cham-
bers, and finally, a muon detection system.

During the 1987 run the group took
data with two different triggers and three
targets. They have used a large-angle trig-
ger (>3.7 mrad) and a small-angle trigger
(<.5 mrad) and they have accumulated sev-
eral hundred thousand deep inelastic scat-
ters with each. The targets used were deu-
terium, hydrogen, and Xenon.

The third large new detector to achieve
data taking during the 1987 run was in the
Meson West pion beam, which is capable of
delivering pions up to 600 GeV. It can also

deliver protons, kaons, and antiprotons. As
with the other new beams, commissioning
occurred during the early part of the run.

The experiment is E-706/E-672, an am-
algamation of two experiments and two
groups with combined interests. The first
group conceived a detector with the primary
feature being a large liquid-argon calori-
meter (LAC) to look at direct photon pro-
duction. The E-672 collaboration proposed
an investigation of hadronic states produced
in conjunction with high-mass dimuons. It
was a marriage made in heaven.

Full data taking did not get under way
until early November of 1987 due to the
large amount of effort required to commis-
sion the LAC. In spite of the delay, E-672
did manage to start accumulating dimuon
events as early as July. Since that time,
they have produced a J/¥ signal which is
shown in Fig. 5. In November the LAC
was ready for data taking as evidenced in
Fig. 6, which shows a m0 signal in the two-
photon mass spectrum recorded by the
LAC. All in all, it has been a successful
initial run for the E-706/E-672 groups and
there will be some data for an initial look
at the physics.

Events

M (ptp)

Figure 5. Jhy signal in the W* W mass
spectrum from E-672.
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the E-706 LAC.

Experiment 769, which is running in the
Tagged Photon Laboratory of the Proton
Area, is an experiment that is building on
successes of the past. It uses the Tagged
Photon Spectrometer (TPS), the detector so
fruitfully employed by E-691 for charm
studies. Spurred by the recent reports of
the ACCMOR group at CERN that charm
production can vary greatly depending
upon beam particle type, E-769 brought a
250-GeV tagged-hadron beam to the TPS.
The tagging was done by a DISC Cerenkov
counter brought to the Laboratory from
CERN many years ago, and a newly con-
structed Transition Radiation Detector
(TRD). The DISC counter was capable of
uniquely identifying kaons at 250 GeV
with a pion background of about 5% at rea-
sonable kaon rates. The TRD uniquely
identifies a sample of pions. Both charge
signs of beam were used. At the end of the
run, the experiment will have accumulated
more than 200 million negative beam trig-
gers and more than 100 million with posi-
tive beam.

The detector itself was improved by the
addition of more silicon strips to the SMD,
both upstream and downstream of the tar-
get. The data acquisition system was also
upgraded through the addition of ACP
boards which allow large numbers of
events to be buffered during a spill, lead-
ing to data rates of over 400 events per
second.

Preliminary offline analysis of a small
amount of the data has already produced a
charm signal which is shown in Fig. 7.
This is quite an impressive result. The high
rate and beam tagging should provide an-
swers to many of the remaining questions
about charm production at these energies.
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Figure 7. DO signal in the K mass spec-
trum from D* — DO in E-769.
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Nowhere is the power of the TEVA-
TRON fixed-target facility demonstrated
more clearly than in E-756. This experi-
ment set out to measure the magnetic mo-
ment of the Q- hyperon in the P Center
area of the Proton Laboratory. However,
in order to accomplish the goal, Mother
Nature had to smile upon the ex-
perimenters: she was required to provide a
polarized Q-.

For the initial attempt, the Q’s were
produced using a proton beam and the pol-
arization was measured. A spin-off of the
measurement was the determination of the
polarization of the Z-. A sample of 60,000
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Figure 8. Q- signal using one-half of the
total sample. It contains approximately
28,000 Q’s with 6=5 MeV.

Q7’s were collected and the results indi-
cated little or no polarization. The experi-
menters were determined to seize Mother
Nature’s secret away from her: they modi-
fied the beam so that the Q’s were pro-
duced by a neutral A/Z beam. To date,
11,000 Q’s have been collected, and a
non-zero polarization has been measured.
By the end of the run the experimenters
expect to collect on the order of 20,000
€’s which will be enough for a preliminary
measurement of the magnetic moment. The
group collected thousands of such exotic
particles as the Q and the =, which are, of
course, positive (see Figs. 8, 9, and 10).
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Figure 9. Z- signal seen using 3% of the
total data sample.
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events.

In Lab C and Lab E of the Neutrino
Area, the two big electronic neutrino de-
tectors will close out their data taking for-
ever with the 1987 run. Experiments 733
and 770 have each doubled their statistics
by accumulating 4.5 x 1017 protons on tar-
get during the run. Experiment 733 col-
lected 115,000 and E-770 collected 800,000
neutrino events. With these data E-770
hopes to have the final word on neutrino
cross sections and structure functions.
They also collected approximately 100 ad-
ditional same-sign dimuon events to in-
vestigate earlier reports that an anomalous
signal might be present. Preliminary analy-
sis of their 1985 data indicated that the sig-
nal was consistent with the expected back-
ground. The present run uses a detector im-
proved by the addition of flash ADC’s and
a significant amount of calibration in order
to understand the same-sign background

signal containing ~ 18,000

produced by the decay of hadrons. The
data will put the question permanently to
rest (unless it comes up again - just kidding).

The E-733 group, in addition to the
structure function studies and sin2? 0, de-
termination, will search their data for weakly
interacting massive particles (WIMPS). For
this purpose they added a number of large
scintillation counters interleaved between
the planes of their detector to look for ob-
jects arriving out of synchronization with
the beam’s rf structure. Real men every-
where hope they find nothing.

Both of the bubble chambers in the
Neutrino Area also took beam in the 1987
run. The 15-ft Bubble Chamber has taken
230,000 conventional pictures during the
run and more than 2000 "good" holograms
containing visible neutrino events. About
45,000 of the conventional pictures have
neutrino events in them. Also present for
data taking was the Tohoku Bubble Cham-
ber of E-745. They exposed 345,000 con-
ventional pictures and 61,000 holograms.
Their analysis has already yielded a hand-
ful of charm events.

An experiment that began and com-
pleted data taking during 1987 was E-772
which studied the anti-quark sea by meas-
uring the A-dependence of dimuon produc-
tion. The experiment employed the much
exploited E-605 detector and beam to make
the measurement. Iron, calcium, and deu-
terium targets were used. All together they
recorded about 350,000 dimuon events in-
cluding 10,000 J/y’s and 15,000 upsilons.
Estimated statistical errors are less than
1% for the ratio of the Drell-Yan cross sec-
tions for Ca/LD2 and Fe/LD2 with target X
less than about .2, making for a very suc-
cessful run.

Three other experiments took data dur-
ing the run, and one other experiment, E-
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35,000 tapes!

704 in the polarized proton beam, began
testing during the period. The three addi-
tional experiments are E-653, E-711, and
E-705. Experiment 653 is a heavy-quark
production experiment that consists of an
emulsion followed by a spectrometer. It
had its first run in 1985. A charm signal
has been reported, but further results await
the time consuming examination of the

emulsions. Experiment 711 had to time-
share a beam with E-653 and, as a conse-
quence, did not begin real data taking until
late in the run. A measurement of the en-
ergy, angle, and flavor dependence of con-
stituent scattering is the goal of the experi-
ment. Experiment 705 was also running for
the second time and is looking at charmon-
ium states and direct photon production.
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Conclusion

The two 1987 runs of the TEVATRON
have realized the first steps in achieving
the full physics potential Laboratory. The
first run of the Collider has stirred imagi-
nations wondering what nature might re-
veal in the next run. The fixed-target pro-
gram is finally at full strength as the Labo-
ratory successfully ran its largest-ever com-

plement of experiments. Physics from pre-
vious runs only whets the appetite to feast
on what has been written onto data tapes
during the past few months. Charm produc-
tion experiments have, in two runs, reached
a mature state. Similar progress for beauty
production could be just around the corner.
Ah, we live in exciting times.
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III. The Foundations of Fermilab
The Beginnings of Fermilab

Viewpoint of an Historian

Lillian H. Hoddeson

In the wake of technical and institu-
tional developments spawned by the Sec-
ond World War, the art and science of ac-
celerator building was blossoming into a
strongly competitive, independent branch
of physics. Innovations appeared by the
dozens. To list but a few of the more im-
portant ones: phase stability; alternating
gradient (AG) or "strong" focusing; separated-
function magnets; beam stacking; colliding
beams; the rapid-cycling high-intensity
synchrotron; and the fixed-field alternating
gradient (FFAG) accelerator.

In the early 1950s, the principle American
accelerator efforts were still localized on
the East and West coasts; the Brookhaven
Cosmotron and Berkeley Bevatron, both
proton synchrotrons, were the largest ac-
celerators in the world, as well as the first
to be funded by the U.S. Atomic Energy
Commission (AEC). A pioneering 32-MeV
proton linear accelerator - the prototype
for a generation of subsequent linear ac-
celerators - was built at Berkeley, using
wartime surplus radar. By the middle of
the decade, however, these East and West
coast efforts were being challenged by ac-
celerator developments elsewhere in the
country, for example by those of the Mid-
western Universities Research Association
(MURA), formed soon after the Cosmotron
had been completed in 1952, which hoped
to design the next large United States ac-
celerator facility. Reasonably, they felt,
this next accelerator should be located in
the Midwest. By this time, the various
American accelerator schools were dif-

ferentiating one from another in their ap-
proach to design.

The Fermilab machine’s conceptual
root grew out of the discussions at a MURA
summer study meeting in 1959, a meeting
aimed at generating support for MURA
and reconsidering the FFAG design in rela-
tion to all the existing schemes of achiev-
ing high energy or high intensity. At that
time it was generally felt that the only
practical way to produce energies in the
several-hundred-GeV range was by collid-
ing accelerated beams. Furthermore, it
was believed that fixed-target machines of
very high energy would be exorbitantly ex-
pensive (if even feasible technically) - and
perhaps not useful for physics anyway, be-
cause above approximately 5 GeV all the
existing schemes for identifying particles
were suspect. (The fear was that all parti-
cles would look alike, being confined to a
narrow forward-moving cone.) At that
meeting, Matthew Sands, an iconoclastic
participant from the California Institute of
Technology (Caltech), became challenged
by the problem of designing a reasonable
cost fixed-target machine aimed at ap-
proximately 300 GeV. He reinvented the
concept, suggested several years earlier by
Robert R. Wilson and others (including F.
Heynman and Lee Teng), of forming a cas-
cade of accelerators, injecting an acceler-
ated beam from one machine to another.
By first accelerating the particles up to a
high energy in a "booster" synchrotron and
then, with a reasonably high injection field,
feeding the beam into a main synchrotron,
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Sands hoped to avoid the use of very large
(and, therefore, very costly) magnets in the
highest energy machine. Beams of parti-
cles occupy increasingly smaller transverse
space as they experience acceleration. By
cascading accelerators, the final and larg-
est ring would then require smaller trans-
verse dimensions.

Although it was thought then that one
could not control such a large system or
use magnets as small as Sands specified,
working out details with a subgroup of the
MURA study (which included Courant and
M. Hildred Blewett from Brookhaven, and
Alvin Tollestrup from Caltech), Sands
showed mathematically that the magnet
aperture in the main ring could be but a
few square centimeters in size. Optimiza-
tion of parameters gave the result that to
achieve 300 GeV most efficiently, one
should inject into the main ring from a 10-
GeV range "rapid cycling,"” booster synch-
rotron. The high repetition rate of such a
booster would enable a high intensity to be
achieved. :

Most of the participants at the MURA
summer study did not take Sands’ proposal
seriously, but he and Tollestrup continued
to work on the idea at Caltech, also involv-
ing Robert Walker in the project. Since
Caltech judged building such a machine to
be a project too large for them to support
alone, a sponsoring group was formed, the
Western Accelerator Group (WAG), which
included physicists from Caltech, the Uni-
versity of California at both Los Angeles
and San Diego, and the University of
Southern California. Berkeley declined the
offer to join WAG, for in the late fifties,
researchers there (for instance, David Judd
and Lloyd Smith) had been working on
their own concept for a very-high-energy
machine based on a proposal of Nicholas
Christofilos. In April 1961, WAG submit-

ted its proposal to the AEC. One of those
who appreciated WAG’s design was Wil-
son at Cornell, whose earlier suggestion of
cascade injection had stimulated the Sands
design. Several years later Wilson would
build Fermilab on this model. Presciently,
he wrote to Sands on April 25, 1961: "I
have been watching your efforts with the
300-GeV machine with open-mouthed ad-
miration. It seems to me that you are
working on the right problem and at the
right time, and I am sure something will
come of it all."

Meanwhile, interest in a several-
hundred-GeV machine had been mounting
in other parts of the U.S. In August 1960,
Wilson organized an unofficial conference
in Rochester, New York, at which ap-
proximately 30 physicists who were at-
tending the concurrent Rochester Confer-
ence on High Energy Physics, took part in
"intensive discussion of. . . the desirability
of super energy from the point of the the-
ory of particles. . . [and] the experimental
practicability of constructing and using
ultra-high-energy machines." As Wilson
summarized in his own style:

"It was generally agreed that for, say,
$100 million - or at most $200 million - it
would be feasible to push the design of a
conventional alternating-gradient proton
synchrotron to 100 GeV or even higher and
that this might also cover the first round of
experiments. With the same reasoning, but
pushing the kind of tolerances that must be
held, we could even think of attaining
1000 GeV and at a cost of less than $1 bil-
lion - really a bargain, of course."

Further support for such projections
came at a meeting in September 1960 at
the American Institute of Physics in New
York, and at the 1961 International Parti-
cle Accelerator Conference at Brookhaven.
In February 1962, Brookhaven submitted a



~135~

proposal to the AEC for a 300- to 1000-
GeV design study. In February and Decem-
ber of 1962, Berkeley submitted proposals
for study of machines in the 100- to 300-
GeV range. WAG’s 300-GeV proposal was
now in serious competition with proposals
from the established accelerator laboratories.

The AEC, having also to evaluate pro-
posals for other large machines, including
one by Cornell to upgrade its machine and
one by MURA to build a 10-GeV FFAG,
found itself in need of advice. For the first
time in its history, the funding was insuffi-
cient to support all pending accelerator
proposals. From this point on, American
high-energy physicists would be spending
more and more time on panels to discuss
funding. Extensive participation by the
U.S. Congress had recently begun with
hearings in 1959-60 over the issue of sup-
porting Stanford’s linear accelerator, the
first machine with a budget in the $100-
million range.

Most influential of the American ac-
celerator panels in this period was that
headed by Norman Ramsey during 1962
and 1963. After extended discussion, this
panel ranked the proposals and, in a report
in April 1963, suggested 13 steps to be
taken in order. The first was that Berkeley,
rather than Brookhaven or Caltech, con-
struct a proton accelerator of approx-
imately 200 GeV. This machine eventu-
ally became Fermilab. The next three
steps were: that Brookhaven construct
storage rings "after a suitable study"; that
design studies be conducted at Brookhaven
for a 600- to 1000-GeV national accel-
erator; and that MURA, in fiscal year
1965, construct "a super-current accel-
erator without permitting this to delay the
steps toward high energy . . ." WAGS’s
proposal was not mentioned. Brookhaven
and Berkeley were favored for the very-

high-energy machines because they were
the most experienced accelerator labora-
tories. By ranking the MURA machine
fourth, the panel effectively phased out
this machine, a move that would later enter
into the selection of the site of the 200-
GeV accelerator.

Two other features of the Ramsey Pan-
el’s report are notable. First, the recom-
mendation emphasized that studies for new
high-energy facilities "should be permitted
to proceed to greater detail with explicit
authorization so that ideas can be explored
conclusively without implying any com-
mitment to proceed.” Thus, accelerator
development advanced into the era of the
"design study,” in which groups of physi-
cists would be authorized to prepare de-
tailed designs over a period of several
years, without any commitment to build.
Secondly, the panel stressed that future
high-energy laboratories be nationwide
rather than regional facilities, having a
strong users’ representation as well as in-
house research staff.

An informal but influential paper, pre-
pared in June 1963 by Leon Lederman of
Columbia University, then participating in
the committee headed by M. L. Good and
appointed to review the Ramsey Panel’s
report, defined the concept of the "Truly
National Laboratory,” or TNL - a labora-
tory whose ultimate governing body, to
which even the director would be respon-
sible, would be a nationally represented
committee. The users’ group at the TNL
would be "at home and loved." Not only,
Lederman argued, should users have the
right of access to the machine, ancillary
equipment, and any specialized services
that are offered, but also (1) laboratory and
office space on site; (2) a "substantial”
support budget to supplement their own
grants; (3) strong representation on the
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scheduling committee; and (4) an active
users’ advisory committee. He suggested
that the site be selected with a view to-
wards '"ease in airport-to-site transporta-
tion, housing and school facilities, and
general pleasantness.” This TNL concept
would be put into operation four years
later in the design of Fermilab.

After the Good Committee endorsed the
Ramsey Panel’s recommendations, the
AEC appropriated money for Berkeley, un-
der the direction of Edward Lofgren, to
conduct a detailed study to design a 200-
GeV accelerator. And two years later, in
June 1965, the design study appeared. It
described, in two thick blue books, a four-
accelerator cascade in the spirit of the
Sands proposal, but differing substantially
from Sands’ concept in technical features,
most notably its size. In the Berkeley
design, the magnet apertures were com-
paratively huge, contributing to the total
budget of over $340 million.

It was a poor time for Berkeley to pre-
sent such an expensive proposal, for Con-
gress was just then beginning to feel that
high-energy physics was over-supported,
and that too large a proportion of funds
was going to California. Furthermore,
non-Berkeley physicists were complaining
that in the past they had not been granted
adequate access to Berkeley’s machines.
In this context, in the fall and winter of
1965, Wilson dramatically entered the
story of the 200-GeV accelerator. He had
had an opportunity during the previous
summer to study the Berkeley design, as
presented by McMillan at a meeting in
Frascati, Italy. Feeling strongly that the
Berkeley design was too conservative, and
thus much too expensive, Wilson wrote a
series of critical papers. By December, he
had drawn up an alternative proposal for a
200-GeV machine at a cost of only $50

million, estimating only $100 million to
achieve 600 to 1000 GeV. He based his
estimates on economizing features used in
the Cornell electron synchrotron - for ex-
ample, small magnets and austere ex-
perimental facilities. Another alternative,
suggested by Samuel Devons of Columbia
University, was to add a further level of
acceleration to the Brookhaven machine,
using the AGS as injector. While the
Berkeley physicists tended to dismiss the
economizing suggestions of both Wilson
and Devons, the AEC did not, and an-
nounced a cost ceiling of $240 million, so
that Berkeley had to prepare a "reduced
scope" design.

The debates in 1965 further focused on
the location of the new laboratory. While
Berkeley had assumed throughout that the
site would be in California, physicists and
politicians in other states actively began to
question this assumption. In April 1965,
after receiving Colorado’s independent site
proposal, the AEC advertised for other
proposals. One hundred and twenty-six
were received, suggesting over 200 sites,
with one or more from each of 46 states.
By September 1965, the AEC had reduced
the number of proposals to 85, and in
March 1966, with the help of a National
Academy of Sciences site evaluation com-
mittee headed by Emanual Piore of IBM,
only six remained. It is widely believed
that political agreements entered into the
final selection of the site at Weston, II-
linois, about 30 miles west of the center of
Chicago, a choice made in December 1966.
With this choice, President Lyndon
Johnson could repay a debt to the Midwest
incurred by the closing of MURA in 1965,
at the same time obligating the Illinois
senator Everett Dirksen to support Civil
Rights legislation. This plausible conjec-
ture has been contradicted by, among
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others, Glenn Seaborg, the Chairman of the
AEC.

Somewhat earlier, Frederick Seitz,
President of the National Academy of
Sciences, had taken the initiative of or-
ganizing a national university-supported
organization, modeled after Brookhaven’s
AUI, and named the Universities Research
Association (URA), to build and operate
the new accelerator laboratory. In June
1965, the URA consortium, composed
originally of 34, and later of over 50 and
then more than 60, universities broadly
distributed throughout the United States
and later Canada, was incorporated. Ram-
sey was selected as its President. The
URA’s first job was to choose a director
for the new laboratory. It was initially in-
tended to have the position divided into a
physics and an accelerator director. The
first offer, that of accelerator director,
went to Lofgren, who had been head of the
Berkeley design project. But Lofgren, ap-
parently supporting Berkeley’s hope that
the laboratory be in California, turned the
offer down on the grounds that the Illinois
site was unsuitable and the $240-million
budget impossibly low. Then on February
6, 1967, the URA formally offered Wilson
the combined position of accelerator and
laboratory director. Wilson was appointed
on March 7, 1967.

Operating from his home base in Cor-
nell, Wilson spent the remainder of the
academic year 1966-67 on staffing, design-
ing, planning conferences, and arranging
for an engineering firm to take on the con-
struction. Staffing was somewhat hindered
by the fact that the Illinois site - 6800
acres of totally flat cornfield - seemed an
unappealing place to live. Staffing was
aided, however, by the fact that MURA
and the Cambridge Electron Accelerator
were then both at the point of closing

down. To emphasize his intention to make
the facility "truly national,” as discussed
by Lederman, Wilson named it "The Na-
tional Accelerator Laboratory,” NAL. Seven
years later, in May 1974, NAL would be
formally renamed Fermi National Ac-
celerator Laboratory, or Fermilab for short,
in honor of Enrico Fermi.

Wilson made effective use of the cen-
trality of the Illinois site, bringing in peo-
ple from both coasts in an almost continu-
ous series of meetings in order to build
consensus and confidence within the physi-
cists’ community as well as with the AEC
and the contractors. Since Illinois was
having local difficulties buying the land
that was to be turned over to the Federal
government, the new laboratory was not
able to move to Weston until fall 1968.
The workshops Wilson held in the summer
of 1967 to design the laboratory, attended
by participants from various parts of the
U.S., supported by their home institutions,
were held in temporary offices in Oak
Brook, a suburb of Chicago. The con-
ferees at Oak Brook chose basic para-
meters, such as the radius of the main
synchrotron ring, and decided where on the
site to place particular components. The
workshops also gave Wilson and the con-
ferees a chance to look each other over as
potential staff and boss. At the end of the
summer, approximately half those attend-
ing the workshop joined Wilson’s staff.

At the Oak Brook meetings, some of
the physicists argued that an added ring of
superconducting magnets, installed in the
Main Ring tunnel, could be used as a beam
stretcher, to lengthen the time over which
beam feeds out to experiments, or to store
the accelerated particles that could then
collide against other particles emerging
from the primary ring. But most of those
who met at Oak Brook considered these
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concepts to be beyond immediate tech-
nological feasibility; designing and build-
ing a 200-GeV non-superconducting ma-
chine was the immediate job at hand. Fol-
lowing these meetings, Wilson issued an
informal edict prohibiting active work on a
superconducting accelerator until the main
accelerator was functioning. Nevertheless,
he "insisted that a space "be left free just
below the magnets of the NAL proton
synchrotron so that a second ring of super-
conducting magnets could be installed . . .
then the energy of the protons that have
been accelerated in the ring will be doubled
to 1000 BeV." Richard Lundy, who worked
on building the Main Ring magnets, recalls
that "Bob [Wilson] did enforce the idea
that space be left clear . . . [although] it
was never exactly obvious what would go
in there."

The design report for NAL, completed
during the fall of 1967 and issued in
January 1968, described a cascade machine
quite similar to that proposed by Sands in
1959, but with some features of the Berkeley
design. Many innovations reduced costs:
small "H-design" magnets with minimal
enclosures and a relatively small Main
Ring tunnel, separated-function magnets
for bending and focusing in the Main Ring,
modular equipment in the Main Ring, a
single emergent beam split after extraction,
newly developed solid-state rectifiers
(instead of traditional flywheel generators)
tying the magnets directly to AC power
lines, an electrostatic septum, a Main Ring
tunnel built directly on glacial clay, and
simple stands rather than expensive girder
supports for the magnets. The design also
included a built-in option to raise the en-
ergy of the conventional machine to 400
GeV. By mid-April, Congress had passed,
and Johnson had signed, the bill authoriz-
ing the project at $250 million.

The Linac group was the first to begin
work at Weston in 1967-68. The rest of
the staff moved there in October 1968.
Then a frantic three-year period of actual
construction began in December 1968 with
the Linac ground-breaking. The emphasis
in this period was on economy and speed;
Wilson and his Deputy Director, Edwin
Goldwasser, kept setting tight schedules
and trying to motivate the staff to beat
theses schedules in order to save labor
costs. Experimental facilities (including a
Meson area, a Neutrino area, and a Proton
area) were planned by a national group at
summer studies held in 1968 and 1969 in
Aspen, Colorado, and in 1970 at NAL.
When the first 200-GeV beam passed
through the Main Ring in March 1972, the
NAL accelerator was the highest energy
accelerator in the world.

One year earlier, in March 1971, Wil-
son had begun his campaign to reserve this
distinction for Fermilab during the 1980s.
He explained to the Joint Committee on
Atomic Energy how, using superconduct-
ing magnets, the energy of the NAL ma-
chine could be doubled - the accelerating
scheme that would later be called the En-
ergy Doubler, or TEVATRON: "The idea
is to take the protons out of the present
magnet ring and then inject them into the
new ring of superconducting magnets -
piggy back upon the other." He fantasized
on the implications: "One could install
one of these rings after another, <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>