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ABSTRACT
We present mwfitting, a method to fit the stellar components of the Galaxy by
comparing Hess Diagrams (HDs) from Trilegal models to real data. We apply mw-
fitting to photometric data from the first three years of the Dark Energy Survey
(DES). After removing regions containing known resolved stellar systems such as
globular clusters, dwarf galaxies, nearby galaxies, the Large Magellanic Cloud and
the Sagittarius Stream, our main sample spans a total area of ∼2,300 deg2 distributed
across the DES footprint. We further explore a smaller subset (∼ 1,300 deg2) that
excludes all regions with known stellar streams and stellar overdensities. Validation
tests on synthetic data possessing similar properties to the DES data show that the
method is able to recover input parameters with a precision better than 3%. Based
on the best-fit models, we create simulated stellar catalogues covering the whole DES
footprint down to g = 24 magnitude. Comparisons of data and simulations provide
evidence for a break in the power law index describing the stellar density of the Milky
Way (MW) halo. Several previously discovered stellar over-densities are recovered in
the residual stellar density map, showing the reliability of mwfitting in determining
the Galactic components. Simulations made with the best-fitting parameters are a
promising way to predict MW star counts for surveys such as LSST and Euclid.

Key words: Milky Way, structure; stellar models
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1 INTRODUCTION

Over the last 40 years, we have learned (Bahcall & Soneira
1981) the usefulness of describing a complex system like
the Milky Way (MW) through simple building blocks, com-
posed of nearly homogeneous stellar populations, smoothly
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distributed in space in a few components like the thin and
thick disks, bulge and halo. The derivation of simple pa-
rameters for these components – such as scale lengths and
heights, limiting radii, central densities, etc. – allows us to
put our Galaxy in perspective, comparing it to other spiral
galaxies (Courteau et al. 2011), and to galaxies produced
in cosmological simulations (see, e.g. Hopkins et al. 2014;
Bland-Hawthorn & Gerhard 2016). Examining the residu-
als of the best-fit models enables the identification of stellar
substructure such as dwarf galaxies and stellar streams (e.g.,
Shipp et al. 2018). Fitted models can also be used to esti-
mate the distribution of stars in future surveys.

Our understanding of the MW has steadily advanced
over the past several decades. For example, the thick disk
(Gilmore & Reid 1983) has long been proposed to explain
the MW stellar population within 1-5 kpc on either side of
the Galactic plane. Thick disk stars differ from those closer
to the Galactic plane in kinematics, age and metallicity, be-
ing older, more metal-poor, less rotationally supported, and
having typically higher [α/Fe] at a fixed metalicity (for in-
stance, see Reddy et al. 2006; Fuhrmann 2008). More re-
cently, the spatial structure of different stellar populations
has been studied by Anders et al. (2014) and Bovy et al.
(2016), among others, using survey data, specifically from
APOGEE (Majewski et al. 2016). In brief, high [α/Fe] stars
tend to follow a double exponential density profile paral-
lel and perpendicular to the Galactic plane, with scales of
hR ' 2.2 kpc and hz ' 1.0 kpc, respectively (Bovy et
al. 2016). The lower [α/Fe] stars display a more complex
distribution, including a metalicity gradient and disk flar-
ing (Anders et al. 2014). Even so, the traditional description
of the thin and thick disk components with double exponen-
tial profiles (or a sech2z perpendicular to the disk plane) is
adequate (Cabrera-Lavers et al. 2005; Jurić et al. 2008; de
Jong et al. 2010). Even with a reasonably good empirical
description for the distribution of stars in both disks, their
formation is still a puzzle for the astronomical community
(Chiba & Beers 2000; Bensby et al. 2003; Brook et al. 2004;
Villalobos & Helmi 2008; Bournaud et al. 2009; Schönrich &
Binney 2009; Bensby & Feltzing 2010; Loebman et al. 2011;
Steinmetz 2012; Minchev et al. 2015; Helmi et al. 2018).

In the outer limits of the MW, the stellar Galactic halo
extends in a roughly spherical shape, and recent works (Jurić
et al. 2008; de Jong et al. 2010) indicate that a power law
better describes the stars in that component than an expo-
nential profile. Work focusing on the halo have found evi-
dence for a break in the stellar density profile at ∼30 kpc
(Watkins et al. 2009; Deason et al. 2011; Sesar et al. 2011) or
further (Deason et al. 2018), at distances where discrete stel-
lar overdensities and streams are visible. In this way, other
works focusing on the outer regions of the halo show that
the power law exponent is steeper than that of the inner
regions (see, e.g. Slater et al. 2016).

In addition to the aforementioned developments in de-
scribing the stellar content of the Galaxy, an impressive
amount of work has been dedicated to gauge the star
formation rate (SFR, Ryan & Norris 1991; Fuhrmann
1998), initial mass function (IMF, Kroupa 2001; Chabrier
2003; Kroupa & Weidner 2003), and Age-Metalicity Rela-
tion (AMR, Rocha-Pinto et al. 2000; Zoccali et al. 2003;
Fuhrmann 2008) for the stars in the MW, along with the
modelling of stellar evolution (Bertelli et al. 1994; Girardi

et al. 2000, 2002; VandenBerg et al. 2006; Marigo & Girardi
2007; Girardi et al. 2010; Paxton et al. 2011; Spada et al.
2013) and the stellar contents of the Galaxy itself (Sharma
et al. 2011; Czekaj et al. 20141; Pasetto et al. 2018). Thanks
to all these developments, we are now able to build a detailed
structural model for the Galaxy.

To take advantage of this knowledge and the increasing
number of deep wide-field astronomical surveys, we have
developed mwfitting method. This work aims to present
the method and to show its first application to data in the
Dark Energy Survey (DES; DES Collaboration 2005).

In this work we aim to:

• Present an efficient method to describe the structure of
the Galaxy by comparing star counts to predictions of stel-
lar population synthesis models. The comparison between
data and models is made through colour-magnitude bins
(i.e., Hess Diagram, HD) in specific regions in the sky. Many
different models are considered to model star counts, such
as the spatial distribution of stars in the MW components,
the stellar IMF, SFR, and AMR. Also crucial in determin-
ing star counts are the input stellar evolutionary models that
prescribe magnitudes and colours as a function of fundamen-
tal stellar parameters, such as mass, age, and metallicity.
• Validate the code using mock data. These tests are done

to test the accuracy of mwfitting to evaluate systematic
uncertainties, and to measure the effect of initial values has
on recovering the input parameters.
• Apply mwfitting to model the Galactic thick disk and

halo in DES year 3 (Y3) data.
• Show and discuss the results of the method and the

implications on the Galactic model adopted.

This paper is structured as follows: in Section 2 we dis-
cuss the mwfitting method. In Section 3 we briefly describe
the DES year 3 data. In Section 4 we present the results of
mwfitting method. In Section 5 we describe a simulation
based on the best fitting parameters and discussion of the
results. Finally, we conclude in Section 6.

2 MWFITTING METHOD

In this paper, we adopt Trilegal2 models to describe the
stellar content of the Galaxy. Trilegal is a stellar pop-
ulation synthesis code, based on the Girardi et al. (2002)
database of stellar isochrones, and augmented with mod-
els for brown and white dwarfs. For more details about the
stellar models, we refer to Girardi et al. (2005). Note that
even though several upgrades in the database of evolution-
ary tracks and stellar atmospheres have become available
recently (see, e.g. Marigo et al. 2017), they severely reduce
computational speed, and only include short-lived evolution-
ary phases and cool stars, which are not the subject of the
present work.

The following subsections present the sequence of steps
that leads to a final product of the mwfitting method.
Section 2.1 describes Trilegal input parameters to model

1 See https://model.obs-besancon.fr/modele_ref.php for a
complete list of publications of the Besançon group.
2 http://stev.oapd.inaf.it/cgi-bin/trilegal

MNRAS 000, 1–18 (2019)



Fitting MW using DES-Y3 data 3

a sky region with a specific Galactic model. The previous at-
tempts to calibrate the Galactic model using Trilegal are
briefly discussed in Section 2.2; the adopted Galactic model
is presented in Section 2.3; in Section 2.4 we discuss the im-
plementation of the mwfitting method and in Section 2.5
we validate the mwfitting pipeline, using synthetic data
with known inputs and recover the simulated parameters.

2.1 Trilegal parameters

The Trilegal population synthesis simulation requires in-
put parameters such as: covered area, photometric system,
filters, magnitudes and colour ranges, 3D position of the
Sun, dust distribution, IMF for single stars, binary fraction,
and mass ratios of unresolved binaries.

The pipeline requires structural models, SFR, and AMR
for each Galactic component (see Table 1).

Regarding the color and magnitude ranges, the Tri-
legal models are very successful in describing the stellar
evolutionary phases as the main sequence (MS), including
the turn-off (MSTO), and stars in the sub and red giant
branches (respectively, SGB and RGB), for stars in a wide
range of masses.

Historically, the stellar evolutionary models present a
poor colour-fit for low-mass stars with [Fe/H] > -2, as the
M stars, the most abundant spectral type in thin disk.

See for instance (Sarajedini et al. 2007), for a discus-
sion about the comparisons of simple stellar populations of
globular clusters to theoretical models.

Based on that, we choose to exclude the red thin-disk
stars (see figure 2 and discussion in de Jong et al. 2010) and
keep the parameters of this component fixed. The magnitude
depth of DES also favours stars farther away than those in
the thin disk, whats supports our choice.

2.2 Previous attempts to calibrate Trilegal

Early descriptions of the MW components and their calibra-
tions using Trilegal are found in Groenewegen et al. (2002)
and Girardi et al. (2005). Those first attempts were based
on a simple trial-and-error approach, where each model pa-
rameter was set to literature values, changed by hand until
a “good description” for the star counts was met for a given
survey. Surveys used in these analyses compromise both
deep (e.g., DMS and EIS-deep Osmer et al. 1998; Arnouts et
al. 2001), shallow (e.g., 2MASS Skrutskie et al. 2006) pho-
tometric data, and local (e.g., Hipparcos catalog Perryman
et al. 1997).

Vanhollebeke et al. (2009) explored a different approach
to calibrate the bulge’s parameters using Trilegal. They
defined a likelihood function to quantitatively evaluate the
goodness-of-fit between data and model (see also Eidelman
et al. 2004; Dolphin 2002) as:

−2 lnλ(θ) = 2

N∑
i=1

(
νi(θ)− ni + ni ln

ni
νi(θ)

)
(1)

where ni is the number of observed objects in a given mag-
nitude/colour bin i, and νi(θ) is the number of objects pre-
dicted by the set of parameters θ that describes the model.
The summation is performed over all lines-of-sight, and mag-
nitude/colour bins included in the comparison. The authors

used the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algo-
rithm (Fletcher 1987) to maximize their likelihood and de-
rived uncertainties from the likelihood profile, as detailed
out in that work.

In this context, the fitting of disk and halo parameters
using the latter method requires an extra set of variables.
This presents several issues:

• Fitting the disk (thin and thick) and halo implies the si-
multaneous fitting of ∼ 30 structural parameters, with many
samples across the sky. The resulting analysis is very time-
consuming.
• Local maxima in likelihood space may be very common,

and due to the high dimensionality of the problem finding
absolute maxima may be challenging.

This is not the case when fitting the bulge, as there are
less parameters, and there are a large set of lines-of-sight
which leaves little chance for solutions to be trapped in lo-
cal maxima (Vanhollebeke et al. 2009). In the present case,
it is advisable to implement tests for local maxima in log-
likelihood space, and check whether different starting con-
ditions lead to the same solution. These tests imply even
longer computing times.

In the next sections, we describe the implementation
of an algorithm that tackles the challenges discussed above
(see also Girardi et al. 2012).

2.3 Galactic model adopted

Table 1 summarizes the functional form utilized for each
Galactic component, the parameters that describe the com-
ponent, and whether the parameter is fixed or free in the fit
of the present paper. We adopt an exponential model along
the disk plane and a square hyperbolic secant perpendicular
to it for the thin disk. The only parameters allowed to vary
are related to the thick disk and to the halo of our Galaxy.
The parameters of the thin disk and bulge modelled by Tri-
legal in this work are kept fixed at the values described in
Girardi et al. (2005), with some minor tweaks as in Girardi
et al. (2012). An exponential model in both radial and verti-
cal directions describes the distribution of stars in the thick
disk. The stellar halo is described by a power law model
(Jurić et al. 2008; de Jong et al. 2010).

Considering the Galactic center, DES covers the South
Galactic cap down to b = −30◦, virtually excluding the MW
bulge. We fix the parameters of the bulge component, fol-
lowing the triaxial model presented in Binney et al. (1997).

The IMF assumed for Galactic stars is the Chabrier log-
normal IMF (Chabrier 2003) and the occurrence of binaries
are adopted as 30%, being the mass ratio of the secondary
over the primary limited between 0.7 and 1.0. The SFR and
AMR are specific to each MW component. Simulated stars
in the bulge and in the thick disk follow a SFR and AMR
described by Zoccali et al. (2003) and Boeche et al. (2013),
respectively. Thin disk and halo stars are modelled following
previous comparisons from Groenewegen et al. (2002) and
Girardi et al. (2005).

MNRAS 000, 1–18 (2019)
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Table 1. The MW model, its components and parameters adopted in this work. The columns list: the formula for each MW component

(first), free parameters (second), meaning (third one), units (forth column), initial value (fifth column) and the best-fit value with errors

(last column) for both samples († for raw sample and ‡ for refined sample). The MW model includes the bulge as a triaxial truncated
spheroid component, the thin disk described by an exponential model in radial axis and a square secant model in the vertical axis, an

exponential thick disk in both directions and a halo detailed by a power law.

Formula Symbol Meaning Unit Initial value Fixed/Best-fit value?

Bulge1

ρbulge = ρbulgeGC

exp(−a2/a2m)

(1 + a/a0)1.8

with ρbulge(0, 0, 0) = ρbulgeGC

with a =
(
x′2 + y′2/η2 + z2/ζ2

)1/2
and x′, y′ rotated by φ0. w.r.t. x, y

ρbulgeGC space density at GC M� pc−3 400 fixed

am scale length pc 2500 fixed

a0 truncation scale length pc 95 fixed

η, ζ 1:η:ζ scale ratios - 0.68, 0.31 fixed

φ0 angle w.r.t. Sun–GC line deg (◦) 15 fixed

Thin disk

ρthin = Athinsech2(h/hthinz )×
exp(R/hthinR )

with hthinz = hthinz,0 +
(

1 + t/tthinincr

)α
and

∫ +∞

h=−∞
ρthindz

∣∣∣∣
�

= Σthin
�

Σthin
� local mass surface density M� pc−2 55.412 fixed

hthinR thin disk scale length pc 29132 fixed

Rthin
max maximum radius kpc 15 fixed

hthinz,0 scale height for pc 94.72 fixed

youngest stars

tthinincr timescale for increase in hz Gyr 5.552 fixed

α exponent for increase in hz - 1.673 fixed

Thick disk

ρthick = Athick exp(h/hthickz )×
exp(R/hthickR )

with

∫ +∞

h=−∞
ρthickdz

∣∣∣∣
�

= Σthick
�

hthickz scale height pc 819.0 819.0± 7.0†

824.0± 7.0‡

hthickR thick disk scale length pc 2293 2293± 32†

2284± 166‡

Σthick
� local mass surface density 10−3M� pc−2 4.16 4.16± 0.10†

4.02± 0.15‡

Rthick
max maximum radius (fixed) kpc 15 fixed

Halo

ρhalo = ρhalo�

(
r�√

R2 + (z/q)2

)n
with ρhalo(R�, 0, z�) = ρhalo�

n exponent - 2.590 2.590± 0.025†

2.625± 0.026‡

q axial ratio z/x - 0.637 0.637± 0.009†

(oblateness) 0.618± 0.014‡

ρhalo� local mass space density 10−5M� pc−3 5.25 5.25± 0.10†

5.54± 0.12‡

Dust layer

ρdust = Adust exp(h/hdustz )

with

∫ +∞

`=0
ρdustd` = A∞V

A∞V total extinction at infinity - 4 fixed

hdustz dust scale height pc 1105 fixed

Others

R� Sun’s distance to the GC kpc 8.71 fixed

z� Sun’s height above pc 24.26 fixed

the plane

1 Parameters from Vanhollebeke et al. (2009)
2 Best-fit parameter from Girardi et al. (2005)
3 Adopted in Girardi et al. (2005)
4 Schlegel et al. (1998)
5 Lynga (1982)
6 Máız-Apellániz (2001)
? See Table 3 for more details about those parameters.

MNRAS 000, 1–18 (2019)
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2.4 The MWFitting method: fitting the galaxy
with Hess diagrams

The mwfitting method consists of fitting a global, multi-
component model of the MW to the observed stellar density
in bins of Galactic longitude and latitude, magnitude, and
color. The inclusion of spatial and color-magnitude infor-
mation allows us to break degeneracies between the various
MW model components.

We begin by pixelizing the sky using the HEALPix3

scheme to define individual lines-of-sight (which we call
“cells”). We select cells that reside within the survey, and
remove cells that are contaminated by resolved stellar pop-
ulations such as globular clusters and dwarf galaxies. In this
paper we also exclude regions at low Galactic latitude, since
we are focusing on fitting the MW halo and thick disk com-
ponents. For each cell, we calculate the coordinates of the
centre, the average reddening and reddening dispersion, the
limiting magnitude (as specified by user), the colour range,
and the bin size in the color-magnitude diagram (CMD)
space.

Within each cell, we calculate model HDs for each com-
ponent (i.e., bulge, halo, thin, and thick disk) over a range of
distances, typically binned in 10 pc. These so-called “partial
HDs” for each component and distance are stored in sepa-
rate Header Data Units (HDUs) of a multi-extension FITS4

file. This data format allows the normalizations of different
model components to be quickly adjusted. For example, the
normalization of the stellar halo can be adjusted by a fac-
tor f , by multiplying all partial HDs associated with the
halo by the same factor f . The total model-predicted MW
HD can be quickly calculated from a linear combination of
the individual partial HDs. This method allows us to rapidly
construct stellar density predictions for a wide range of MW
model parameters as listed in Table 1. Variation in each pa-
rameter corresponds to varying the weight of each partial
HD, which are then combined to produce a total HD in
each HEALPix cell.

The Poisson log-likelihood (Eq. 1) is calculated by first
comparing the total model-predicted HDs to the data in each
cell and then summing the log-likelihoods over all cells. To fit
the MW model to an observed data set, we apply an Affine
Invariant Markov Chain Monte Carlo (MCMC) Ensemble
sampler (Foreman-Mackey et al. 2013, i.e., emcee). The
free and fixed parameters of our model, along with their
initial values, are listed in Table 1. We assume flat priors
ranging from 0.5-2.0 times the initial value of each free model
parameter. We also checked visually whether the walkers
converged or not at the end of the burn-in phase, in order
to inform realistic best-fitting parameters.

Since for each cell, Trilegal computes as discrete dis-
tribution of points as a realization of the expected popula-
tion of stars in the CMD space to each cell, we are left with
statistical noise due to the point process. To mitigate this
noise, we increase the number of simulated stars by an over-
factor which is then taken into account while normalizing
the final Hess diagram for each cell. A typical over-factor
value is 30, for the magnitude, colour range, and MW com-
ponents explored in this work.

3 https://healpix.jpl.nasa.gov/
4 https:////fits.gsfc.nasa.gov/fits_standard.html

Figure 1. HDs for the cell with the largest difference in star

counts between the mock data and the best-fit data in test A.
Leftmost HD: best-fit model. Second from the left: input mock

data. Second from the right: absolute differences between mock
data and the best-fit model. These three HDs are colour-coded

by star counts according to the colour bar. Rightmost panel:

Poissonian significance, normalized by the maximum significance
(σmax = 3.2). In this case, the colour code is different from that of

the colour bar. The title indicates the number of stars (first and

second panel), absolute difference (third panel), and the maxi-
mum of the Poisson significance (fourth panel).

The mwfitting code was developed and is currently
implemented in the DES-Brazil Portal powered by Labo-
ratório Interinstitucional de e-Astronomia (LIneA5). More
details on the DES-Brazil Portal can be found in Gschwend
et al. (2018) and Fausti Neto et al. (2018). The application
of mwfitting to the DES data took 23h in a SGI ICE-X
FC3Y cluster with 4 cores. Each node contained 48 cores
and 125 GB of RAM.

2.5 Validating the code with mock data

In this section we describe mwfitting tests applied to mock
data. We verify that we can recover the input parameters of
our simulated data set when applied to an area with the
same footprint as DES-Y3.

Each test utilizes 80 cells, and each cell has the same
area as the unit cell designed for the real data (healpix pix-
els with nside=16), following identical footprint and cov-
erage maps (see Section 3). The range in magnitude and
colour is the same as the DES data (17 < g < 21 and
0.0 < g − r < 0.8, respectively), with the same bin in mag-
nitude and color space (0.1). Uncertainties were not incor-
porated in the synthetic data, since Balbinot et al. (2015)
report that magnitude errors for r 6 21 are typically '0.02
and smaller for brighter stars.

Table 2 lists the parameters, units, input values, best-
fit values and their errors, as indicated by emcee, and the
significance of the differences between the best-fit and the
true value, for two processes. We run two tests with the same

5 http://www.linea.gov.br/

MNRAS 000, 1–18 (2019)
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Table 2. Results of two tests (A and B) using mwfitting . Even though the initial guesses start far from the input values, the final

parameter values are within ' 3% of the input values, however, the parameter values are within 3σ when considering the model
uncertainites (last two columns). The simulations in this table compare 80 fields and oversample the models in the same way as the

comparison to real data.

.

Parameter Unit True Initial Guess Best-fitting
|Best−True|

True
(%) Best−True

σ

Value A B A B A B A B

ThickDisk he pc 754.9 1123.4 512.1 750.7+1.8
−1.8 748.9+1.7

−1.9 0.6 0.8 -2.3 -3.0

ThickDisk Re pc 2163 2722 1613 2156+12
−6 2157+6

−6 0.3 0.3 -0.7 -1.0

ThickDisk ρ (R=R�) ×10−3M�pc−2 4.98 6.16 6.76 5.07+0.04
−0.04 5.08+0.04

−0.03 1.9 2.1 +2.3 +2.7

Halo n - 2.398 3.168 2.715 2.411+0.008
−0.006 2.415+0.006

−0.006 0.5 0.7 +1.9 +2.8

Halo q - 0.683 0.820 0.519 0.687+0.005
−0.003 0.680+0.002

−0.002 0.6 0.4 +1.0 -1.5

Halo ρ (R=R�) ×10−5 M�pc−3 4.36 5.96 3.81 4.41+0.03
−0.04 4.49+0.05

−0.04 1.1 3.0 +1.4 +2.6

input parameters but different initial values for the MCMC,
which we refer to as test A and B.

Analyzing Table 2, we show mwfitting is able to re-
cover the input values of the mock data accurately, even
when the initial starting points are far from the true ones.
Differences between true and best-fit values are ' 3% of the
true parameters at the maximum, and the deviations are
within 3σ in all cases. The maximum differences occur for
the density, while the differences for the remaining parame-
ters are all below 1%.

Inspecting the HDs diagrams, there is an excellent con-
cordance between the mock data and the best-fit model
data. The overall range of differences in the process of test A
between input data and best-fit models is [-2.71%, +2.97%],
in terms of star counts. Fig. 1 shows the HDs of the cell with
the largest difference (+2.97%), located at [l = 218.21◦,
b = −71.44◦]. Panels of Fig. 1 shows the HD of the best-
fit model, simulated input data (mock), absolute difference,
and the Poissonian significance over the HD cells, limited by
the maximum significance (given in the title of the panel).
The distribution of differences and their significance values
show no systematic trend in the colour-magnitude plane.
Note that the best-fit HD is smoother than the mock HD
distribution due to the oversampling of the model.

Test B produced similar results as test A, with star
counts differences in the range [-2.69%, +2.49%]. The cell
with the largest absolute difference (-2.69%) exhibits one
bin in the HD diagram with maximum significance of 2.7σ.
There is a general concordance in the remaining cells, with
typical maximum significance 6 4σ in the cells of the HDs.

The differences between the recovered and true val-
ues (the last two columns of Table 2) are expected to fol-
low a standard normal distribution, with µ=0 and σ=1.
However, those values appear to be somewhat higher than
expected, reflecting a systematic error in recover the true
model greater than the uncertainty reported by the MCMC
method. In order to encompass half of the recovery errors
within ±0.67σ (or 50% of the area of the standard normal
distribution), the uncertainties provided by emcee method
are augmented by a factor of 3.0. In this way, we are aiming

to inform realistic systematic errors in recovering the true
model, and we are assuming they are calculated as those
provided by emcee method scaled up to that factor.

3 DES DATA

The Dark Energy Survey (DES, DES Collaboration 2005)
is a wide-area photometric survey covering about 5 000 deg2

around the southern Galactic cap. DES images were taken
with the Dark Energy Camera (DECam, Flaugher et al.
2015), with a typical single-exposure (90s in griz bands and
45s in Y band) 10σ limiting magnitudes of g = 23.57, r
= 23.34, i = 22.78, z = 22.10 and Y = 20.69 for point
sources (Morganson et al. 2018). The final coadded images
at the end of the first 3 years of observations achieve g =
24.33, r = 24.08, i = 23.44, z = 22.69 and Y = 21.44 at
S/N = 10 (DES Collaboration 2018). DES was designed
for cosmological analyses, avoiding the Galactic plane (DES
Collaboration 2018). Therefore, also considering the depth
of the survey, the DES stellar sample will mostly contain
stars from the Galactic thick disk and halo. In this sec-
tion, we characterize the main aspects of the photometry
and star/galaxy (S/G) separation in the DES.

DES-Y3 data was processed by the DES Data Man-
agement system (DESDM, Morganson et al. 2018) and in-
cludes observations from the first three years of the survey.
The DES catalog applied here is the Year 3 Gold release ver-
sion 2.2 (Sevilla-Noarbe, in preparation), hereafter refered as
DES-Y3 catalogue. This catalog presents the same objects
as the first public data release (DES-DR1; see DES Collab-
oration 2018), but contains enhanced photometric and mor-
phological measurements and other ancillary information.

In order to identify the area covered by the DE-
Cam observations, the sky is partitioned in HealPix pix-
els (nside=4096) with size equal to 52 arcsec × 52 arcsec
(footprint map). Regions around stars brighter than J = 12
in 2MASS (Skrutskie et al. 2006), globular clusters (Har-
ris 1996, updated 2010) and a small area close to Large
Magellanic Cloud (LMC) were masked. The area covered by

MNRAS 000, 1–18 (2019)



Fitting MW using DES-Y3 data 7

0.00 0.25 0.50 0.75 1.00 1.25 1.50
g0 − r0

−0.25

0.00

0.25

0.50

0.75

1.00

1.25

1.50

r 0
−
i 0

DES stellar locus

100

101

102

103

Figure 2. Colour-colour diagram showing the sources selected as
stars in DES-Y3 Gold catalogue, following the selection described

in the text and corrected for interestellar extinction.

DECam in each band and pixel (coverage map) is also esti-
mated by a coverage map produced from mangle (Swanson
et al. 2008). The DES-Y3 catalogue lists objects located in
pixels (with NSIDE=4096) with sampled area > 50% in g,
r, i and z bands and imaged at least once in all those four
filters.

The DES-Y3 Gold data is photometrically calibrated by
the Forward Global Calibration Method (FGCM6, see Burke
et al. 2018). A comparison between DES-Y3 and Gaia DR1
(Lindegren et al. 2016) shows a mean difference of 0.0014
magnitudes with σ = 0.0067 magnitudes (DES Collabora-
tion 2018). The PSF photometry for DES-Y3 catalogue was
performed by simultaneously fitting each object in multi-
ple exposures (single object fitting or SOF). This procedure
is very similar to the multi-object PSF-fitting (MOF) de-
scribed in Drlica-Wagner et al. (2018).

We apply a S/G separation procedure that is sim-
ilar to Shipp et al. (2018). We use the parameter EX-
TEND CLASS MASH SOF, which is a variable designed to
classify point source (star or quasi-stellar objects - QSO) or
extended sources (galaxies) based on ngmix (Sheldon 2015).
We nominally adopt values from the single object fitting pho-
tometry and when missing SOF photometry we adopt pho-
tometry from the coadded images. This criteria increases
the stellar sample by including stars with good PSF-fitting
in coadded images but with failures in SOF. This S/G sepa-
ration is applied for objects in the full range of magnitudes.
Similar to Shipp et al. (2018), the same weight-averaged
SPREAD MODEL in i band is applied as S/G classification
for the small sample of bright stars (g < 18) where PSF
photometry fails.

Extensive completeness assessments were carried out in
the DES year 1 (DES-Y1) catalog, assuring that the cata-
logue is virtually complete in the range 17 < g < 22, with
estimated completeness > 95% at the faint limit (Sevilla-
Noarbe et al. 2018). The authors of the latter work compare
the DES-Y1 sample to Hyper Suprime-Cam DR1 (Aihara et

6 https://github.com/lsst/fgcmcal

al. 2018) data and estimate contamination by galaxies as 6
5% in the same magnitude range. Similar completeness and
contamination are found in DES-DR1 data (DES Collabora-
tion 2018). Our sample is similar to the DES-DR1 sample,
thus assuring the purity and completeness of the DES-Y3
data. We refer to the works above for a more detailed dis-
cussion about the quality of data, S/G separation, and other
quantities involved.

The quality of the DES photometry and S/G classifica-
tion is illustrated in Fig. 2, where we show a colour-colour di-
agram (g-r vs r-i) for sources classified as stars and corrected
by reddening following Schlegel et al. (1998). There are
13,995,057 sources within the magnitude range 17 < g < 22
and the limits shown in Fig. 2, namely 0.0 < g0 − r0 < 1.6
and −0.3 < r0 − i0 < 1.6. A blue plume close to g0 − r0 ∼= 0
and r0 − i0 ∼= 0.25 amounts to a few thousands of stars,
probably due to binary systems with a white dwarf and a
main sequence star (Kleinman et al. 2004). A lower level of
contamination by QSO’s is expected in that region of the
color-color diagram.

4 MWFITTING APPLIED TO DES-Y3 STARS

We partition the DES data into cells corresponding to
HealPix pixels with nside=16, covering a solid angle of
13.43 deg2. The cells included in the analysis are those with
a fill factor > 80% (> 10.74 deg2) of its footprint. Such cri-
terion (and others mentioned below) are identical to those
adopted for the validation tests.

We choose a constant range of magnitude (17 < g < 21)
and color (0.0 < g− r < 0.8) when applying the mwfitting
methodology to the DES data, following the discussion in
Section 2.1. This constant color-magnitude selection is mo-
tivated by the uniformity of the DES footprint in this mag-
nitude range, and we bin the data in color-magnitude space
with a bin size of 0.1 mag in both color and magnitude. This
choice of bin size is somewhat arbitrary, and we have found
that the results of our analysis are insensitive to the choice
of bin size.

The stars in our sample are not reddening corrected,
instead the reddening is incorporated in the models following
a Gaussian distribution based on the average and dispersion
of the reddening on each cell.

Assuming that the components of the Galaxy are de-
scribed by smooth profiles, we exclude cells with known
stellar clusters and dwarf galaxies. The list of objects in-
cludes globular clusters and dwarf galaxies discovered up-
to-date (Harris 1996, 2010 edition; McConnachie 2012;
Drlica-Wagner et al. 2015; Koposov et al. 2015; Kim
& Jerjen 2015; Luque et al. 2018), along with nearby
galaxies partially resolved into stars in the DES images
and catalogues (IC5152, ESO294-G010, NGC55, NGC300,
NGC1399, NGC247, IC1613, ESO410-G005). The stars from
those objects represent a potential contamination to Galac-
tic fields and these fields contained positive residuals in ini-
tial iterations of mwfitting.

Cells with any region closer than 22◦ from the LMC cen-
tre were also masked. Nidever et al. (2019) clearly shows (see
their figure 5) significant amount of LMC main-sequence
stars on regions located out to 21◦ from that galaxy. Fur-
thermore, we masked the Sagittarius Stream, removing a
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stripe of width equal to 20◦ along the centre of the stream
(Majewski et al. 2003).

After removing the aforementioned regions and select-
ing only cells with a fill factor of more than 80%, the re-
maining 194 cells constitute our so-called raw sample. This
sample includes the stellar population of streams discovered
in the DES footprint (Shipp et al. 2018) and the Eridanus-
Phenix overdensity (Eri-Phe, Li et al. 2016). Since these
objects cover a large area with a much lower stellar density
than that of the Galaxy, we retain them in the raw sample.
However, a low level of contamination is expected.

4.1 With or without streams?

To explore the influence of including regions with known
stellar streams and the Eri-Phe overdensity, we define a sec-
ond sample removing the regions where those objects are
located. The list of masked stellar streams is that described
by Mateu (2017), and we refer to this work for further de-
tails. In the case of Eri-Phe over-density, the masked area
has a triangular shape as shown in figure 3 of the discovery’s
paper. The second sample of DES data counts 105 cells, and
we refer to this sample as the refined sample.

Figure 3 puts into perspective the footprint of raw
and refined samples using an orthonormal projection of the
southern Galactic Hemisphere. The DES footprint is out-
lined in black. The cells included in mwfitting are dis-
played in green and masked cells are shown in orange. The
raw and refined samples are top and bottom respectively.
A significant portion of the DES footprint is masked in the
refined sample.

The Sagittarius Stream (indicated in the Figure) stands
out in both panels of Fig. 3 as a wide stripe crossing South
Galactic Pole and cells masked due to proximity to the LMC
are in the lower left corner. The area sampled by DES-Y3
and compared to models amounts to 2,315 deg2 (194 cells) in
the raw sample, and to 1,256 deg2 (105 cells) in the refined
sample.

4.2 MWFitting results

Before discussing the outcomes from the mwfitting method
to DES data, we first discuss the emcee configuration shared
by both comparisons. We utilize 200 walkers along 250 steps
with step length as 1% of each parameter to sample the pos-
terior distribution. We perform an initialize iteration, start-
ing with input values from the literature. In a second iter-
ation, we redo the fit starting with outcomes from previous
fitting. The first 150 steps are discarded as a burn-in phase,
and we examine the remaining distribution to check that the
walkers have converged. We apply a Gelman-Rubin conver-
gence diagnostic (Rc 6 1.003) to assure the convergence of
the Markov chains of all the parameters.

The results of the mwfitting method applied to raw
and refined samples are listed in Table 3. We find that the
errors reported from the posterior distribution are smaller
than the difference of best-fit parameters when we tested the
pipeline with subsets of the raw or refined sample. Hence, we
have decided to assume the statistical errors from a jackknife
resampling method (Feigelson and Babu 2012), in addition
to the systematic errors based on the emcee method.

The jackknife method creates n samples (where n is the
number of observations), replicating the initial sample in
each iteration, but omitting the i-th observation. The jack-
knife block method is similar, but instead groups the ob-
servations into nb data blocks with k size (in our case, the
blocks are cells). In each subsample, a pseudo-value psi is
calculated:

psi(X) = nbφn(X1, ..., Xn)− (nb − 1)φn−k((X1, ..., Xn)[i])
(2)

where φn is the statistical estimator (e. g. mean or disper-
sion) defined for n blocks and φn−k((X1, ..., Xn)[i] is the
same estimator but for the deleted-one sample. The pseudo-
values psi follow a standard normal distribution for the φ
parameter with mean and standard deviation.

We adopted k = 10 for both samples, being nb = 20
blocks in the raw and nb = 10 blocks in refined sample. Fol-
lowing this method, the statistical errors indicated in Table 3
bound 1σ or 68% of the likelihood distribution of each pa-
rameter. A systematic error term is include to account for
the ability of the pipeline to recover input values.

The best-fit parameters for the raw and refined samples
agree within 1σ and have similar errors. The only exception
is the error in the radial scale for the thick disk, but in both
cases the best-fit values for this parameter agree very well
with each other.

There is general agreement between our results and
previous works (see Table 3), even through our uncertain-
ties are substantially smaller. The best-fit parameters of the
stellar halo agree reasonably well, except for the local stel-
lar density. This disagreement may be related to different
methods of estimating the total stellar mass, since different
IMFs heavily influence the number of low-mass stars, most
of which are not sampled by the HDs. Different approaches
in selecting stars also impact the estimation of the total stel-
lar mass. Likewise, we point out there is a discrepancy by
a factor of ∼2 regarding the local halo stellar density be-
tween the estimations of Jurić et al. (2008) and de Jong et
al. (2010). A similar result is achieved for the thick disk,
which two parameters concur to the literature: the vertical
scale and the density normalization, are within 1σ of the
estimation from de Jong et al. (2010). The most significant
disagreement occurs for the thick disk radial scale, which in
our results is smaller than in both previous works. In spite
of that, our best-fit model for the radial scale of the thick
disk shows a striking similarity to that of Bovy et al. 2016
(2.2 ± 0.2 kpc), who fitted an exponential disk for mono
abundance population of enhanced [α/Fe] APOGEE stars,
a method utterly different from the one exhibited here.

5 SIMULATING THE STELLAR CONTENTS
OF DES-Y3

With the best-fit parameters, we produce a simulated stel-
lar DES-Y3 Gold catalogue to the limiting magnitude of
g = 24 in the colour range 0 < g − r < 0.8. These simu-
lations will be compared to the entire footprint to analyze
the stellar distribution of the catalogue, highlight asymme-
tries in the Galactic components (such as flares and warps in
the disk), and potentially reveal stellar substructures. The
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Table 3. Best-fit parameters for the raw and refined samples. The last two columns are results from the literature. In our results, the

first errors listed are the 1σ statistical error or the standard deviation of the mean estimated by the jackknife block method (see more

details in the text). The second errors are the systematic errors as discussed in Section 5, and they represent the ability of the pipeline
to recover the true model.

Parameter Unit
mwfitting

Jurić et al. 2008 de Jong et al. 2010

Raw sample Refined sample

ThickDisk he pc 819.0± 7.0± 5.4 824.0± 7.0± 5.4 743± 150 750± 70

ThickDisk Re pc 2293± 32± 22 2284± 166± 22 3261± 650 4100± 400

ThickDisk ρ (R=R�) ×10−3 M�pc−2 4.16± 0.10± 0.12 4.02± 0.15± 0.12 7.53± 0.75 5.01± 1.30

Halo n - 2.590± 0.025± 0.018 2.625± 0.026± 0.018 2.77± 0.02 2.75± 0.07

Halo q - 0.637± 0.009± 0.009 0.618± 0.014± 0.009 0.64± 0.01 0.88± 0.03

Halo ρ (R=R�) ×10−5M�pc−3 5.25± 0.10± 0.12 5.54± 0.12± 0.12 2.95± 0.74 6.31± 0.77

histogram of the abundance of stars as function of g mag-
nitude in DES-Y3 catalogue and simulations from several
models are indicated in Fig. 4. The distribution of stars in
the DES-Y3 data is shown as a blue line, while the distribu-
tion of stars in the simulation using the best-fit parameters
from the raw and refined samples are shown as thick and
thin green lines respectively. In addition, the predictions of
the stellar distribution with two different distances for the
ad hoc break in the power law index of the halo density
profile at 27 and 43 kpc are illustrated by the red and cyan
lines respectively. These predictions are based with the best-
fit outcomes from the raw sample, as the results are alike
for both samples. To demonstrate the key role of the halo,
we produce a simulation of with the halo reduced to 80%
of the best-fit value from the raw. The distribution of stars
in that model is shown as a grey line (referred to as ‘Halo
model B’) in Fig. 4.

The break power law model we use is from Deason et al.
(2011). The power law indices drop from 2.59 (our best-fit
value from the raw sample) to 4.6 (Deason et al. 2011). This
model creates a smooth transition between the two density
regimes.

The DES-Y3 Gold data is displayed as blue dots in
Fig. 4. We have applied a completeness and contamination
model following Shipp et al. 2018 (see their fig. 1).

An initial look at Fig. 4 reveals a pronounced increase
in the sample of DES-Y3 stars between 23 < g < 24, a be-
haviour absent in the simulated star counts. This effect is
caused by the S/G separation, as the classifier’s efficiency
drops significantly near the limiting magnitude of the cat-
alogue. Similar to the discussion in Sevilla-Noarbe et al.
(2018) considering DES-Y1 data, the stellar sample in DES-
Y3 Gold should also be strongly affected by the S/G classi-
fication at fainter magnitudes. We correlate this upturn in
the DES-Y3 star counts fainter than g = 23 with a system-
atic galaxy contamination, since the appearance of QSO’s
in the stellar sample is expected at that magnitude level.

Concerning the stars brighter than g = 23, there is an
interplay between the S/G classification and the complete-

ness of the stellar sample. DES-Y3 sources are well classified
up to g ∼ 22, as mentioned by Sevilla-Noarbe et al. (2018)
for the DES-Y1 data. However, the star counts present a
maximum around g = 21.5, following a nearly flat region,
and a valley close to g ∼ 23.0, just before the sharp increase
discussed in the previous paragraph.

The differences in the distribution of stars between the
Halo Model B and the best-fit model for the raw sample
slowly increase between 17 < g < 21, while in the range 21 <
g < 24 they stand roughly steady in the logarithmic scale,
implying that the ratio of stars between those two models
is constant. This comparison demonstrates that decreasing
only the normalised density of the halo does not improve
the agreement between the observed data (blue dots) and
the model (thick green line), as is expected. In this case, the
behaviour of the DES-Y3 catalogue is not reproduced with a
simple decrease in the halo density, attesting the reliability
of the mwfitting method. On the other hand, the effect
of inserting a break in the power law promotes a better fit
to the DES-Y3 catalogue, as we can see by the comparison
between the DES-Y3 catalogue corrected by completeness
and contamination (blue dots) and the model with a break
at 27 kpc (red line).

Figure 4 shows a large level of consistency between the
two best-fit models, both indicated by green lines. The differ-
ences in terms of star counts between both models is ∼ 10%
for fainter magnitudes (g > 21). While the best-fit parame-
ters of the refined sample indicates a halo more dense at the
Solar region than that model fit with the raw sample, the
(absolute value of) halo’s power law exponent increases and
overall star counts decreases in the best-fit model for refined
sample compared to the raw sample.

Figure 5 also explores the distribution of stars, but in
the CMD space. This presents further evidence for that the
break in the Galactic halo is preferred over no break. The
first panel in Fig. 5 shows the CMD distribution of DES-Y3
stars, taking into account completeness and contamination,
similar to the blue circles in Fig. 4. Analogous to the ob-
served magnitude distribution at the faint end in Fig. 4, the
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displayed are: the raw sample (thick green line) and refined sample (thin green line) with a single power law, the raw sample with a
break in the power law index at 27 kpc (red line) and 43 kpc (cyan line), and a model where the halo normalization has been decreased

80% to show how changes in the normalization affect the distribution (grey line). The blue shadow region defines the magnitude range

used in mwfitting. At faint magnitudes galaxies are leaking into the sample.

fainter end of the first panel in Fig. 5 shows a large number
of sources, likely QSOs. The modelled stars are distributed
in the second panel of Fig. 5 following the best-fit model for
raw sample, with a break in the power law index at 27 kpc
(similar to the red line in Fig. 4). Finally, the last panel
shows the CMD of simulated stars without a break in the
halo, leading to a steady increase of the number of stars at
the faint end and being at odds with the data.

The first two panels of Fig. 5 exhibit strong similarities,
at least for g . 23. The thick disk leaves its main imprint by
the plume of MSTO stars at g < 19 and g − r ' 0.4. There
is a smooth transition between the crowding of MSTO stars
of the thick disk and the MSTO stars of the halo, which
starts at g ' 19 but in a bluer region. This transition is
seen in the Fig. 4 as a distribution of stars slightly more flat
(18 < g < 19) than the preceding or subsequent range. The
MSTO stars of the halo are concentrated in a large range
of magnitudes centered at g ' 21, whose density smoothly
decreases towards the fainter end, which indicates a break
in the halo.

Figs. 4 and 5 provides evidence to conclude that the
break in the halo is required to correctly describe the stellar
distribution beyond g ' 21. We also attest that the S/G
classifier remains efficient (as evidenced by both star counts

distributions and CMDs) down to g ' 23, even though fig.
11 of Sevilla-Noarbe et al. (2018) indicates some source con-
fusion caused by the S/G separation for sources g > 22. The
halo model with a power law break at 43 kpc is not efficient
in decreasing the star counts for g < 22 compared to the
model with a break in 27 kpc. Therefore, we may rule out
such large radii for the break.

The estimation of star counts fainter than g = 23 is cer-
tainly important for future surveys such as the LSST (LSST
Science Collaboration et al. 2009) and Euclid (Sartoris et
al. 2016). For example, at g = 24, Fig. 4 shows that the
expected number of halo stars with a break power law at
27 kpc is less than half the number from models with no
break in the density power law index. Realistic simulations
for future large and deep surveys must consider and account
this feature of the halo at this depth. Since one of the major
issues of large surveys is the S/G separation, an estimation
of the star counts at a specific depth is important to evaluate
the expected efficiency of the S/G classifier.

MNRAS 000, 1–18 (2019)



12 Pieres, A., et al.

0.0 0.2 0.4 0.6

g − r

17

18

19

20

21

22

23

24

g

DES−Y3 corrected

0.0 0.2 0.4 0.6

g − r

Best− fit with break at 27kpc

0.0 0.2 0.4 0.6 0.8

g − r

Best− fit without break

0

2000

4000

6000

8000

st
ar

s
b

in
−

1
Figure 5. Left panel: CMD for DES-Y3 stars in the raw sample (blue circles in Fig. 4) corrected by completeness and contamination.

Central panel: simulated CMD for the raw sample with the break in the halo density profile exponent at 27 kpc and (right panel) without

any break in the halo exponent. The upturn in Fig. 4 in DES-Y3 close to g = 23.5, is understood as the contamination by QSO’s. Note
the agreement between the first and the second panel (with the exception of the QSO’s in the fainter blue end of left panel and modelled

red dwarfs in the red limit of the central panel.)

5.1 Poissonian significance maps

We show the Poissonan significance map for both samples
of the DES-Y3 data in Fig. 6. The residuals are determined
with the best-fit models after applying the power law break
following Deason et al. (2011). In order to provide a more
realistic comparison, the DES-Y3 catalogue in the Fig. 6 was
corrected with the completeness and contamination curves
following fig. 1 of Shipp et al. (2018).

The significance of each 7 × 7 arcmin2 pixel is taken
as the residual star counts (difference between the DES-Y3
catalog and the modelled catalog) divided by the square
root of modelled star counts. After this step, both maps are
smoothed with a Gaussian with σ = 7 arcmin. The minimum
significance for both samples are roughly the same (-7.64 for
refined sample and -7.57 for raw sample), but is shown in
the same range in order to compare both maps within the
same range of significance. Pixels with higher significance
are saturated in the positive value of minimum value to

highlight under/overdensities as blue/reddish colours, and
white colour represents a perfect agreement between models
and data. The lowest values for significance indicate small
regions where the extinction is an outlier of the distribution
of the extinction in the respective cell.

Many known Galactic substructures are enhanced, at-
testing the excellent job made by mwfitting. Given the
steep increase of stars at faint g-magnitudes in Fig. 4, we
build up the maps only down to g = 23.5, avoiding fainter
magnitudes where the S/G classification is not efficient.
When extending the limit down to g = 24, the expected
extra-galactic sources would pollute the map with cosmo-
logical large-scale structures.

We label the most significant stellar over-densities on
both panels of Fig. 6. For instance, the stripe roughly par-
allel to l = 180◦ is the Sagittarius Stream and the sec-
ondary branch is visible. The over-density associated with
SMC (SMCNOD) in the anti-LMC side (Pieres et al. 2017;
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Figure 6. Smoothed Poisson significance of residual maps between the DES-Y3 stars and best fit MW models created with the raw (top)
and refined (bottom) samples, with a limiting magnitude of g = 23.5. Both models include a break in the power law at 27 kpc where the

exponent changes from the best-fit power law halo exponent to 4.6, smoothed using a Gaussian kernel with full-width-half-maxima ' 16
arcmin. Many over-densities are identified, most of them are associated with known objects including globular clusters, dwarf galaxies

and stellar streams (including Sagittarius Stream, roughly parallel to l = 180◦). Both maps are set to the same scale. Despite the fact
that we are not fitting the thin disk, the overall significance across the footprint is close to zero, except in the region θ ∼ −30◦, φ ∼ 345◦,
where there are hints that the bulge model could be improved. Regions masked (not covered by DES or close to bright stars) are shown

in gray.
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Mackey et al. 2018) is also evident. Although we are not
using a matched filter (see e. g. Odenkirchen et al. 2003),
a technique commonly applied to highlight fainter substruc-
tures as streams, a few streams are noticeable or suggested
in Fig. 6. The Atlas stream (Koposov et al. 2014; Shipp et
al. 2018), a subtle track of stars close to Galactic Pole (in-
dicated in Fig. 6), is a good example of such structures.

The regions at the lowest Galactic latitudes between
240◦ < l < 270◦ presents smooth and flat over-densities
(with the exception of the region close to LMC) in both
panels of Fig. 6, which may indicate that there is room for
improvement in the thin disk model. The region at b < −30◦,
220◦ < l < 240◦ in DES-Y3 footprint exhibits a strong
excess of stars close to NGC1904, which may be the result
of disk flaring or the Southern extension of the Monoceros
Ring (Newberg et al. 2002).

The Eridanus-Phoenix over-density (Li et al. 2016) is
seen as a very large over-density of stars between 270◦ < l <
330◦ and −40◦ < b < −70◦, populating a triangle with ver-
tices close of LMC, SMC and Fornax dwarf galaxy. The lim-
its of the Eridanus-Phoenix over-density are more clearly de-
fined in the top panel of Fig. 6, but on both panels an exten-
sion of stars towards the Galactic centre is suggested (possi-
bly related to the Eridanus-Phoenix over-density). Subtract-
ing the stars in the modelled catalog, the Eridanus-Phoenix
cloud contains an over-density of 13262 (7810) stars within
the range (17 < g < 22 and 0.0 < g − r < 0.8) when com-
pared to the best-fit of the raw (refined) sample. Accounting
for stars more massive than 0.1 M� in a Chabrier mass func-
tion (Chabrier et al. 2000) for a disk-like IMF stars, those
values correspond to an object with ' 4.6×104 (' 2.8×104)
M� for the raw (refined) sample. These mass estimations
represent a decrease in mass of at least by factor of two
compared to the estimates in Li et al. (2016).

The entire set of stellar streams listed in Shipp et al.
(2018) is detected in the subtracted (data minus simulated
catalogue) density maps when a matched filter technique is
applied to DES-Y3 catalogue to select main sequence stars.
In addition to that list, the Corvus Stream (Mateu et al.
2018) is detected in the eastern extreme of the footprint.

A noticeable feature is an excess of simulated stars at
lower Galactic latitude close to the bulge, which may in-
dicate that our assumptions in the bulge model should be
revisited. Alternatively, it may reflect a different extinction
law towards these directions than the one we adopted here
(see Nataf et al. 2013). Those differences indicated by the
significance map in the bulge extends as far as ∼40◦ (or
5.6 kpc) from the Galactic Centre.

Even though the MW parameters for both samples
agree within 1σ, there are relevant differences regarding the
two panels of Fig 6. As the raw sample incorporates a few
stars from overdensities, the best-fit parameters are some-
what shifted compared to the refined sample towards higher
densities. This can be seen in Fig. 4 where the simulation
with the best-fit raw sample parameters indicates a Galaxy
more massive than predicted with the refined sample. Hence,
the significance map on the top panel of Fig. 6 seems to
narrow the limits of a few objects, as the Eridanus-Phoenix
over-density and Sagittarius Stream. That shift is borne out
by the higher significances for the stellar over-densities in
the refined sample (bottom panel of Fig 6).

Table 4. Stellar masses estimates for the MW components fit in

this work, for the raw and refined samples. The estimates for the

halo stellar mass assume a break in the power law index at 27
kpc following the model detailed in the text.

Component
Estimated mass (M�)

Raw sample Refined sample

Thick disk 6.04± 0.31× 106 5.88± 1.20× 106

Halo (d<27kpc) 4.12± 0.24× 108 4.36± 0.10× 108

Halo (d>27kpc) 2.54± 0.16× 106 2.71± 0.08× 106

Halo (total) 4.15± 0.24× 108 4.38± 0.10× 108

5.2 Milky Way stellar mass

We calculate the stellar masses of the halo and thick disk
MW components with the best-fit parameters (Table 3) and
list them in Table 4. These mass estimations only include
field stars following from a smooth model for the Galactic
components, and therefore exclude the mass from globular
clusters, dwarf galaxies, and streams.

The bulge parameters are kept fixed, and the model
described in Table 1 amounts to a stellar mass of 1.28 ×
1010 M� or 18.2% of the total stellar mass of the Galaxy.
This agrees with mass estimates from the literature, where
estimates of the stellar bulge mass range from 10-20% of
the MW stellar mass (Licquia & Newman 2015; Portail et al.
2017). Our model include a thin disk (with fixed parameters)
and has a stellar mass of 5.65×1010 M�, which is within 1σ
(68%) of the estimation by Licquia & Newman 2015 (5.17±
1.11 × 1010 M�). The ratio of stellar mass in the thin and
thick stellar disks is ∼= 9 200. The thick disk has a small
contribution to total disk mass.

The halo mass is estimated adding all halo stars farther
than 1 kpc from the Galactic Centre, avoiding high densi-
ties given by power law in the central region dominated by
Galactic bulge. For both samples, most of the stellar halo
mass (> 99%) is within 27 kpc, where the break in the halo
power law slope is roughly expected to be. In face of the
numbers presented here, the stellar halo mass has a contri-
bution of merely 0.6% of the Galactic stellar mass, whereas
the disks contribute with 80.8% of the total.

Combining all the stellar components of the MW (thin
and thick disks, bulge and halo), we obtain a total stellar
mass of 7.03 ± 1.05 × 1010 M�, with the best-fit parame-
ters for both samples. The error is estimated following the
uncertainties in the thin disk and bulge models, even those
components are keep fixed in the fitting. Our MW stellar
mass estimation agrees with Licquia & Newman (2015),
where they determined the MW stellar mass (bulge, bar
and disks) as 6.08 ± 1.14 × 1010 M�, using a compilation
of measurements. McMillan (2011) also applied a similar
approach to photometric and kinematic data, with similar
results (6.43± 0.63× 1010 M�).
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6 CONCLUDING REMARKS

We have developed a new code to fit the stellar components
of the MW. In this first paper, we concentrate on fitting the
thick disk and the halo due to the limited coverage of the
DES footprint. We list our main conclusions from this work.

• This work presents mwfitting, a pipeline constructed
to fit structural parameters for the Galactic components
with Trilegal stellar population synthesis models.
• The mwfittingpipeline is validated with synthetic cat-

alogs. We successfully recovered the input parameters (with
a maximum deviation of 6 3%) using the same oversam-
pling factor and a footprint smaller than the real data (see
Table 2).
• Our main goal in this work is to model the halo and the

thick disk components by applying the mwfitting pipeline
to data from DES-Y3 Gold catalogue. We defined two dif-
ferent samples based on known stellar over-densities. Both
samples excluded cells populated by dwarf galaxies, globular
clusters and cells close to the LMC. In the refined sample, we
further excluded cells where stellar streams and Eridanus-
Phoenix over-density are located.
• Table 3 lists the results for both samples, with uncer-

tainties determined by jackknife resampling and the emcee
method. Results from both samples agree within a confi-
dence level of 68% (1σ).
• The distribution of DES-Y3 stars, corrected by com-

pleteness and contamination, presents a very good agree-
ment with our models when a break in the power law index
in the halo density profile at ' 27 kpc is applied, down to
g = 23. Fainter than that magnitude, there is an increase of
point-like sources towards the fainter end (g = 24), that we
interpret as a misclassification of galaxies as stars. Within
the range 17 < g < 23, the observed counts are compatible
with the same broken power law halo model detailed in the
text.
• CMDs comparing DES-Y3 stars and simulations agree

remarkably well up to g = 23, beyond which misclassifica-
tion becomes important. The CMD for the model with a
single halo power law shows a steady increase of sources not
seen in the data.
• Simulations over the entire DES-Y3 footprint based on

our best-fitting models were produced. Both samples present
a remarkable agreement to the data. Residual maps high-
light many over-densities associated with globular clusters,
dwarf galaxies, clouds, and streams in the DES footprint.
• Integrating the MW components with the best-fit

model (bulge, thin and thick disk, and halo) leads us to esti-
mate the total stellar mass of the Galaxy as 7.03±1.05×1010

M�. This result agrees with previous works, such as Licquia
& Newman 2015 (6.08±1.14×1010 M�) and McMillan 2011
(6.43 ±0.63× 1010 M�).
• Simulations show there is a significant difference in the

amount of faint stars (g > 21) between models with and
without a break in the halo power law. Determining this
break in the stellar halo is crucial in predicting the density
of stars at faint magnitudes, which will be sampled in future
surveys such as, the LSST or Euclid.

Future work with mwfitting will include data from other
wide-field surveys to extend the analysis to both the North
and South Galactic Hemispheres and will include improve-

ments to the modeling for the Galactic halo (e.g., tri-axial
model).
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National Accelerator Laboratory, the University of Illi-
nois at Urbana-Champaign, the Institut de Ciències de
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