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Executive Summary
Quantum information science (QIS) is poised to have
a transformational impact on science and technology.
Given the significant remaining technical and theoretical
challenges the realization of this potential will require
the cooperative efforts of academia, national laborato-
ries, and industry so that a full spectrum of quantum
technologies can be made ready for production use on
real-world problems.
Such a program can support the core mission of the

Office of Nuclear Physics (ONP) by, e.g., the simulation
of gauge field theories using quantum computers and en-
abling new nuclear physics experiments using quantum
sensors. There is significant overlap in the theoretical
and technical expertise between the NP and QIS commu-
nities, and many currently intractable problems in NP
can potentially be tackled using technologies from QIS
(e.g. quantum computing). By developing strategies that
lead to better communication and collaboration between
these two communities, ONP can play a leadership role
in developing quantum technologies and advancing QIS
theory. This whitepaper identifies five broad research
opportunities that will help facilitate QIS research in the
context of NP.

Research Opportunity I: To best leverage the re-

spective strengths of universities, national laboratories,
and industry, funding opportunities that encourage col-
laborative projects between the NP and QIS communities
should be emphasized. The field of QIS is highly com-
petitive, with many well-established research groups.
Therefore, NP faces a challenge to invest strategically so
that it can most effectively contribute to and benefit from
QIS. Some relevant NP strengths include: supercon-
ducting technologies, microfabrication, supercomputing
expertise, engineering expertise, isotope programs, and
nuclear theory. Collaborations within national labora-
tories should also be encouraged, since the interdisci-
plinary nature of these institutions has a lot to offer QIS,
which itself is highly interdisciplinary.

Research Opportunity II: A broad theory program
should be supported, which can, e.g., develop methods to
address problems inNP using digital quantum computers
and quantum simulators, utilize QIS concepts to better
understand nuclear phenomena (such as the nuclear
many-body problem and hadronization), and develop
new QIS applications of importance to nuclear physics.
Technological development is often driven by the need to
address important problems. Many facets of the nuclear
many-body problem and quantum chromodynamics can
not (currently) be addressed with conventional com-
puting methods – despite decades of effort. Strong
interaction nuclear physics therefore provides an ideal
application for QIS. However, significant advances in
both NP and QIS theory (e.g. quantum algorithms) are
still needed, which will require the dedicated effort of
theorists from both communities.
Research Opportunity III: Support should be given

to research that seeks to develop or capitalize on QIS
technology with nuclear physics applications. Devel-
opment of technology originally intended for QIS has
frequently generated detectors that can be used to ad-
vance basic research. Support for research intended
to implement quantum sensors for nuclear physics ap-
plications would further the interests of both the NP
and QIS communities, while helping to generate crucial
collaborations.
Research Opportunity IV: Support should be given

to develop a QIS workforce in the context of NP by
funding graduate students and postdocs that conduct
research at the intersection of these fields. NP problems
that seem intractable today can potentially be addressed
by a new NP workforce skilled in quantum computing
and other aspects of QIS. To develop a robust QIS pro-
gram within NP, a workforce skilled in both fields is
therefore critical. Funding graduate students and post-
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1. INTRODUCTION

docs should be a priority, where collaboration with the
DOEOffice of Advanced Scientific Computing Research
(ASCR) should be encouraged, and support for an in-
dustry internship program may be considered to better
respond to the demands of industry.

Research Opportunity V: Meetings such as work-
shops, schools, and seminars should be supported so
that the NP and QIS communities can better understand
the challenges and capabilities of their counterparts.
The full extent of cross-pollination between NP and QIS
is not yet fully understood. It is crucial to address this by
improving general comprehension between these fields.
A combination of workshops, pedagogical schools, and
high-level seminars (all of which should be broadcast on-
line) would promote the formation of new relationships
and collaborations between interested parties in the NP
and QIS communities. In addition a NP-QIS alliance
could be formed to help disseminate pertinent informa-
tion (e.g. job openings, seminars, workshops, etc) and
thereby help form a more cohesive NP-QIS community.
These are important elements for the success of a QIS
program within ONP.

1. Introduction
Quantum information science (QIS) encompasses

fields such as quantum computing and simulation, quan-
tum sensors, quantum information theory, and quan-
tum communication. By studying and harnessing the
quantum nature of matter QIS has the potential for a
transformational impact on science and technology.1 In
the context of the U.S Department of Energy’s (DOEs)
Office of Nuclear Physics (ONP) program, which has the
goal to “discover, explore, and understand all forms of
nuclear matter”[1], the significant intersections between
QIS and NP are evident, e.g., in computation, detectors,
and quantum theory.
NP presents science with numerous important chal-

lenges, foremost amongst these is understanding the
full implications of quantum chromodynamics (QCD),
which is coupled to problems such as the nuclear many-
body problem, stellar nucleosynthesis, and neutron stars.
QCD is the asymptotically free gauge field theory that
forms the strong interaction piece of the Standard Model
of particle physics, and therefore provides the basis for
understanding of all forms of nuclear matter. While
QCD is easy to formulate in terms of quark and gluon

1This situation is not unlike the development of the transistor
in the first half of the 20th century, which was also an outcome of
quantum mechanics, and led to inter alia modern computing.

fields [2], it is notoriously difficult to solve [3]. How-
ever, QIS provides new methods with which to study
and understand aspects of NP, e.g., in principle quantum
computing and quantum simulation provide the means to
study aspects of QCD that are inaccessible with current
computational techniques [4, 5]; quantum sensors may
enable new and more precise measurements of nuclear
phenomena [6]; and quantum information theory pro-
vides a new lens with which to view and study entangled
nuclear systems [7] such as nuclei and the quark-gluon
structure of QCD bound states and reactions.

Solving QCD will have profound implications for our
understanding of the natural world, most notably it will
explain how 99% of the mass in the visible universe is
created [8]. The infrared domain of QCD – where the
running coupling becomes large – is also characterized by
several interesting emergent phenomena, such as, quark-
gluon confinement [3, 9], dynamical chiral symmetry
breaking [10, 11], and hadron formation [12, 13], which
cannot be addressed using the perturbative methods
that have proven so successful with other fundamental
quantum field theories such as quantum electrodynamics.

The only known method to solve QCD over all energy-
scales is lattice QCD, where QCD path integrals are
evaluated on a 4-dimensional Euclidean space-time lat-
tice by brute-force numerics. With the continual increase
in conventional computing power lattice QCD is now
having a dramatic impact on strong interaction physics.
For example, calculations are now done at physical quark
masses with large lattice volumes [14], gluonic com-
ponents of matter are being investigated [15], and the
quark-gluon structure of light-nuclei is beginning to be
explored [16]. With the arrival of the exascale era in
conventional computing over the next few years [17]
lattice QCD will continue to increase its impact on QCD
and hadron physics. However, there remain key prob-
lems in QCD that cannot be addressed with any known
ab initio methods, foremost amongst these are arguably
QCD at finite density [18] and quark-gluon hadroniza-
tion [19]. Quantum computing can potentially address
these phenomena by overcoming signal-to-noise prob-
lems and providing a means to study real-time dynamics
in quantum field theories [20, 21].

1.1. Noisy Intermediate-Scale Quantum Com-
puting

Quantum computing has caught the imagination of many
since Richard Feynman famously stated “Nature is quan-
tum . . . So if we want to simulate it, we need a quantum
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1. INTRODUCTION

computer” [22, 23]. The first theoretical proof that quan-
tum computing is a possibility came a year or so earlier
when Paul Benioff, from Argonne National Laboratory,
developed the first quantum mechanical (Hamiltonian)
model for a Turing machine, and established that a quan-
tum Turing machine can be used to simulate a classical
computer [24–26]. This problem was also recognized
by Manin around the same time [27].

Quantum computers directly exploit quantummechan-
ical concepts such as superposition and entanglement,
and therefore operate in a fundamentally different man-
ner than classical computers. This allows quantum
algorithms to be developed, which opens completely
new possibilities in computer science by using processes
fundamentally unavailable to classical computers. Nu-
merous quantum algorithms already exist, where many
have been proven to solve certain classes of problems
exponentially faster than existing algorithms for conven-
tional computers [28], and a wider range of problems
with polynomial speed increases [29]. A fundamental
reason for this exponential increase in computational
power is because of the quantum entanglement between
quantum bits (qubits), which allows an exponential in-
crease in information density [30]. The increase in com-
putation power promised by quantum computers, and
the ability to develop completely new types of quantum
algorithms, opens the possibility that QIS can address
numerous problems in nuclear physics that are currently
computationally challenging or even intractable.
Industry is now exploiting QIS to develop quantum

computers and other technologies such as quantum sen-
sors. Technology companies like Google [31], IBM [32],
Intel [33], and Microsoft [34] have unveiled quantum
computers with order 50 qubits (without error correc-
tion). In 2016 IBM began offering cloud access to its
prototype quantum computers, and now provides access
to two 5-qubit, one 16-qubit, and two 20-qubit processors
through the IBM Q Experience [32]. Rigetti [35] also
offers cloud based quantum computing services, and
recently announced a 128-qubit processor with plans to
make it available by August 2019 [36]. Companies such
as IonQ [37] are building quantum computers based on
trapped ions, which currently offer much lower error
rates than their superconducting counterparts, and D-
wave [38] has built a quantum annealer consisting of
2000 qubits which is suited to tackling certain types of
complex optimization problems.
Quantum computing is now a reality, with machines

of 50–100 (non-error corrected) qubits expected to be-
come standard within the next few years, although these

machines will still be limited by low circuit depth. This
represents a significant technical milestone, although
quantum computers of this size are still a long way from
what is needed for many applications, such as to break
RSA encryption using Shor’s algorithm [28].2 The
current era in quantum computing has therefore been
labeled Noisy Intermediate-Scale Quantum (NISQ) [40]
because of the relatively small number of qubits and the
lack of error correction.

While quantumcomputers in theNISQeramay bewell
short of what is needed to reach quantum supremacy [41,
42] over a broad range of applications, a quantum com-
puter with around 50–100 qubits cannot be simulated
with contemporary supercomputers [43]. This sug-
gests that quantum computers in the NISQ era may
be approaching the sophistication needed to perform
computational tasks that would be impossible on any
classical computer for specific applications. Contempo-
rary quantum computers are already finding important
applications in fields such as quantum chemistry, and
it remains an important challenge to determine what
problems NISQ computers can have a strong impact on
for nuclear physics.

1.2. Nuclear Many-Body Problem

The nuclear many-body problem [44] is a key challenge
for NP theory. Numerical solutions to this problem
with current approaches, such as Green function and
variational Monte Carlo methods [45], are hindered by
an exponential growth in quantum states with increasing
number of nucleons [46], together with a fermion sign
problem [47, 48]. However, with quantum computers the
computational cost of simulating quantum many-body
systems can potentially be reduced from exponential to
polynomial [49]. Such approaches are already finding
application in quantum chemistry [50, 51].
The development of new quantum algorithms that

have application for the nuclear many-body problem is
already underway within NP. For example, Ref. [52]
presents a spectral combing algorithm for finding the
ground-state wave function of a quantum many-body
system that does not require an initial trial wave function
with good ground-state overlap; a quantum algorithm
to calculate the dynamic linear response function of
a quantum system is presented in Ref. [53]; and a
hybrid quantum-classical algorithm for studying the

2A realistic implementation of Shor’s algorithm – that includes
error correction – would currently require millions of physical
qubits [39].
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1. INTRODUCTION

time evolution of out-of-equilibrium thermal states is
given in Ref. [54].

A first step toward a realistic nuclear physics calcula-
tion was taken in Ref. [55], which used the IBM QX5
and Rigetti 19Q cloud quantum computing resources to
determine the binding energy of the deuteron to within a
few percent. A tailored leading-order pionless effective
field theory Hamiltonian provided the theoretical frame-
work for the calculation. The deuteron ground-state
was obtained using the variational quantum eigensolver
algorithm (VQE) [56] with a low-depth version of the
unitary coupled-cluster ansatz (UCC) [57]. The VQE
algorithm is a hybrid method where a quantum com-
puter determines the energy expectation value for a wave
function ansatz, then a classical optimizer supplies new
parameter guesses for the wave function ansatz, and
that continues until convergence. The UCC ansatz for
the wave function has been shown to be exponentially
faster on a quantum computer than on a classical com-
puter [56]. Using these techniques and only a few qubits
on a quantum computer the deuteron’s ground-state bind-
ing energy was found to be within a few percent of the
empirical value.

1.3. Field Theories and Quantum Computing

The best currently available method to calculate static
properties of hadrons – starting from the QCD La-
grangian – is Wilson’s lattice QCD. However, such a
formulation does not provide access to real-time dynam-
ics and systems at finite density [21, 58]. Quantum
computing can potentially overcome this restriction and
significant progress has already been made in this di-
rection. For example, simple bosonic [59, 60] and
fermionic [61, 62] field theories have been formulated
such that they could be studied using a quantum com-
puter, and quantum link models provide an alternative
non-perturbative formulation of non-abelian gauge the-
ories that may allow QCD to be studied on a quantum
computer [4, 5].
An important first step in the simulation of lattice

gauge theories using a quantum computer was reported
in Ref. [63]. Using a few-qubit analog quantum simula-
tor3 the real-time dynamics of spontaneous particle-
antiparticle creation in the vacuum was studied in
1+1 quantum electrodynamics (QED), the so called
Schwinger model [64, 65]. An analog quantum simu-
lator – as opposed to a universal quantum computer –

3See Sect. 2. for a discussion of the different types of quantum
computers.

is specifically designed to simulate a certain class of
physical theories by, e.g., tuning the potential between
atoms or ions in an optical lattice to mimic the physics
of a particular Hamiltonian. The real-time evolution of
the theory can then be studied by measuring the state of
the analog quantum simulator. The Schwinger model
has also recently been studied using IBM’s cloud quan-
tum computing resources in Ref. [66], using a hybrid
quantum-classical algorithm where classical computa-
tion is used to find symmetry sectors on which the
quantum computer evaluates the dynamics of quantum
fluctuations. The ground state of this model has also
been studied with a variational quantum simulator [67].
Analog quantum simulators with up to 50 trapped

ions or atoms (qubits) have already been built [68, 69],
and with their low error rates there exists significant op-
portunities for the further study of lattice gauge theories
using these devices [4, 5]. In particular, with relevant
expertise in atom trapping the development of an analog
quantum simulator program to study lattice field theories
within NP would be a real possibility.

1.4. Entanglement at collider energies

Concepts developed or extended within the field of
quantum information theory, such as entanglement and
quantum entropy, are beginning to impact the interpreta-
tion and understanding of the quark-gluon structure of
QCD bound states and reactions. For example, Ref. [70]
considers the von Neumann entropy of the system of
partons (in this case gluons) resolved by deep inelastic
scattering at small Bjorken x. Their analysis motivates
the interpretation that this von Neumann entropy can
be interpreted as the entropy of entanglement between
the spatial region probed by deep inelastic scattering
and the rest of the target. If this interpretation is correct
then the entanglement entropy of a proton or nucleus
could be studied using deep inelastic scattering, where
event-by-event measurement of the hadronic final state
is made. Such an experiment would be possible at the
proposed electron-ion collider [8].

Another interesting application is the impact of entan-
glement on thermalization in e+e− [71, 72] and heavy
ion [73, 74] collisons. In both these reactions it is ob-
served that the final state particle spectra have thermal
properties, even though re-scatterings effects in the fi-
nal state appear not to be frequent enough to explain
this. An interesting alternative explanation is that this
thermalization is because of quantum entanglement be-
tween the final state particles. Interestingly, such effects
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2. QUANTUM COMPUTING

have already been observed in recent measurements of
isolated quantum many-body systems made of ultracold
atoms [75].
Ideas related to quantum entanglement are also im-

pacting the interpretation of hadron tomography [76, 77],
parton-parton scattering [78], and condensed matter sys-
tems [79, 80]. The interaction of quantum information
theory and nuclear theory therefore provides interesting
new opportunities to understand and interpret strong
interaction phenomena.

1.5. Document Outline

This introduction attempts to provide a snapshot of QIS
in the context of NP. A standard texbook on QIS that
provides background to some of the terms and concepts
discussed in this document is Ref. [49]. This white
paper on “Opportunities for Nuclear Physics & Quantum
Information Science” has been prepared at the request
of the DOE Office of Science, Office of Nuclear Physics.
It represents the outcome of the workshop Intersections
between Nuclear Physics and Quantum information held
at Argonne National Laboratory on 28–30 March 2018
[www.phy.anl.gov/npqi2018/]. This document is a
complement to the white paper “QuantumComputing for
Theoretical Nuclear Physics” which was an outcome of
the workshop Quantum Computing for Nuclear Physics
held at the Institute for Nuclear Theory, University of
Washington, during 14–15 November 2017 [81]. The
outline of the remainder of this document is as follows:
Sec. 2. gives an overview of quantum computing, simula-
tions, and qubit technologies; Sec. 3. discusses quantum
sensors and other opportunities; and conclusions are
provided in Sec. 4.

2. Quantum Computing
2.1. Background

Quantum computing is a new paradigm for computing
where attributes of quantum mechanics are leveraged
to make possible new quantum algorithms that can-
not be implemented efficiently on a classical Turing
machine.4 The fundamental unit of information in a
quantum computer is a quantum bit (qubit), which is
physically implemented by any two level quantum sys-

4A quantum computer with around 300 qubits would contain
more possible states than there are atoms in the universe, it is
therefore conceivable that it would not be possible to implement
certain quantum algorithms on any classical computer.

tem.5 A qubit can take on any superposition of the form
α |0〉 + β |1〉, in contrast to a classical bit which must be
exactly 0 or 1. This feature alone is not sufficient to make
a quantum computer useful, since it resembles an analog
computer where the fundamental unit of information
is an analog voltage. Analog computers lack the basic
error correction protocols which are integral to digital
logic. Quantum error correction is possible however,
where redundant storage of quantum information is used
to protect against specific forms of noise or decoher-
ence [49]. Quantum error correction makes the dream of
universal fault tolerant quantum computing a possibility.
The key feature of quantum mechanics that cre-

ates a quantum computer is entanglement between
a set of qubits. The profound impact of entangle-
ment is illustrated following Ref. [82]; the general
state for a set of n potentially entangled qubits reads
Ψ =

∑
s1s2...sn αs1s2...sn ψs1s2...sn where αs1s2...sn are

complex numbers, the sum is over qubit states, and
Ψ is subject to the usual normalization condition:∑

s1s2...sn

��αs1s2...sn

��2 = 1. A quantum computer with n
entangled qubits therefore contains, and can act upon,
2n − 1 independent complex numbers. In contrast, the
state of a classical memory containing n bits can be
represented by a string of n zeros and ones. Therefore,
for a given number of qubits a quantum computer can
operate on an exponentially greater amount of informa-
tion than a classical computer with the same number of
bits, or conversely, a classical digital computer needs an
exponentially larger amount of memory to simulate a
quantum computer.
A priori it is unclear whether simply having entan-

glement between qubits can in practice result in an
exponential speed improvement of a quantum computer
over its classical counterpart. It also does not appear
to reduce the complexity of NP-complete problems.
Further, entanglement is a necessary but not sufficient
condition to achieve an exponential speed improvement
of a quantum computer over its classical counterpart,
as seen for instance in the Gottesman-Knill theorem.
However, there are several quantum algorithms that have
been proven to provide either exponential or polynomial
speed improvements over any known classical algorithm,
famous examples include Shor’s factoring algorithm [28]
and Grover’s database search algorithm [29].
Beside the difficulty of maintaining entanglement

between a large number of qubits over an extended
period of time, quantum computers also have intrinsic

5Multi-level quantum systems, called qudits, are also possible.
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limitations. For example, while a quantum computer can
store an exponential amount more information compared
to an analogous classical computer, this information is
in general not available to be read out from the quantum
memory. A likely computing model for the foreseeable
future is therefore having a classical CPUbased computer
as the computing hub, which then executes certain tasks
on auxiliary quantum computers. A similar scenario
already exists between CPUs and GPUs.

2.2. Types of Quantum Computers

There exist a number of different types of physical
realizations of a quantum computer. The ultimate goal
is to build a universal quantum computer, which for
the purposes of this document can be considered a
device that can execute any quantum algorithm. This
can be defined as a quantum computer that can execute
a complete set of universal quantum gates an arbitary
number of times, where a set of gates is considered
universal if any function in a given computational model
can be computed to arbitary precision by a circuit that
uses only these gates.
A universal gate set can usually be subdivided into

gates that operate on a single qubit and those that op-
erate on two or more qubits. The former class is used
for the generation of superpositions, while the latter
class is necessary for the generation of entanglement.
The single qubit gates are usually σx(θ) and σz(θ) ro-
tations about the x and z axes of the Bloch sphere.
Because θ can take on any value, this class of gates is
technically infinite, although it is usually considered
sufficient to demonstrate a small number of such ro-
tations. The rotation σx(θ) corresponds to a rotation
between qubit levels, e.g. |0〉 → cos(θ) |0〉 + sin(θ) |1〉.
Then σz(θ) rotations corresponds to a phase shift, e.g.
(|0〉 + |1〉)/

√
2→ [|0〉 + exp(iθ) |1〉]/

√
2.

There is a growing number of known multiple qubit
gates that constitute full sets, where an important ex-
ample is the controlled-not or CNOT gate. In a CNOT
gate, the second qubit has a NOT operation, or σx(π),
performed on it if the first qubit is 1. Nothing is done
if the first qubit is 0. A CNOT gate together with the
two aforementioned single qubit rotations constitute a
universal set of quantum gates [49]. However, quantum
error correction for qubit rotations by an arbitrary angle
θ remains a significant challenge, and therefore only
discrete rotations usually appear as part of a practical
universal gate set.
Another important distinction is between digital and

analog quantum computers. Digital quantum computers
work by executing a discrete set of quantum opera-
tions (gates), which need not be a universal set of gates.
Analog quantum computers or analog quantum simula-
tors [20, 83] are purpose built quantum devices that are
designed to simulate a specific class of quantum systems.
Analog quantum computers are generally not universal,
however in the NISQ era, they may be the most efficient
way to model aspects of quantum systems of interest –
such as lattice gauge theories [5] – in part because they
do not rely on quantum error correction.

2.3. Quantum Simulators

A major motivation for quantum computing has always
been the simulation of strongly coupled many-body
quantum systems, with the reasoning that a quantum
computer would already have built in the essential el-
ements that make these calculations difficult on any
classical computer. A quantum simulator is a collection
of qubits (or other multi-level quantum system) used to
emulate the effects of a Hamiltonian that is precisely
controlled by the experimenter. In order for a quantum
simulator to be more useful than the physical system
it seeks to simulate, it must have some degree of con-
trol not available in the original system. For example,
one could possess the ability to prepare a system in
a particular state, tune the Hamiltonian that governs
dynamics, or measure the quantum state of the system.
The ultimate in controllability would be a full universal
quantum computer, but these systems are limited in fi-
delity and qubit number. So we might ask if it is possible
to achieve the desired simulation with less sensitivity to
noise, even if that comes at the expense of operational
control. For example, the interactions between qubits
could simply be tuned to have the same properties as
the system under study, and allowed to evolve naturally.
In this case, the effect of decoherence will just appear
as noise in the final result, and in fact may be useful
for studying decoherence in the physical system being
simulated. This is closer to what is meant by an analog
quantum simulator.

Analog quantum simulators are typically easier to im-
plement in the lab than their digital counterparts: using
the trapped ion platform as an example, the physical
system can be engineered to behave like interacting
quantum spins, with long-range interactions due to the
underlying Coulomb interactions [68]. For quantum
computing experiments, great effort is devoted to tai-
loring them (e.g. through temporal pulse shaping) into
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arbitrary two-qubit gate operations [84]. However, in
an analog setting, the quantum simulation will exhibit
the long-range behavior naturally [68], and hence could
potentially be engineered to yield nuclear potentials with
intrinsic long-range components, such as pion-exchange
mediated forces between nucleons in effective field theo-
ries. Another example is the quantum simulation of the
Schwinger model [63], which leveraged the naturally im-
plemented long-range gates to produce the gauge degree
of freedom within an ion chain. The primary advantage
of a quantum simulation for nuclear many-body or gauge
theory problems, therefore, is in reducing the qubit re-
quirement of a fully digital computation, avoiding the
costly discretization of some of the dynamical degrees of
freedom by mapping them onto continuous interactions
present in the simulator.

The simulations of an analog quantum simulator nec-
essarily inherit some features of the physical qubit. This
can be advantageous - for instance, the N-fold spin sym-
metry (N > 1) of cold atom systems is an essential
feature used in proposals to simulate SU(N) and U(N)
non-abelian gauge theories. In other ways it can be dis-
advantageous, since the physical qubit must be chosen to
match the system we wish to simulate. Some examples
of relevant systems include neutral atoms [85], trapped
ions [86], and artificial atoms such as superconducting
qubits [87]. A universal quantum computer on the other
hand will be much more flexible as the computation
will be agnostic of the underlying implementation. The
practical issue is whether the “gate compiling” can be
done efficiently, so as to render a circuit that could run
on near-term quantum machines, before the computation
is spoiled by decoherence time and systematic errors.
From this perspective, analog systems could do better in
the near to intermediate term due to the simultaneous
nature of the interactions as well as larger system sizes.
It is possible that gate compiling challenges could be
addressed with further investment in algorithms devel-
opment. Therefore, the co-existence of the two types
of experimental approaches is crucial, and the develop-
ment of analog-digital mixed approaches would assist
in solving interesting problems in the NISQ era [40].

2.4. Qubit Technologies

The road to a full, universal, digital quantum computer
that is consistently faster than its classical counterpart
is probably decades long. Moreover, we should not
forget that quantum computers scale better than classical
algorithms only for specific problems, so it may be

that even a fully mature technology will not improve
performance for most computational problems. For
these reasons, we should strategically seek out problems
for which quantum algorithms and technologies have a
strong advantage, so as to have the largest impact in the
near to intermediate term, with an eye towards long-term
success. As we have seen, nuclear physics holds several
such problems that, if solved, can have a real impact on
our understanding of nature.

No one today is able to foresee what type of qubit will
be most important to a future quantum computer, which
may actually rely on a combination of qubit types, or
indeed the key technologies may not yet even be invented.
Qualities such as gate fidelity and coherence time need
to be improved for all existing qubit technologies, but it
is not clear where the breakthroughs may occur. Or for
instance, hybrid qubits combine the strengths of different
technologies to make a system capable of overcoming
their individual weaknesses. We should not therefore
restrict research to any one qubit technology, because
future progress on quantum computing could be dra-
matically stymied. Moreover, as seen in the workshop,
a broad-based approach to QIS has enabled many new
technologies that have positive feedback to fundamental
research in the form of quantum sensors. Thus, it would
be a disservice to the field to prematurely select a favored
direction. However, it may be appropriate to form a
panel responsible for setting time lines or benchmarks
to gauge progress towards problems of interest to DOE.

2.4.1. Trapped Ions

Trapped ions are an exemplar case for the synergy be-
tween academia, national labs, and industry in develop-
ing quantum technologies. In fact, national labs have
played a central role in trapped ion quantum computing
from the beginning; the first demonstration of any 2-
qubit quantum gate was performed at NIST-Boulder, and
national labs such as Sandia continue to play a key role in
developing the trap technology that is crucial to the huge
progress in this field, as we heard in the presentation of
Daniel Stick. Further progress in this field will demand
a level of engineering support often not available in a
University setting, which is where national laboratories
can serve as a bridge, assisting in the perfection of the
technologies that will ultimately be needed as ion trap
quantum computing makes the transition into industrial
production and application. We heard about the state
of this exciting area from Chris Monroe’s presentation,
where he showed us the power of collaborative efforts
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between academia, national labs, and startup compa-
nies. Trapped ions are also a good example of qubit
technologies that can be adapted to basic physics re-
search, as we heard from John Bollinger’s presentation
on how entangled ensembles of ions can be used as an
extremely sensitive force and electric field sensor, with
implications for tests of fundamental physics. Finally,
as discussed by Christine Muschik and Chris Monroe,
trapped ions have also made excellent progress recently
in the simulation of quantum field theories, such as 1+1
quantum electrodynamics.

2.4.2. Neutral Atoms

Ultracold neutral atom systems are tremendously rich
in their quantum interactions, which has been exploited
over years of research at many academic institutions to
produce a variety of synthetic, designer Hamiltonians
using such phenomena as Rydberg blockade, exchange
interactions, and Feshbach resonances. That richness
makes neutral atom qubits ideally suited to analog quan-
tum simulation, in addition to digital quantum computing.
This is because once the synthetic Hamiltonian is imple-
mented on the cold atom system, its ground state can be
found, or a state can be prepared and evolved. One advan-
tage is that we can naturally incorporate fermionic and
bosonic degrees of freedom into this state, correspond-
ing to fermionic and bosonic atomic species included in
the lattice, as exhibited in the talk by Erez Zohar and
also in Refs. [5, 88]. Thus, by combining various con-
trollable interactions, it is possible to build simulators to
emulate unique quantum systems, which may someday
include quantum chromodynamics. Indeed, many of
the extant proposals for simulating new gauge theories
utilize this approach. As has happened for trapped ions,
there is an opportunity for DOE to advance neutral atom
technology by fostering partnerships that bring together
technological expertise from diverse fields. In his pre-
sentation, Mark Saffman discussed one specific example,
suggesting a partnership bringing spatial light modula-
tion (SLM) technology expertise at ANL to bear on the
problem of single qubit addressability. The richness of
cold atom interactions includes the possibility to form
cold molecules, which is a young and exciting area of
research. Cold molecules can be used for enhanced
searches for electric dipole moments (discussed in the
quantum sensors section), or, as discussed by Bryce
Gadway, used to enable new interactions for quantum
simulators or computers.

2.4.3. Superconducting Flux Qubits

Qubits based on superconductors have made dramatic
progress in recent years, and today they are probably
the most important technology in the commercial space.
The “cloud computing” machines of IBM, Rigetti, and
others are all based on this technology, and thus so is
the quantum calculation of the deuteron mass presented
by David Dean. In comparison with trapped ion or
neutral atom systems, superconducting flux qubits have
extremely fast gate times, but comparatively short coher-
ence times that typically limit their operational fidelity.
A large improvement in their coherence times would be
transformational to quantum computing, but this will
require difficult development in materials, microfabri-
cation techniques, or superconducting technologies that
may be beyond the capabilities of the university system.
These are areas of strength for national laboratories
and DOE, so this presents a natural opportunity for
collaboration that could have huge impacts on quantum
computing, as discussed by Alex Romanenko and David
Schuster in their presentations.

2.4.4. Quantum Defects

Quantum defects such as nitrogen vacancies have found
many roles in quantum information science, such as
single photon production for quantum cryptography,
solid-state qubits, and tests of the foundations of quantum
mechanics. They are used for electric and magnetic field
measurement, as well as microscopic thermometers.
These myriad applications suggests utility as quantum
sensors, and indeed they have proposed to enhance
precision measurements ranging from WIMP searches
[89] to chemical identification of picoliter volumes,
such as proteins in a single living cell [90]. Again,
these devices are limited in coherence time, which is a
problem best addressed as a materials purity concern.
One way nuclear physics could contribute to this area
of research is in providing highly isotopically enriched
samples, as outlined in the Isotopes section.

3. Quantum Sensors & Other Oppor-
tunities

A qubit, being simply an isolated and controllable
two-level quantum system, is not only the basic unit of
quantum computing, but really themost basic of quantum
systems. Thus, a variety of measurement techniques,
including vapor cell magnetometry and nuclear magnetic
resonance have qubits at their core. However, a true qubit
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is generally tuned to be highly insensitive to external
interactions, whereas quantum sensors are instead tuned
to be highly sensitive to specific fields or interactions.
This suggests that techniques originally developed to
control qubits might bear fruit in measurement science.
One remarkable result is squeezing, which is a special
case of Heisenberg-limited metrology, where quantum
correlations between particles are used to reduce the
shot noise limit [6]. In this case, sensitivity can improve
linearly in the number of particles, rather than

√
N , and

has been shown in specific cases to improve experimental
sensitivities by 1 or 2 orders of magnitude. Experiments
that utilize these types of quantum sensors tend to be
dominated by the demands of the sensor itself, to the
point where often the quantum sensor is the experiment,
as is the case for electric dipole moment measurements.
Investment in QIS has repeatedly yielded residual

benefits across basic science. Frequently, we find tech-
nologies developed for QIS which may not satisfy the
narrow definition of quantum sensors, but still have
application elsewhere in the form of sensitive detectors,
such as superconducting nanowires, nitrogen vacancy
centers, or Rydberg atoms. Through collaborative ef-
forts to improve these technologies, QIS and NP can
benefit from new investments in basic science. Some
opportunities are outlined below.

3.1. Electric Dipole Moments

Searches for electric dipole moments (EDMs) are per-
haps the cleanest example of a quantum sensor applied
to fundamental symmetries research. We know that the
observed baryon asymmetry of the universe demands
that there be undiscovered sources of CP-violation hid-
den somewhere in nature, since the currently known
sources of CP-violation are insufficient to create the
abundance of normal matter in the universe. EDMs
are sensitive to CP-violation, and so non-zero EDMs
are a generic feature of physics theories that extend the
Standard Model. Indeed, nature’s bizarre preference for
EDMs that are almost exactly zero has placed some of the
strongest constraints on new physics theories ever since
Ramsey performed the first neutron EDM experiment
in the 1950s. Today, a collection of EDM experiments
together constrain the complicated phase space of CP-
violating theories beyond the Standard Model, including
the electron and neutron, and EDMs from the nuclei of
mercury, xenon, radium, and thallium fluoride. These
experiments generally work by measuring the Larmor
precession frequency of some atom or nucleon in the

presence of an electric field. In this case, the electric
field will cause a shift to the precession frequency if
and only if the subject possesses an EDM. Because it
involves the conversion of a signal into a frequency, this
technique enables experiments of exquisite precision and
sensitivity. That same aspect make these experiments
strong candidates to benefit from quantum sensing tech-
niques, such as spin squeezing and electron shelving,
which can dramatically improve the detection of phase
[91, 92]. The demonstrated gains with spin squeezing
in recent years are impressive, giving signal to noise
improvements of one to two orders of magnitude over
the standard quantum limit [91], with a commensurate
improvement to EDM sensitivity to be expected. Few
experiments today can take immediate advantage of
such improvements, however as the next generation of
cold-atom and cold-molecule EDM experiments come
on line, they will have the ability to take advantage of
these techniques, vastly improving our understanding
of CP-violation within the nucleus. Another exciting
direction with connections to QIS is the search for EDMs
with cold molecules. The effective electric field within
a molecule is roughly 1000 times stronger than what
can be achieved in the lab, with a similar improvement
in the sensitivity reach of molecule-based EDM experi-
ments. Such improvements have already been realized
for electron EDM searches, but are still in their infancy
for nuclear-based experiments.
An alternative explanation for the CP problem is the

axion. Axions are a highly parsimonious theory, and
could simultaneously explain the lack of CP-violation
in the nucleus as well as the observed abundance of
dark matter throughout the universe. In this theory, the
physical parameter describing CP-violation underwent
spontaneous symmetry breaking in the early universe,
thereby destroying the evidence of CP-violation while
leaving behind a pseudo-Goldstone boson called the
axion. This new massive particle would then permeate
the universe while interacting very weakly with ordinary
matter, thus becoming the source of the dark matter
we now observe. The axion could cause a non-zero
but oscillating EDM in nuclei if several requirements
are satisfied: it must exist, it must be the constituent
particle of dark matter, it must be ultralight, and the
Earth must reside in a sizable patch of dark matter
[93]. Since the average EDM is still zero, all previous
experiments would have been ignorant of the non-zero
EDM. A new generation of experiments are now being
designed that will be sensitive to this interesting physical
model, such as CASPER and ARIADNE (presented
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by Andrew Geraci). In fact limits have already been
placed on this kind of dark matter using neutron EDM.
These experiments explore a very different region of
phase space frommore traditional WIMP searches, since
the dark matter particles considered here have masses
less than an electron volt, which would be completely
undetectable in a nuclear recoil experiment due to the
low momentum transfer.

3.2. Superconducting Technologies

The Department of Energy has a long history of sup-
porting development in superconducting devices, which
have taken a central stage in quantum computing and
now present a strong opportunity for cross-pollination
between NP and QIS. Transition edge sensors (TESs)
and superconducting nanowire single-photon detectors
(SNSPDs) are two such technologies, presented byAaron
Miller and Clarence Chang. These devices are made
from thin films of superconducting material and exploit
the fact that the superconducting phase transition is very
narrow in order to detect single photons that have ener-
gies as high as MeV or as low as the microwave regime.
Because they entail a phase transition and the interaction
is thermal, these devices have extremely high quantum
efficiencies, 50% for TESs and over 90% for SNSPDs,
and SNSPDs are also extremely fast, with timing reso-
lutions of order 10 picoseconds. TESs have even been
shown to have excellent energy resolution, a rarity for
detectors of photons with this energy. These instruments
have previously been used for quantum cryptography,
where the high detection efficiencies are critical, but are
now being leveraged by researchers at Argonne for use
in fundamental symmetry studies and cosmology. For
example, TES’s are used at the South Pole telescope
to measure the cosmic microwave background. They
are also being built with energy resolution sufficient
for use in the CUPID neutrinoless-double beta decay
experiment, where they will help in the identification
of decay events. Superconducting detectors could also
have promising applications in detectors for colliders,
possibly addressing challenges in timing resolution, as
outlined in Jose Repond’s presentation. Several tech-
nological challenges must first be overcome. However,
progress is being made to produce versions that are
radiologically hard and resistant to high magnetic fields,
which could open the door to possible SNSPD-based
calorimeters suitable for detectors at locations such as
the future electron ion collider.
Due to their structure, superconducting flux qubits

tend to have coherence times of order 100 µs. This is
a major disadvantage of superconducting qubits when
compared to atom or ion trap-based quantum comput-
ers which routinely have coherence times measured in
seconds. However, the DOE has world-class experience
in building superconducting cavities with coherence
times of many seconds. If these technologies could
be successfully interfaced, the combination could be
transformative for superconducting qubit technology and
quantum computing as a whole. This is precisely the
objective behind the University of Chicago-Fermi Lab
qubit collaboration, discussed by David Schuster and
Alex Romanenko, which seeks to create a quantummem-
ory for long-term storage of qubits during computation,
using transmons. One challenge they seek to address
is to produce superconducting cavities that retain their
high quality factor when they contain only a few photons.
Feedback to basic physics research is very strong in this
case, since similar cavity technology is used to search
for Primakov decay of axion-like dark matter. If an
axion-like particle passes into a high-Q superconducting
cavity that is resonant with the axion mass, a decay
mode will be hugely enhanced, where the axion decays
into two photons which can then be detected. A num-
ber of experiments have been designed to exploit this
technique, such as the ADMX and HAYSTAC collabora-
tions, which complement the Oscillating-EDM method
discussed earlier for detection of low mass dark matter.
National labs have considerable expertise in these areas,
including design and manufacturing, that could prove
beneficial to progress in quantum computing in industry
as well as fundamental physics research.
National labs have considerable expertise in these

areas, including design and manufacturing, that can ac-
celerate development of these techniques. Indeed, other
quantum critical transitions, besides the superconducting
one, may provide a general avenue for designing new
quantum-limited detectors suitable for nuclear physics
applications [94]. Such detectors could prove beneficial
to progress in quantum computing in industry as well as
fundamental physics research.

3.3. Field Detection

The oldest examples of quantum sensors, such as vapor
cell magnetometers, are sensitive to magnetic or electric
fields. Some more recent examples include trapped
ions (John Bollinger), Rydberg atoms (Georg Raithel),
and quantum defects, such as nitrogen vacancy centers.
As Georg Raithel showed us, Rydberg atoms are being
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developed as a source of absolute calibration for RF field
intensities, which has potential applications to measure-
ments for DOE facilities. Precision measurements on
Rydberg atoms can also be used to improve constraints
on the Rydberg constant, with direct relevance to the
proton radius puzzle. Andrew Geraci presented on opti-
cally levitated nanospheres, which when cooled to their
quantum ground state, have fantastic potential for tests
of modified gravity at short distances. John Bollinger
showed us how highly entangled systems of trapped
ions can be used not only for quantum simulation, but
also how squeezing can perform extraordinarily precise
measurements of force, with implications for searches
of ultralight dark matter. Measurement of forces and
fields is a basic operation of precision measurement
and tests of fundamental symmetries, and some of the
most exciting developments today take advantage of QIS
techniques.

3.4. Isotopes

There are several applications for isotopes in quantum
information. One is closely related to elimination of
magnetic noise in so-called quantum defects, such as
Si:P or nitrogen vacancy (NV) centers. Quantum de-
fects are optically active spin sites embedded in some
substrate; carbon diamond for NV centers and silicon
for phosphorus. These devices have many applications
in QIS, such as single photon generation, magnetic
and electric field detection, or in quantum computing
as qubits. Like superconducting qubits, these devices
generally have extremely limited coherence times. For
these examples, however, it is known that the coherence
time is limited by the presence of nearby isotopic im-
purities that possess a magnetic dipole, carbon-13 or
silicon-29 to be specific. By using a highly enriched
substrate, the coherence times of these systems can be
enhanced by orders of magnitude, a key requirement for
several applications [95, 96]. It should be noted that
in the past magnetic noise from these impurities have
been controlled using techniques very familiar to nuclear
physicists, including hyperpolarization and dynamic nu-
clear polarization [97]. There are some substrates where
this will remain true because no spin-0 nucleus exists
for the constituant atoms, such as for GaAs substrates.
Isotopic impurities may be responsible for noise in other
quantum systems as well - its been suggested that noise
in superconducting flux qubits is caused by environmen-
tal radioactivity, which suggests qubit coherence time
could be improved using the same approaches developed

by nuclear physics for precision measurement, such as
neutrinoless double beta decay. Identification of needs
and capabilities for isotopically pure samples may call
for a roundtable discussion to coordinate efforts between
QIS and NP experts.

There are some examples in ion trap quantum comput-
ing where a specific isotope is desirable due to its nuclear
spin. For example, there is only one naturally occurring
isotope of calcium with nuclear spin, Ca-43, which has
an abundance of only .135%. Thus, qubits based on
calcium generally do not take advantage of long-lived
nuclear coherence, because Ca-43’s scarcity makes it
difficult to trap. A robust source of isotopically enriched
Ca-43 would enable new qubits that are rarely used today.
Barium-133 is another interesting opportunity. Spin 1/2
nuclei are especially desirable in ion trap QC due to
the simplicity of state preparation and readout, while
barium ions are desirable due to the long wavelength
of its optical transitions, which facilitates long distance
communication between ions. Unfortunately, the stable
isotopes of barium have either spin 0 or spin 3/2. The
only exception is the radioisotope barium-133 (halflife
10.551 years, spin 1/2), which has recently been demon-
strated for use as a qubit [98], and has the potential to
overcome several long-standing limitations. Universi-
ties and national labs can work closely in the creation,
preparation and handling of such isotope samples.

3.5. Ghost Imaging

Ghost imaging is a technique that exploits particle corre-
lations to produce an image of an object without having
spatial resolution on the particles that scatter from the ob-
ject itself [99]. This in principle can enable researchers
to image an object using an entangled particle of dif-
ferent wavelength or even type than what the object is
exposed to. For instance, although an object might only
be opaque in the infrared, it can be imaged with entan-
gled visible photons, where cameras are much cheaper.
This has been demonstrated with photons for many years,
but more recently it and related techniques have been
employed to exciting effect with electrons, having keV
or MeV energies. The ‘quantum electron microscope’
is a variant of this technique used to perform electron
microscopy without damaging the surface imaged [100].
More recently, MeV energy electrons were used to image
an aperture without any spatial resolution on the high
energy electron [101]. What if this technology could be
extended in to the GeV energy range relevant to medium
and high energy physics? Ghost imaging could enable
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entirely new detector or source schemes, where the rele-
vant degrees of freedom of the electron wave function
are mapped onto initial or entangled final states that are
more easily accessed.

3.6. Data Analysis

The ultimate purpose of quantum computing is to build
devices that are capable of executing algorithms faster
than any classical algorithm achieving the same task.
These algorithms are necessarily quantum in nature,
and cannot always be understood using the traditional
paradigms of classical computing, which inherently lack
the basic operations that enable the quantum speedup.
The types of problems that are known to have an effi-
cient quantum analog are relatively small in number,
although some of them potentially have very general
use, such as the quantum Fourier transform, Grover’s
algorithm for database search, and matrix inversion [49,
102]. If these known algorithms could be used in concert
with modern computers, like a quantum co-processor, it
could present an opportunity for an early application of
quantum computing. With the right choice of algorithm,
nuclear physics could benefit substantially in the form of
improved data analysis capabilities. Clearly, technical
challenges remain, not only in terms of demonstrating
quantum supremacy for a specific problem, but also in
terms of transferring data onto the co-processor effi-
ciently, and managing the small number of noisy qubits
which are likely to be available in the near to interme-
diate time frame. Even if a processor with quantum
supremacy is demonstrated, this input/output problem
must be solved in order to not obviate the advantage the
co-processor enables in the first place. That sort of chal-
lenge is one where collaborations of the kind described
here could excel, with engineering and computing exper-
tise provided in conjunction with universities and private
industry capabilities. Due to the enormous significance
of such technology, including to nuclear physics, a com-
pelling data analysis application could mobilize many
researchers within DOE to work on this topic.

4. Conclusion
The road to universal quantum computing is just be-

ginning but is likely paved with numerous opportunities
which will further basic science and nuclear physics.
These opportunities include potentially transformative
new approaches to the calculation and simulation of
nuclear systems, and new detectors for nuclear physics

experiments. As we have discussed, QIS can address
several challenges faced by nuclear physics, and QIS in
turn will benefit from development through real-world
problems. Incubation of these technologies for applica-
tions in physics will have broad consequences not only
for our understanding of nature but also for computation
generally. To strategically identify relevant problems
and technologies a new community working at the in-
tersection of nuclear physics and quantum information
should be fostered, who can carefully identify and ex-
ploit these opportunities. The myriad and significant
technical challenges will demand the combined capa-
bilities of academia, national laboratories, and industry,
but their solution can bear rewarding fruit for both QIS
and nuclear physics. Herein, we have outlined a starting
point for how such a collaboration may begin and some
of the promising directions it could pursue.
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