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Abstract—Bulk data transfer is facing significant challenges in the coming era of big data. There are multiple performance bottlenecks along the end-to-end path from the source to destination storage system. The limitations of current generation data transfer tools themselves can have a significant impact on end-to-end data transfer rates. In this paper, we identify the issues that lead to underperformance of these tools, and present a new data transfer tool with an innovative I/O scheduler called MDTM. The MDTM scheduler exploits underlying multicore layouts to optimize throughput by reducing delay and contention for I/O reading and writing operations. With our evaluations, we show how MDTM successfully avoids NUMA-based congestion and significantly improves end-to-end data transfer rates across high-speed wide area networks.

Index Terms—Big data, data transfer, network, storage, I/O, NUMA.

I. Introduction

Although Big Data has recently become a hot topic in the digital advertising and social media industries, it has been a driving force in scientific discovery for many years [1]. For example, the Large Hadron Collider (LHC) instrument is expected to produce raw data flows at levels in excess of 25GB/s [2]. The U.S. Department of Energy (DOE) supercomputing facilities (NERSC, ALCF and OLCF) annually generate hundreds of petabytes of simulation data [3]. Those extreme data volumes are typically stored in geographically dispersed facilities with large storage systems. Scientists often need to transfer large data sets from a storage system at one facility to computation resources at another facility for analysis or visualization purposes. Therefore, end-to-end data transfer rates, i.e. from source to destination storage systems, are considered to be the key performance metric that has critical impact on the efficiency and success of big data workflows. To optimize end-to-end data transfer rates, a great deal of effort has been invested in upgrading the performance characteristics of storage systems and network infrastructure. For example, DOE sites have widely adopted parallel file systems such as Luster to support high performance I/O and large data sets. Network carriers, such as DOE’s Energy Sciences Network (ESnet), have upgraded their networks to 100Gb/s technologies and are planning to deploy 400Gb/s and 1Tb/s capabilities in the future [4-7]. But those storage system and network infrastructure enhancements only contribute to improvement in data transfer rates either on network links or in local storage systems. They do not necessarily lead to a matching improvement in overall end-to-end performance. To optimize end-to-end performance, many science research sites deploy data transfer nodes (DTNs), which are purpose-built Linux servers dedicated to the function of wide area data transfer [8]. DTNs connect the wide area network services to the local storage systems, moving data from the local storage system to remote site over the network and vice versa. As the pivot points in the end-to-end data movement path, DTNs, and the data transfer tools they are using to execute data movement jobs, play a key role in optimizing end-to-end data transfer rates. To date, data transfer tools such as GridFTP [9-10] and BBCP [11] are commonly deployed on DTNs to support bulk data movement. These tools implement many useful data transfer features, including transfer resumption, partial transfer, third-party transfer, and security infrastructure services. There have been numerous state-of-art enhancements in the current generation of data transfer tools to speed up performance. Parallelisms at all levels (e.g., multi-stream parallelism [9] and multi-path parallelism [13-16]) are now widely implemented for bulk data movement, providing significant improvement in aggregate data transfer throughput. However given the ever increasing data volumes and data movement needs, these data transfer tools may not sufficiently answer the emerging challenges for data movement in big data environments. Even today, data transfer rates are often low enough that only a modest fraction of the network bandwidth available for the transfer gets utilized. In particular, the time to transfer the lots of small files (LOSF) [17] is much longer than that to transfer a single file with the same aggregate size, despite optimization efforts such as multi-streaming and pipelining. It is critical to improve data transfer tools’ performance on DTNs to optimize end-to-end data movement in big data environments.
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The emergence of multicore platform architectures has provided another avenue for improvement in data transfer rates. Today, it is normal for DTN servers to support 16, 24, or even more cores on the motherboard. The memory on the board has expanded to tens of Gigabytes, and can be efficiently accessed with NUMA technology. Disk I/O and network I/O also has many new features. For example, a network interface card (NIC) can use Intel’s flow director technology to enable multiple cores to process individual network flows in parallel, thus attaining higher aggregate throughput. With more performance hardware, there is pressure on the software side to be more intelligent and efficient, to take advantage of these hardware enhancements. For example, multiple cores increase opportunities for parallelism, but contention on the interconnections between NUMA nodes could drag throughput down if related threads are misplaced. Similarly, flow director on a NIC could steer individual traffic flows to the cores where their application resides, but the possible OS load balancing can still cause packet-reordering, and result in degraded TCP performance. The current generation of OSes has limited capabilities for such resource management, and may even induce adverse impacts on performance. Therefore, it is up to the data transfer applications themselves to manage the underlying resources as efficiently as possible, particularly the storage and network I/O operations, to achieve high performance. These observations strongly motivate us to develop a new data transfer framework that optimizes data transfer performance on DTN platforms.

We investigate the issues related to designing a data transfer tool that can fully exploit zero-copy, multiple threads, pipeline, and underlying hardware features. In particular, we focus on the scheduling of the threads performing disk I/O and network I/O, to achieve high throughput performance. Our efforts seek to avoid NUMA interconnect contention and delay while protecting from the potential negative impacts of OS load balancing. With these design considerations, we develop Multicore Aware Data Transfer (MDTM) [12]. In this paper, we present MDTM, a bulk data movement tool for use on DTNs to provide high end-to-end data transfer rates across wide area networks and local storage systems. Our primary contribution is a multicore aware scheduler that accommodates I/O reading and writing tasks and assigns I/O threads to specific cores and NUMA modules for optimal throughput. By contrast, existing data transfer tools depend on the OS to place the I/O threads to certain NUMA nodes and those threads might migrate to cores, typically based on load considerations. As a consequence, I/O threads are not specifically placed close to the I/O device controller. Longer delay for reading and writing I/O devices, as well as traffic contention on the NUMA interconnects potentially degrade the end-to-end performance. Our proposed scheduler, on that other hand, takes locality into account when making the allocation decision, and favors I/O operations executed on the same NUMA node as the source/destination devices. Similarly, the memory allocation follows the CPU-affinity principle, with the threads sharing memory are assigned to the same node to avoid inter-node traffic.

In the final section, we conduct comprehensive evaluations of our MDTM software package, using DTNs at Fermilab (Chicago) and the University of Florida, which are connected via ESnet wide area network. We evaluated the data transfer performances in typical scenarios as well as with various transfer loads similar to realistic transfer tasks. We compare our results with GridFTP. Our evaluations show MDTM software can achieve significantly higher performance than current generation data transfer tools.

II. Background

We first introduce the multicore platform for bulk data movement applications. Next we define the I/O optimization challenges in the scheduling data reading and writing tasks.

A. Inefficiency of OS scheduling for Multicore and NUMA Systems

Mainstream OS schedulers apply thread-independent scheduling policies, which schedule threads independently, regardless of application types and dependencies. Periodically, an OS scheduler will balance load across cores to facilitate load balance. A busy data transfer server, using a multi-stream data transfer tool such as GridFTP or BBCP, will often handle hundreds or thousands of parallel data flows. When a data transfer request arrives, multiple threads are created and distributed across the cores. On NUMA-based systems, the thread distribution may not account for the NUMA architecture. Even after threads have been created, the kernel may run dynamic load balancing and migrate threads to different cores. Threads that need to access large amounts of data from remote NUMA nodes, may suffer performance degradation due to remote latency overhead and NUMA interconnect contention [18]. Figure 1 shows such a scenario, with two separate data transfers having their threads distributed across NUMA nodes. Default OS scheduling (independent scheduling) may result in many high-latency inter-node communications (solid lines). If threads sharing the same data can be clustered and scheduled on the same NUMA node, communication overheads (dashed lines) can be significantly reduced.

Bulk data transfers involve resource-consuming network I/O operations on the end systems. Investigations indicate that on multicore systems, efficient network I/Os require CPU core affinity on network processing [19]. Figure 2
illustrates the differences in scheduling with and without I/O locality support. Core affinity can significantly increase system performance in terms of reducing contention for shared resources, minimizing software synchronization overheads, and enhancing cache efficiency. However, with existing NIC technologies, multicore systems have difficulty supporting core affinity in network I/O processing. For example, Receive side scaling (RSS) [12] lacks a critical data steering mechanism to automatically steer incoming network data to the same core on which its application thread resides. This absence causes inefficient cache usage whenever an application thread is not running on the same core that RSS has scheduled the received traffic to be processed. The result is degraded performance. Another example is Intel’s Flow Director technology that can cause packet reordering if process (or thread) migration occurs [21]. Again, degraded performance will normally be the result. Research results over the past several years clearly show that traditional OS scheduling constrain performance on multicore systems, and in particular on NUMA systems. A more deterministic and application-sensitive approach to scheduling is needed.

Figure 2. Scheduling without and with Locality

B. Related Work

D. Tam [22] proposed a sharing-aware scheduling strategy on multicore systems. The researchers designed and implemented a scheme to schedule threads based on sharing patterns detected online before locating sharing threads onto the same processor. Experiments demonstrated the effectiveness of the sharing-aware scheduling strategy. Co-scheduling is another type of thread-dependent scheduling scheme. Co-scheduling is a scheme that schedules related threads or processes to run on different processors simultaneously. Thus far, thread-dependent scheduling mostly lies in the research realm.

Studies on NUMA I/O shows that I/O throughputs can be significantly improved if an application’s threads can be placed on cores near the I/O devices they will utilize [19, 20]. However, these studies only consider one type of I/O devices. In the real world, applications typically need to access multiple and different types of I/O devices, including NIC cards and disks. If these I/O devices are located on different NUMA nodes, scheduling for I/O locality becomes much more complicated.

The authors in [23] discuss scheduling policies that address shared resource contention on NUMA systems. Their scheduling policies are built on a classification scheme for threads, and addresses contention in the memory subsystem.

With the proliferation of NUMA systems, user-level control of thread and memory placement has proven to be effective. Many large applications with high numbers of concurrent threads have chosen to handle system resources (thread scheduling, memory placement) within the application itself. OSes such as Linux, Windows, and FreeBSD provide scheduler affinity APIs allow user space applications to specify that threads be pinned to particular cores, and memory be placed on specific NUMA nodes. Using Linux scheduler affinity APIs, S. Blagodurov et al. developed an online user-level scheduler to test the efficiency of scheduling algorithms on real multicore systems [24]. In addition, to facilitating multi-threaded parallel programming, researchers have developed parallel programming runtime libraries. These runtime libraries insulate users from the complexity of user-level control of thread and memory placement.

III. Design of MDTM

MDTM is motivated to address performance bottlenecks on DTNs for large data transfers. In this section, we describe our design rationale behind the MDTM implementation. We also describe the key technologies used in MDTM’s multicore-aware I/O scheduling.

Our design goals are: 1) reduce the I/O and memory access delays; 2) prevent traffic contention over the NUMA interconnects; and 3) prevent packet loss on the NIC.

A. Pipelined I/O Centric Design

Data transfer applications are I/O intensive. They read data from source disks or network NICs, and then write to the destination disks or network NICs. It is normal practice for the current generation of data transfer tools to use many threads for execution of parallel I/O operations on different cores to achieve higher throughput. However, we cannot ignore the fact that every I/O controller has the maximum capacity. Too many threads requesting concurrent services from the same I/O controller will saturate the I/O controller, or cause performance degradation from excessive contention. With that in mind, we argue that only a small number of threads should be used to access a specific I/O device simultaneously. The number of threads should be determined by the specific I/O device’s capacity. Furthermore, we divide a single transfer task into two parts: reading from the source, and writing to the destination. We make those two sub-tasks work in pipeline fashion by assigning them to different threads. MDTM implements the above considerations by adopting a pipelined I/O centric design.

As shown in Figure 3, MDTM pre-allocates certain number of dedicated I/O threads depending on that specific device’s I/O capacity. Typically, four types of I/O threads will be created by the MDTM:
In addition to those I/O threads, MDTM also creates a management thread to handle user requests and management-related functions.

Figure 3. Pipeline I/O Centric Design

After determining the number of threads used for the specific I/O device, MDTM then calls its I/O scheduling service to assign those I/O threads to specific cores. We will discuss the design of the MDTM scheduler in the next section. After the scheduler selects the cores and places those threads on those cores, MDTM pins each thread to the chosen core. This design has two major goals: (1) enforcing I/O locality on NUMA systems; and (2) preventing process migration of I/O threads, thus preserving core affinity. The MDTM design reduces I/O operations’ delay by preserving I/O and core affinity, as well as protecting against the adverse effects of kernel load balancing on I/O operations.

Typically, an MDTM I/O thread is dedicated to a specific core. No other threads will be scheduled on that core while the I/O operation is under execution. The MDTM scheduler partitions system cores into two zones – MDTM zone and non-MDTM zone. MDTM I/O threads run in the MDTM-zone, while other applications threads are confined to the non-MDTM zone. With this design, MDTM eliminates other applications’ threads contending with MDTM threads, thus resulting in optimum data transfer performance for an MDTM application. It should be noted that the MDTM management thread is assigned to the non-MDTM zone, since management thread performance considerations are minimal.

Heavy data transfer tasks involve a significant amount of memory buffer operations. To avoid costly memory allocation/de-allocation along the critical path for data transfer, MDTM pre-allocates multiple data buffers, and manages them in a data buffer pool. More importantly, data buffers are pinned and locked to avoid being paged to the swap area or involved in memory migration. Data buffers are recycled and reused.

MDTM executes data transfers in a pipelined manner. In the sender, the management thread first preprocesses the data transfer request. A data transfer task is typically split into multiple subtasks. A subtask can comprise file segments, a group of files, or file folders. Subtasks are then put in a task queue. Disk/storage reader threads keep fetching subtasks from the task queue. For each subtask, data will be first fetched from storage/disk(s) into empty buffers. Filled data buffers are temporarily put in a buffer queue. Concurrently, network sender threads continue fetching filled data buffers from the buffer queue, and sends data to the network in parallel on multiple TCP streams. In the receiver, data will be received into empty buffers via network receiver threads; afterwards, the filled buffers will be passed over to storage/disk writer threads to move the data into storage/disk(s).

B. Application-Level I/O Scheduling

The placement of I/O threads and memory is the critical decision in achieving high performance. Current data transfer applications depend on the operating system (OS) to schedule the user threads and allocate memory. Most existing OS schedulers use a distributed run-queue model, in which the scheduler maintains one run queue per core. The scheduler applies a thread-independent scheduling policy, which schedules threads independently, regardless of application types and dependencies. Periodically, the scheduler balances the load across cores to facilitate system load balance. In the case of NUMA systems, the load balancing is across all NUMA nodes. Such dynamic load balancing may result in frequent thread migration, leading to higher-latency inter-node communications, and an overall degradation in data transfer performance. Furthermore, I/O devices (e.g., NIC and storage) on NUMA systems are connected to processor sockets in a NUMA manner. This results in NUMA effects for transfer between I/O devices and memory banks, as well as CPU I/O access to I/O devices. Investigations show that I/O throughputs can be significantly improved if applications can be placed on cores near the I/O device they use (i.e., I/O locality) [19, 20]. However, existing OSes have very limited support for such IO locality. Processes/threads may end up being scheduled on cores that are distant from the I/O devices they use, leading to high-latency inter-node I/O operations and incurring extra communication overheads. Bulk data transfers involve significant network and disk I/O operations. Thus, using default OS scheduling can lead to significant inter-node I/O operations and severely degrade the overall data transfer performance.

In contrast, MDTM does not totally depend on the OS to schedule I/O threads. It has its own I/O user-space scheduler. The MDTM I/O scheduler uses a novel algorithm to calculate the optimal cores for each I/O thread, and then binds those threads and their memory to the
assigned cores by using 3rd party tools like \textit{libnuma} or \textit{numactl}. Since the MDTM application has sufficient knowledge about the device(s) where the I/O threads are going to access, the scheduler can leverage those application hints to better place I/O threads than a generic OS scheduler.

In the MDTM code, the function of \textit{mdtm\_io\_schedule()} is called to perform the scheduling process. The arguments of that function include the I/O thread to be placed, and the device the I/O thread is associated to. If the function returns successful, the I/O thread becomes bound to the core projected to achieve optimal performance.

There are several factors that the MDTM scheduler must take into consideration, including: the locality of cores to the I/O device; the traffic load over the NUMA interconnects; and the load of cores; memory locations, etc. To quantify those key factors, we introduce a cost function for each resource on the path from the I/O device to each of the cores. We assert this I/O scheduling issue can be abstracted as the shortest path problem in graph theory.

As shown in Figure 4, vertices represent the shared resources in the DTN system, including cores, I/O controllers, network NICs, and disks; while the edge represents the connection between two adjacent resources. A path is a sequence of vertices from the I/O device to the target core, $P = (v_1, v_2, \ldots, v_n)$, where $v_i$ is vertices.

Let $e_{i,j}$ be the edge connect vertices $v_i$ and $v_j$. Given the cost function $f : E \rightarrow R$, the shortest path from core vertices to I/O device vertices is the path that minimize the sum,

$$\min \left\{ \sum_{i=1}^{n-1} f(e_{i,j}) \right\}$$

(1)

Among several solutions to the shortest path problem, we choose the Dijkstra’s algorithm. Although its complexity is $O(V^2)$, we argue that $V$ will usually be small. The coding of Dijkstra’s algorithm is comparatively simple. The function of \textit{mdtm\_io\_schedule()} implements a route that calculates the path with the minimum cost and the core at other end of the path is the target core to run the given I/O thread. In Figure 4, core B is chosen as the target core to run the I/O thread, which interacts with the device E.

The MDTM scheduler would call \textit{mdtm\_io\_schedule()} as soon as the application starts, to setup all the I/O threads. The MDTM scheduler monitors system conditions by periodically scanning and updating system’s statistics, including core loads, NUMA memory missing rates, etc. Whenever the scheduler detects system performance degradation, it can call \textit{mdtm\_io\_schedule()} to reschedule the I/O threads, in the hope of improving performance.

IV. Evaluation

For evaluation of the MDTM, we use the experimental systems setup in two remote sites: Fermilab at Chicago and University of Florida at Florida, which are connected via the DOE ESnet network. First, we show the results of transferring one large single file from Fermilab to University of Florida. We explore the effectiveness of application-level I/O scheduling based on MDTM versus pure-OS scheduling as used by GridFTP. We investigate both disk-to-disk transfer and disk-to-memory transfers. Then, we show the results from group of file transfer by using the Linux source tree folder. We study the impact of virtual large file mechanism in MDTM and compare with request-respond file transfer in GridFTP. All the evaluation results prove MDTM provides significant improvement in end-to-end data transfer rates.

A. Experimental Environment

In the experimental environment shown in Figure 5, the two DTNs are located at Fermilab (Chicago) and the University of Florida respectively, and connected via ESnet. The ESnet backbone is 100Gbps, and the round trip time between Fermilab and Florida is about 30 milliseconds. The DTNs on both sites utilize 10GE NICs. In our data transfers, the DTN at Fermilab serves as the data source, while the Florida DTN works as the data destination.

The Fermilab DTN, illustrated in Figure 6, hosts four Intel Xeon E5-4607 CPUs each of which has 6 cores. Its 64GB DRAM memory is evenly dispersed in four NUMA nodes. With the command line tool, \textit{numactl}, the NUMA distance looks quite variable for each pair of nodes: the distance between the farthest pair is almost triple that of the node pair in neighbor. The node distance reveals that
choosing local node versus remote nodes will have severe impact on the memory access performance. Besides memory, the I/O devices have different affinities to different NUMA nodes: the RAID disk system is connected NUMA node #0, the SSD disk is connected to node #3 and the 10GE Ethernet NIC is affiliated to NUMA node #0. The DTN at the University of Florida doesn’t have a multi-NUMA architecture, with only one Xeon CPU and 4 cores, a 10GE Ethernet NIC and one RAID storage system. Both DTNs are running Linux operating system.

For a realistic performance evaluation of data transfer job, two heuristic types of file transfer jobs are used to measure the end-to-end data transfer rates. The first type of job is to transfer one single 100GB long file and the second is to transfer a Linux source tree folder with comparatively smaller files. The Linux folder contains about 60000 files of varying lengths and types, including regular, symbolic link and directories. The single file tests are designed to evaluate the performance of the data transfer for very large file. The folder transfer tests could be ideal to estimate the performance on LOSF transfer jobs.

B. Single 100GB File Transfer From Disk To Disk

In this section, we will show the effectiveness of the MDTM using the application-level I/O scheduler, versus data movement software like GridFTP that depends on the OS to perform the scheduling.

We evaluate the end-to-end throughput of MDTM for transferring one 100GB long file from Fermilab to Florida and compared it with GridFTP. In both sets, we use the same the block sizes, multiple streams and the default configurations for the network sockets. The 100 GB file is stored on the SSD disk of Fermilab DTN, which internally support parallelism.

Figure 7 shows the results for different working threads or processes. We repeated the test 10 times, and the variations are small. In MDTM, the multiple reading and sending I/O threads work in a pipeline manner and transfer different parts of the 100GB in parallel. We can increase the number of those threads to maximize the utilization of cores. In GridFTP, multiple processes are created to work on different parts of the same large file, which can be controlled via the command line option “concurrency”. Given the multiple cores, SSD disk and high performance NIC, both MDTM and GridFTP could benefit from the multiple I/O threads or processes implementation.

The results in Figure 7 show that the MDTM outperforms GridFTP, gaining between 13% and 33% higher throughput across test cases. Because MDTM and GridFTP have similar configuration and implementation in most parts, we attribute the performance gain to the I/O centric design; the MDTM I/O scheduler optimizes the data transfer rates over the traditional OS scheduling.

However, we also observe in Figure 7 that the overall throughputs are low compared with the underlying 10GE NIC and SSD disk. Furthermore, neither MDTM nor GridFTP demonstrates much throughput improvement with respect to the increased number of threads or processes. It seems to reflect a bottleneck on the path from Fermilab DTN to Florida DTN.

We then identify the two factors that could drag down the overall throughput in our experimental systems. First, the disk system on Florida DTN has writing speed around 80MB/s, which constrains the throughput for both MDTM and GridFTP. Secondly, the DTN at University of Florida only has one NUMA node to which all the memory and I/O device are hooked up. Since the MDTM I/O scheduler is designed to take advantage of the underlying NUMA infrastructure to optimize the data transfer rate, the Florida DTN might not receive much benefit from the MDTM I/O scheduler.

C. Single 100GB File Transfer From Disk To Memory

In this section, we show the effectiveness of MDTM with I/O scheduler transferring one 100GB file from Fermilab’s SSD disk to the memory of the Florida DTN. We explore the MDTM I/O scheduling effectiveness via bypassing the slow disk on the Florida DTN. The results are shown in Figure 8.

First, we observe that both MDTM and GridFTP see large jumps of throughput values: 5 times for GridFTP and > 10 times for MDTM. That verifies the impact of the low disk of Florida DTN on the end-to-end throughput tests in the previous section. Second, the I/O centric strategy and scheduling algorithm in MDTM outperforms GridFTP in throughput by the multiples: 2.7, 3.29 and 3.57, in the cases of running on two, four and six threads respectively. Third, the throughput of MDTM increases linearly with increased
number of threads, while GridFTP does not, which shows MDTM has better CPU utilization.

Last, but not least, MDTM shows much higher network utilization versus GridFTP. Given the underlying 10 Gbps networking bandwidth, the GridFTP uses less than 20% of the available bandwidth, while MDTM’s network utilization is almost 80%.

<table>
<thead>
<tr>
<th>Threads</th>
<th>GridFTP</th>
<th>MDTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>22%</td>
<td>60.2%</td>
</tr>
<tr>
<td>4</td>
<td>21.6%</td>
<td>71.1%</td>
</tr>
<tr>
<td>6</td>
<td>21.6%</td>
<td>76.8%</td>
</tr>
</tbody>
</table>

D. Group of Files Transfer

In the previous section, we show the effectiveness of I/O scheduling based MDTM in transferring one single large file compared with the OS-dependent GridFTP. In this section, we show the effectiveness of MDTM scheduling in transferring a group of files.

The group of files we use in our test is the source tree of Linux code that contains 56,208 files, and covers a wide spectrum of file types, including regular files, links, directories and etc. The total size of the Linux source tree is about 763MB. Figure 9 shows the time comparison results for transferring the Linux folder, using both the GridFTP and MDTM applications. Again, we repeat the transfers ten times for each case to validate consistency, using 2, 4 and 6 processes. The times to complete the folder transfer job are recorded as the performance metric. As shown in Figure 9, it takes a very long time for GridFTP to finish the folder transfer, given the folder’s relatively small total size. On the other hand, MDTM’s time to complete the transfer is very short, relatively speaking for each case. From Figure 9, MDTM appears to be 20 ~ 40 faster than GridFTP in transferring the Linux folder.

Figure 9 demonstrates the significant performance improvement of MDTM versus GridFTP in transferring groups of files. However, we do note that the MDTM software uses a virtual large file mechanism [25], which contributes to the performance gain as well. We developed that virtual large file mechanism to facilitate higher performance of group file transfer capabilities for MDTM. Each file in the group is treated as one small part of a single large virtual file. The information about those files are recorded in a separate metadata file. Then, the transfer of the group of files is condensed to transfer of two files: metadata and data files. The large virtual file mechanism optimizes performance by: (1) eliminating protocol processing between the sender and receiver on a per-file basis; and (2) allowing for batch processing of small files in the sender and receiver. MDTM I/O scheduler plus the large virtual file mechanism makes MDTM a much faster data movement application for transfers of group of files than current data movement applications.
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