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ABSTRACT
We present a comparison between several observational tests of the post-reionization IGM and the numerical

simulations of reionization completed under the Cosmic Reionization On Computers (CROC) project. We
show that CROC simulations reproduce “out-of-the-box” the observed distributions of Gunn-Peterson optical
depths, underscoring the importance of self-consistent modeling of radiative transfer. We also show that CROC
simulations match well the observed distributions of dark gaps from SDSS quasars. Finally, we introduce
a novel statistical probe of the small-scale structure in the IGM: heights and widths of transmission peaks.
Simulations match the peak height distributions reasonably, but do not reproduce the observed abundance of
wide peaks.
Subject headings: cosmology: theory – cosmology: large-scale structure of universe – methods: numerical –

intergalactic medium

1. INTRODUCTION

The Lyman-α forest, the collective intervening absorption
systems from the spectra of distant quasars, has always been
seen as an excellent probe of the intergalactic medium (IGM).
Ever since its discovery, it has been instrumental in exploring
the history of the IGM; the presence of spectral regions with
low absorption has provided the first evidence for the exis-
tence of hydrogen reionization era (Gunn & Peterson 1965).
After that discovery, constraining the epoch of reionization
became an important topic in cosmological research (Becker
et al. 2015a).

A critical impact on the study of cosmic reionization with
the Lyman-α forest has been made by the Sloan Dark Sky
Survey (SDSS). A rapid rise in the flux decrement at z ≥ 5.7
in the spectra of quasars discovered by SDSS (Becker et al.
2001; Fan et al. 2006) has been the first and remains the
strongest evidence that the epoch of reionization lies not far
beyond that redshift mark. Also, the distinct features of the
z∼ 6 redshift QSO spectra - long, dark absorption gaps sepa-
rated by isolated transmission peaks - implies that reionization
has largely ended at that point. More recent surveys of high-
redshift QSOs (Gallerani et al. 2008; Mortlock et al. 2011;
Bolton et al. 2011; Bañados & Ferreira 2014; McGreer et al.
2015; Becker et al. 2015b), gammy ray bursts (Chornock et al.
2013), and high redshift galaxies (Stark et al. 2010; Pentericci
et al. 2011; Treu et al. 2013; Schenker et al. 2014; Tilvi et al.
2014) strengthen this conclusion. Never-the-less, statistical
properties of the Lyman-α forest in the very aftermath of cos-
mic reionization remain poorly explored. One of the reasons
is that z > 5 Lyman-α forest spectra look like spectra of no
other astrophysical object; beginning students often take these
absorption spectra for emission ones, confused by the narrow
transmission regions between heavily blended absorption. As
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the result, many classical methods of spectral analysis (fitting
absorption features, flux power spectrum, etc) become unus-
able or uninformative. New statistical probes of this unique
cosmic phenomenon have to be developed, but some guidance
on where to start is needed.

That is where cosmological simulations can come to the
aid, complementing in many respects the direct observations
of the high redshift IGM. Many of modern simulations give
reasonable predictions for the overall statistical properties of
the IGM (c.f. the column density or line width distributions,
flux power spectrum, etc) at lower redshifts. Of course, not
any simulation is a suitable tool for interpreting the obser-
vational data - only those that reproduce the actual measure-
ments well enough can be expected to provide an approxi-
mately correct physical model of reality.

In this paper we make a first small step in this direction,
compare the statistical properties of the observed Ly-α for-
est with several sets of numerical simulations of reionization
produced by the Cosmic Reionization On Computers (CROC)
project (Gnedin 2014; Gnedin & Kaurov 2014). Our goal is
two-fold: first, to check how well the simulations match the
general properties of the observed universe, as a validation
of the simulation approach; second, to identify discrepancies
and limitations of the simulations, from which one can, po-
tentially, learn important insights into the underlying physics
of reionization.

This work should not be considered as a complete project
or a self-contained effort. Provided the validation of the simu-
lations against the observational constraints is acceptable, we
will use simulations in the future as testing grounds for devel-
oping new statistical techniques and for exploring connections
between observables and the properties of the underlying gas
distribution.

2. SIMULATIONS AND OBSERVATIONAL SAMPLES

In this work we use simulations from the Cosmic Reioniza-
tion On Computers (CROC) project (Gnedin 2014; Gnedin
& Kaurov 2014). CROC simulations are designed to pro-
vide a physically reasonable and internally self-consistent
model of reionization. They include a wide range of physi-
cal effects deemed necessary for modeling reionization cor-
rectly in cosmological hydrodynamic simulations, including
star formation and stellar feedback, fully coupled 3D radia-

ar
X

iv
:1

60
5.

03
18

3v
1 

 [
as

tr
o-

ph
.C

O
] 

 1
0 

M
ay

 2
01

6
FERMILAB-PUB-16-285-A

Operated by Fermi Research Alliance, LLC under Contract No. DE-AC02-07CH11359 with the United States Department of Energy.



2

tive transfer, non-equilibrium ionization of hydrogen and he-
lium, radiation-field-dependent cooling and heating functions
for the metal enriched cosmic gas, etc.

For this paper we use three independent realizations in
40h−1 Mpc boxes (runs B40.sf1.uv2.bw10.A-C from Gnedin
(2014)). Simulations account for the DC mode (Gnedin
et al. 2011) and, hence, properly model fluctuations up to
the box size. These simulations achieve spatial resolution
of up to 125 pc at z = 6 in physical units. The initial condi-
tions are set on the uniform grid of 10243, resulting in the
Nyquist wavenumber of kNy = 80h Mpc−1 (corresponding to
about 0.55(km/s)−1 in velocity units at z = 6), fully sufficient
for modeling the Lyman-α forest even at lower redshifts.

For estimating numerical convergence, we also use a set
of six realizations of a twice smaller, 20h−1 Mpc box (runs
B20.sf1.uv2.bw10.A-F from Gnedin (2014)). Our science re-
sults, however, are all based on the 40h−1 Mpc runs.

For comparison with observations, we use two sets of
data: flux probability distributions averaged over sightline
segments (“skewers”) of comoving 50h−1 Mpc from Becker
et al. (2015b) and the spectroscopic sample of SDSS quasars
at 5.7 < z < 6.4 from Fan et al. (2006) and Becker et al.
(2015b). The sample from Fan et al. (2006) includes 19
luminous quasars with high S/N, moderate resolution spec-
troscopy. Twelve in the sample were observed using the
Echellette Imaging Spectrograph (ESI) on Keck-II telescope.
The ESI data have a spectral resolution between 2000 and
6000 (depending on the slit used during the observations).
The rest of the spectra were observed on the MMT, HET
and Kitt Peak 4-meter Telescopes, with spectral resolution of
R ∼ 1000. Details of this dataset can be found in Fan et al.
(2006).

To complement the data from Fan et al. (2006), we also use
7 quasar spectra from Becker et al. (2015b) that were also
obtained with ESI on Keck or X-Shooter on VLT with similar
spectral resolution to the SDSS data.

Flux probabilty distributions have been measured by
Becker et al. (2015b) from a sample of quasar absorption
spectra that includes 19 z> 5.7 quasars from Fan et al. (2006)
as well as 7 additional objects at z > 5.8 from the Pan-
STARRS1 survey (Bañados et al. 2014).

3. RESULTS

3.1. Distribution of Optical Depth
The simplest statistical description of any data is a one-

point statistics, or the Probability Distribution Function
(PDF). Since the transmitted flux along the quasar sightline
is a stochastic field, the flux PDF depends on the smoothing
scale for the spectrum. Thermal broadening provides the min-
imum possible smoothing scale for the transmitted flux, and
it would be the ideal smoothing scale to use. Unfortunately,
few observational data exist at such high spectral resolution.

Recently, Becker et al. (2015b) published the flux PDF
averaged over sightline segments (“skewers”) of comoving
50h−1 Mpc in length in several redshift bins all the way to
z≈ 6. While it is a less detailed probe of the post-reionization
IGM than a PDF of a fully resolved spectrum, the distance of
comoving 50h−1 Mpc is still less than the mean free path for
an ionizing photon at z < 6 (Songaila & Cowie 2010), and,
hence, is a sensitive probe of the fluctuations in the ionization
state of the IGM, as has been demonstrated in Becker et al.
(2015b).

Figure 1 shows the comparison of CROC simulations
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FIG. 1.— Probability Distribution Functions for the effective IGM opacity
in 50h−1 Mpc skewers from our simulations (dotted and dashed lines) and
observations of Becker et al. (2015b, solid lines).

to the Becker et al. (2015b) measurement in four redshift
bins. While the size of our largest simulation boxes is only
40h−1 Mpc, a random line of sight crossing a periodic box re-
mains a fair sample of the underlying matter distribution and
free of artifacts due to boundary conditions up to 5 box lengths
(Dall’Aglio & Gnedin 2010), so even our 20h−1 Mpc boxes
are suitable for comparing with Becker et al. (2015b) mea-
surements, although significantly smaller box sizes would not
be adequate. We show both 20h−1 Mpc and 40h−1 Mpc sim-
ulation sets in Figure 1 to demonstrate a high degree of con-
vergence of the numerical results. The agreement with the
observational data remains excellent all the way to z = 5.3,
but deteriorates somewhat at lower redshifts. This is not sur-
prising - as Gnedin (2014) demonstrated, CROC simulations
match the observed galaxy UV luminosity functions well for
all redshifts z≥ 6, but overpredict the faint end slope at z = 5.
Hence, at z ∼ 5 there are more ionizing photons in the simu-
lation than in reality, and the IGM in the simulations becomes
over-ionized.

The agreement between our simulations and the data is gen-
uine, the Becker et al. (2015b) data were not available when
the simulations we completed. However, some degree of tun-
ing in the simulations is, indeed, present.

As has been shown in Gnedin (2014), the emission of ion-
izing radiation by model galaxies is controlled by a single
parameter εUV, the “escape fraction of ionizing radiation up
to the simulation resolution”. The parameter εUV encapsu-
lates our ignorance about several important properties of real
galaxies in the reionization era, such as the stellar IMF, the
duration of the embedded stage of star formation, etc. Note,
however, that since CROC simulations are reaching spatial
resolution of the order of 100 pc, they are able to model the
actual escape of ionizing radiation from the resolution scale
to larger scales. The absorption of ionizing radiation from the
stellar surface to the resolution limit (for example, absorptions
inside a parent molecular cloud) is not resolved, and, hence,
is also encapsulated into the εUV parameter. This parameter
cannot be deduced from the first principles yet, and has to be
fixed by comparing with observational data.

In the simulations we use in this paper, the εUV parameter
has been fixed by comparing simulations to the mean Gunn-
Peterson optical depth from SDSS quasars (Fan et al. 2006).
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FIG. 2.— Effect of physical assumptions on the PDF for the effective IGM
opacity (we only show the last two redshift bins where the effect is the largest
for the sake of clarity). Solid and dashed lines are the same as in Fig. 1 (data
and the fully self-consistent simulations). Dot-dashed lines show a distribu-
tion computed from the simulation snapshots under the assumption of ion-
ization equilibrium and uniform ionizing background, while dotted lines also
add an assumption of isothermal IGM with T = 20,000 K. In the latter two
cases the value of the uniform ionizing background is adjusted to match the
value of 〈τ50〉 at which PDF=0.5; the second set of dotted lines have the val-
ues of the uniform ionizing background adjust to match the lowest two panels
of Fig. 11 from Becker et al. (2015b). Modified, non-self-consistent models
provide significantly worse fits to the data.

That choice turned out to provide the excellent fit to Becker
et al. (2015b) data as well. We also note that the agreement
with data is obtained without any need for rare sources or
large temperature variations, as has been suggested recently
in some studies (D’Aloisio et al. 2015; Chardin et al. 2015),
and in simulations volumes of modest sizes, contrary to con-
clusions of Davies & Furlanetto (2015). Hence, our suc-
cess in matching the observations emphasizes the importance
of modeling reionization self-consistently, in a fully coupled
manner (i.e. with radiative transfer followed simultaneously,
and at the same spatial resolution, as gas dynamics and star
formation).

In order to illustrate the importance of modeling radiative
transfer self-consistently further, we show in Figure 2 PDF
for modified synthetic spectra, in which, first, the ionizing
background is assumed to be uniform and, second, the IGM
is taken to be isothermal. We find the temperature effect to
be small, but the non-uniformity of the ionizing background
to be significant. We also note that the difference between
the data and the model with uniform ionizing background
and IGM temperature (the so-called “density-variation-only”
model) appears to be less in Fig. 2 than in Fig. 11 of Becker
et al. (2015b) when we normalize the value for the uniform
ionizing background so that the model and the data have he
same values of 〈τ50〉 at which PDF=0.5. To show that we
do fully reproduce results of Becker et al. (2015b), the sec-
ond (leftmost) set of dotted lines in Fig. 2 show different nor-
malization for the uniform ionizing background that match
exactly the two lowest panels of Fig. 11 from Becker et al.
(2015b).

Finally, in Figure 3 we illustrate the effect of cosmic vari-
ance on large scales on the width of the observed distribution.
In each of our smallest, 20h−1 Mpc boxes, the PDF for the
effective opacity is significantly narrower than in the observa-
tions, and is similar in shape to that found in (Chardin et al.
2015) (see their Fig. 14). However, the average over all 6 re-
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FIG. 3.— Effect of cosmic variance in small simulation volumes on the
PDF for the effective IGM opacity. Each of the pairs of dotted lines (two
lines for two redshift bins) are from one of 6 independent realizations of our
20h−1 Mpc box (see §2), while the dotted lines show the global averages over
these 6 realizations. The main reason in the wide spread of the observed
opacities is in cosmic variance on scales above 20h−1 Mpc.

alizations is much wider and is reasonably consistent with the
data. Hence, we can conclude that the primary reason for the
wide distribution of the effective IGM opacity in the observa-
tions is due to cosmic variance on scales above 20h−1 Mpc.

3.2. Statistics of Dark Gaps
Going beyond PDFs, two-point statistics (power spectrum,

correlation function) often used in studies of the large scale
structure and the Lyman-α forest at intermediate redshifts
(z ∼ 2 − 4). The transmitted flux in the spectra of high red-
shift quasars (z & 5) is so far from a Gaussian random field,
however, that these statistics include only a small amount of
information about the distribution of neutral gas in the uni-
verse. Hence, traditionally other, more sophisticated statis-
tical probes have been used to explore the forest in the very
aftermath of cosmic reionization.

One such probe is the distribution of dark gaps (continu-
ous regions of low flux). It has been measured observation-
ally in great detail (Fan et al. (2006)) and has also been used
as an effective indicator for comparison of observations and
simulations (Paschos & Norman 2005). It provides a natural
description of statistical properties of high redshift Lyman-α
spectra (which mostly contain single transmission spikes sep-
arated by dark gaps of various lengths) and shows well the
drastic evolution in absorption between z≈ 5.5 and z≈ 6.

Following the definition of dark gaps from Songaila &
Cowie (2002) and Fan et al. (2006), we analyze the distri-
bution of dark gaps in our simulation sets and compare it to
the sample of 12 Sloan Digital Sky Survey (SDSS) quasars
from Fan et al. (2006). We select only quasars obtained with
the Keck ESI instrument to have uniform spectral sampling
and noise properties in the data sample.

In order to make the comparison between the observa-
tions and the simulations more realistic, we add noise to syn-
thetic spectra sampled directly from the observational mea-
surements. Specifically, at each simulation snapshot we mea-
sure the rms noise in all observed spectra that cover the snap-
shot redshift in the redshift interval ∆z = ±0.1 around the
snapshot epoch and add noise values from different observed
sightlines in quadratures. We then add Gaussian noise with
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FIG. 4.— Distribution of dark gaps for two simulation sets with different box sizes and the observational data from SDSS. Shaded bands show the error of the
mean for the simulated results.

the observed rms to all synthetic spectra.
Observed spectra come with slightly variable spectral res-

olution at different wavelength. To make spectral resolution
between simulations and data exactly the same, we smooth
both real and synthetic spectra with the same top-hat filter of
uniform resolution R≡ λ/∆λ = 2000, which is approximately
the lowest common resolution of all observed spectra. The
reason for using a top-hat filter rather than, say, a Gaussian
one, is that the top-hat smoothing is independent of any prior
smoothing (i.e. smoothing a R = 3000 spectrum with R = 2000
resolution results in the R = 2000 spectrum), while in Gaus-
sian smoothing window widths add in quadratures, and hence
any prior smoothing needs to be known precisely.

Spectral gap statistics uses a single parameter - the thresh-
old value that specifies what “low flux” means. This value
is commonly quantified by the effective optical depth τmin - a
contiguous region in the spectrum with flux F < exp(−τmin)
is considered to be a single dark gap. We use the value of
τmin = 2.5 as the fiducial value, to be consistent with Fan et al.
(2006).

Figure 4 shows the comparison of dark gaps in four dif-
ferent redshift ranges between our simulations and the SDSS
data (we do not show the 5.1 < z < 5.3 redshift range that is
not covered by the quasars in the observational sample). In or-
der to make the comparison between a few long lines of sight

from observations data and a large number of relatively short
lines of sight from the simulations meaningful, we plot the
differential probability Lgd/dLgP to find a dark gap of a given
comoving length between Lg and Lg +dLg along a given sight-
line. Operationally, for a given number of sightlines, we find
the number ∆N(Lg,∆Lg) of gaps that fall in a bin of length
∆Lg around Lg, and define

dP
dLg

=
∆N(Lg,∆Lg)

Ntot∆Lg
,

where Ntot is the total number of all gaps (of any length), so
that dP/dLg is normalized to unity,∫

dP
dLg

dLg = 1.

With such definition, dP/dLg is independent of the bin size
∆Lgap) in the limit of many sightlines and small bins.

Lengths of dark gaps in the simulations are limited by the
finite sizes of computational boxes, and that restricts the dy-
namic range of curves plotted in Figure 4, which is especially
apparent for the smaller, 20h−1 Mpc boxes. Overall, the agree-
ment between simulations and observations is good in all four
redshift ranges, although it appears to get slightly worse in the
lowest redshift bin. The apparent discrepancy can be caused
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FIG. 5.— Distribution of dark gaps in the redshift interval 5.5< z< 5.7 for
three different values of the threshold τmin.

by small number statistics (the last bin in the top left panel
includes just 1 gap), but also can be genuine, consistent with
the limitation of CROC simulations discussed above.

We also explore the effect of varying the dark gap threshold
τmin on the overall gap distribution in Figure 5. As could be
expected, as the flux threshold exp(−τmin) is being lowered,
longer gaps split into shorter ones, shrinking the tail of the
distribution toward lower values. However, the overall shape
of the distribution does not change that much.

3.3. Statistics of Transmission Peaks
While dark gap distribution is a powerful tool that has been

successfully used to characterize the post-reionization IGM,
it has its limitation. First, it provides little information on
the density distribution in the IGM, as most densities except
the lowest ones would produce dark gaps at z ∼ 6. Second,
transmission peaks that separate gaps are treated just as walls,
with no significance given to the peak height (besides it is be-
ing above the threshold) or its width. Hence, the distribution
of transmission peak heights and widths may serve as a com-
plementary statistics.

In order to explore this new statistical test of the post-
reionization IGM, we define as a “peak” a continuous seg-
ment of the spectrum, such that for all pixels in the segment
the normalized flux is above αhp, where hp is the maximum
normalized flux value inside the segment. The width of the
segment wp is then identified with the “width of the peak”.
The value of α could be signal-to-noise dependent, but in this
pilot study we choose a fixed threshold of α = 0.5, so that
the peak width is the familiar Full Width at Half Maximum
(FWHM). That particular choice is entirely empirical, and we
find that within the reasonable range (if α is not too small), the
threshold value α affects the peak height and width statistics
rather little (besides a trivial rescaling of widths). To avoid in-
cluding noise, we only consider a peak to be real if it is wider
than one resolution element and has a signal-to-noise ratio of
at least 3.

In Figure 6 we present the peak height and width distribu-
tions as 2D histograms, both for the SDSS observational data
and for our 40h−1 Mpc simulation set, in four redshift inter-
vals. Since quasars affect their own environments within their
“proximity zones”, the ionization state of the gas near quasars
is expected to be different from the general IGM. In order to
check for that effect, we show in Fig. 6 peaks within and out-
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FIG. 6.— Two-dimensional distributions of transmission peaks and widths
in the simulations (colored images) and the data (squares). Larger black
squares show observed peaks outside the proximity zones of their quasars,
while smaller green squares are for peaks inside the quasar proximity zones.

side the quasar proximity zones with different symbols. Sizes
of proximity zones for for the sample we study in this paper
were measured by Carilli et al. (2010); we use their values for
all quasars in the sample except for J1306+0356, where visual
examination of the data indicates that the proximity zone ex-
tends to 10 Mpc, beyond the value of 6 Mpc quoted by Carilli
et al. (2010). The proximity effect is glaring at z ∼ 6, but is
much less pronounced at z∼ 5.5.

A more quantitative comparison of these distributions is of-
fered in Figure 7, which shows one dimensional (i.e. projected
along one of the two axes) probability distributions for peak
heights and widths. While the peak heights are reproduced
faithfully (within the observational uncertainties) by the sim-
ulations, there is a significant lack of wide peaks in the syn-
thetic spectra. This discrepancy cannot be attributed to the
limited volumes of CROC simulations - for both distributions
the differences in the simulation volume are much smaller
than the magnitude of the discrepancy. We also note that ob-
served spectra have spectral resolution better than R = 2000,
so transmission peaks with wp > 800 km/s are well resolved;
hence, the discrepancy we find cannot be attributed to instru-
mental effects and is genuine.

4. CONCLUSIONS
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Statistical properties of the Lyman-α forest in high red-
shift (z & 5) quasar spectra is a barely touched, full of un-
explored potential research subject. Spatial variations of the
transmitted flux in the spectra contain rich information on the
physics of the IGM and the cosmological density distribution,
as well as on the large-scale clustering properties of reioniz-
ing sources. In this exploratory work we have made a modest
attempt at accessing this information, and compared CROC
simulations with some of the existing the observational data
on high redshift quasars.

Besides applying the commonly used statistical tests: the
PDF for the large-scale opacity (most sensitive to the large-
scale distribution of ionizing sources) and the dark gap dis-
tribution (most sensitive to the large-scale matter clustering),
we also introduce a new statistical probe of the small-scale
structure in the IGM: heights and widths of transmission
peaks. While CROC simulations match the large-scale sta-
tistical tests of the observational data reasonably well, and
also provide a good match for the distribution of peak heights,
there is a notable lack of wide peaks in the simulated spectra.
The source of this discrepancy remains unclear at present.
One possible reason is proximity zones around foreground
quasars. While we exclude all transmission peaks within the
proximity zones of targeted quasars, a sightline can also tra-
verse a proximity zone around a foreground quasar, which

would create a broad transmission spike. In CROC simula-
tions quasars are included only as a global background, and,
hence, individual proximity zones are not modeled. Another
potential source of discrepancy is a limited simulated volume.
While Fig. 7 shows little dependence on the simulation box
size, with only two sampled box sizes the concordance may
be accidental and simulations may, in fact, underpredict the
abundance of large peaks. Exploring this discrepancy fully
will require a substantial amount of effort for an uncertain
benefit (surely, no one is going to claim that our simulations
present the final truth, thus, discrepancies with the data are
expected), and, therefore, we do not proceed with that effort
at present.

An interesting avenue of further research is to use numerical
simulations to understand better what physical properties of
the IGM control the shapes of transmission peaks. For exam-
ple, one may discover in the future that transmission peaks of
particular heights and width are especially sensitive to some
physical parameters, like gas density, ionization state, temper-
ature, or the local ionization rate. Only in that case an effort
for better modeling the peaks of those particular properties
will be warranted.

Fermilab is operated by Fermi Research Alliance, LLC,
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