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ABSTRACT

The millimeter transient sky is largely unexplored, with measurements limited to follow-up of objects
detected at other wavelengths. High-angular-resolution telescopes designed for measurement of the
cosmic microwave background offer the possibility to discover new, unknown transient sources in
this band, particularly the afterglows of unobserved gamma-ray bursts. Here we use the 10-meter
millimeter-wave South Pole Telescope, designed for the primary purpose of observing the cosmic
microwave background at arcminute and larger angular scales, to conduct a search for such objects.
During the 2012–2013 season, the telescope was used to continuously observe a 100 deg2 patch of sky
centered at RA 23h30m and declination -55◦ using the polarization-sensitive SPTpol camera in two
bands centered at 95 and 150 GHz. These 6000 hours of observations provided continuous monitoring
for day- to month-scale millimeter-wave transient sources at the 10 mJy level. One candidate object
was observed with properties broadly consistent with a gamma-ray burst afterglow, but at a statistical
significance too low (p = 0.01) to confirm detection.

Subject headings: gamma-ray burst: general – polarization
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1. INTRODUCTION

Millimeter-wave observations of variable and transient
astrophysical sources have contributed greatly to our un-
derstanding of the processes in these objects, for example
through observations of outbursts from active galactic
nuclei (e.g. Dent et al. 1983) and the detection of re-
verse shocks in gamma-ray bursts (Laskar et al. 2013).
Gamma-ray burst (GRB) afterglows are of particular in-
terest in this band as they often have the peak of their
spectra in or near the millimeter range (Granot & Sari
2002), with emission lasting over timescales of days to
weeks. As GRB emission is expected to be more tightly
beamed in gamma rays than at longer wavelengths, burst
afterglows not accompanied by detectable gamma ray
emission are believed to exist but have not been de-
tected. The observation of these off-axis sources would
provide insight into the jet dynamics and central engine
energy budget of GRBs (Rhoads 1997). In addition,
other classes of gamma-dark bursts have been advanced
as the solution to a number of astrophysical puzzles,
for example the origin of the TeV–PeV diffuse neutrino
background (Senno et al. 2016). However, no untrig-
gered millimeter transient searches—which could reveal
both these orphan GRB afterglows and new, unknown
sources—have been conducted to date due to limitations
of observing time and field of view.

High-angular-resolution cosmic microwave background
(CMB) surveys offer a unique opportunity to fill this void
and to probe for previously unknown transient sources in
the millimeter and submillimeter bands (Metzger et al.
2015). To average down instrumental and atmospheric
noise, a typical ground-based CMB survey will continu-
ously scan the same patch of sky (tens to thousands of
square degrees) for years. In addition to providing low-
noise maps of the cosmic microwave background, this
observation strategy provides a platform for continuous
monitoring of the survey region for variable and tran-
sient sources in the millimeter band in which the CMB
is brightest. The rapid reobservation cadence of ground-
based instruments, typically hours, provides sensitivity
to a wide range of possible variability scales, from hours
to the years-long periods of the cosmology surveys.

This work describes such a search for transient point
sources using the 10-meter South Pole Telescope (SPT;
Carlstrom et al. 2011; Austermann et al. 2012). Us-
ing the SPT, we achieve discovery sensitivity of ap-
proximately 10 mJy on timescales of days to weeks
(Sec. 3). This depth gives a sensitivity in the upper
range of observed GRB afterglows from follow-up ob-
servations conducted in this band, but well below the
brightest observed bursts, which have had fluxes exceed-
ing 70 mJy (de Ugarte Postigo et al. 2012). This sen-
sitivity also compares favorably to previous blind radio
surveys (e.g. Levinson et al. 2002; Bell et al. 2011), which
have had comparable flux sensitivity to this work but
smaller effective sky coverage for week-scale sources and
have been conducted at lower frequencies where GRB
afterglows are much dimmer.

2. SURVEY METHOD

Over the period of this study (2012 April – 2013 May),
the polarization-sensitive SPTpol receiver was used to
observe a 100 square degree field centered at RA 23h30m
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Figure 1. Survey field used for the SPTpol observations in this
work, showing surface brightness (T) at 150 GHz. This field is
shared with recent SPTpol cosmology analyses (e.g. Keisler et al.
2015) and is well out of the Galactic plane.

and declination -55◦ (Fig. 1). This field is well out of the
Galactic plane, giving sensitivity predominantly to extra-
galactic sources. Observations were conducted continu-
ously at approximately hourly intervals except for the pe-
riod from 2012 November 10 to 2013 March 26, in which
observations of this field were not made to avoid sun con-
tamination and to allow for telescope maintenance.

The SPTpol receiver consists of an array of 1536 tran-
sition edge sensor bolometers, with 360 operating at
95 GHz and 1176 at 150 GHz. Each of the receiver’s
pixels consists of a pair of bolometers sensitive to per-
pendicular linear polarizations at one of these frequencies
(Austermann et al. 2012). The 95 GHz detectors have
wider beams (1.8 arcmin) than the 150 GHz detectors
(1.1 arcmin). For unresolved sources with comparable
fluxes at both frequencies, such as GRB afterglows, the
change in beam width as well as differing detector per-
formance, the larger number of 150 GHz detectors, and
changes in the atmospheric noise level result in 1.7 times
better sensitivity at 150 GHz. Much steeper spectra than
expected for GRBs—steeper than ν−1.2—would be re-
quired for better sensitivity at 95 GHz. In this work, we
focus on sources with less steeply falling or rising spec-
tra and use the 150 GHz band as our primary detection
channel, examining the 95 GHz data only for additional
information about any detected candidate sources.

The cryogenic system used to maintain the SPTpol
detectors at sub-Kelvin temperatures is a closed cycle
three-stage (4He-3He-3He) refrigerator. The refrigera-
tor’s cooling cycle is not continuous and needs to be re-
cycled periodically for recondensation of helium. The re-
cycling causes approximately 8 hours of lost observation
time every 36 hours as the helium is recondensed, the
detectors retuned, and the instrument recalibrated. As
the transient search conducted here is focused on emis-
sion lasting days or longer, we combine all field observa-
tions within one of these 36-hour cycles into a single map
for analysis using an inverse-variance-weighted average.
Because the instrument calibration and detector operat-



Transient Sources in SPTpol 100 Deg2 3

ing points are maintained for this period, this also re-
sults in the combination of maps with similar calibration
and noise properties. The resulting 150 GHz cycle-length
maps have a median 1σ depth of 5.0 mJy.

These cycle-length combined maps we then filter, as
described in the following sections, and compare to the
average map over the full season. Using a multi-epoch
likelihood method, we examine these maps for sources
present for periods of time significantly shorter than the
one-year survey period.

2.1. Data Filtering and Calibration

Atmospheric fluctuations produce large-angular-scale
signals in the data that vary from observation to ob-
servation and must be filtered to remove false transient
sources. Here we combine two approaches for the re-
moval of these signals: filtering time-ordered detector
data against large-scale variations and a matched fil-
ter applied to the maps to increase sensitivity to point
sources. During observations, the telescope scans back
and forth across the observing field in azimuth (which
is equivalent to right ascension at the South Pole) at a
speed of ∼ 0.5◦ s−1 and then steps in elevation (equiv-
alent to declination). The telescope repeats this scan-
ning and stepping over the declination range of the sur-
vey field. As a first step in the filtering of large-scale
map structures produced by atmospheric fluctuations,
we subtract a seventh-order polynomial fit to the data
from each ∼ 10◦ azimuthal scan. This filtering removes
most atmospheric structure at degree and larger scales
while having little effect on sensitivity to point sources
at arcminute scales. The time-ordered detector data are
then low-pass filtered at a frequency corresponding to the
0.25 arcmin pixels in the final maps to prevent aliasing
higher frequency features. After filtering, the data from
each detector is combined into a map using an equal-area
projection. Both polarizations are summed and the con-
tributions from each detector weighted by the inverse of
its variance in the 0.8-3 Hz band, roughly where we ex-
pect the signals of interest to most SPTpol analyses to
lie.

As time-independent features (the CMB, steady point
sources, etc.) difference out in our analysis (Sec. 2.3), our
map filtering is built to discriminate point sources from
the time-varying features of the sky: atmospheric fluctu-
ations, instrument noise, and variable compact objects.
We treat the first two of these using the matched filter
method described in Vieira et al. (2010) and Haehnelt
& Tegmark (1996) to downweight remaining large-scale
structures in the map in favor of the instrument beam
scale features produced by point sources. The matched
filter is constructed primarily from measurements of the
instrument beam and data-driven estimates of the instru-
ment and atmospheric noise power spectra. Although
not required for this search, we also include the time-
independent CMB power spectrum as a noise term in
the matched filter for consistency with the previous SPT
point source results in Vieira et al. (2010) and Mocanu
et al. (2013). As the typical angular scale of CMB fluctu-
ations is much larger than the instrument beam, filtering
the CMB removes little of the point source signal and
thus does not significantly degrade our analysis.

Many of the brightest point sources at millimeter wave-
lengths exhibit substantial time variability—up to a fac-

tor of two for some active galactic nuclei (AGN). Our
observing field contains ∼ 350 point sources detected
with fluxes above 2.5 mJy (5σ for the year of data used
here). To prevent false detections from variability in
these sources, we mask areas of the map within 5 ar-
cmin of known steady point sources in this field from
earlier SPT results (Mocanu et al. 2013) with quiescent
fluxes above 5 mJy, well below our threshold for detec-
tion of shorter-duration transient sources (Sec. 3). Very
bright sources produce detectable filtering wings at larger
distances that alias fluctuations in the source intensity.
As such, we extend the masked area of sources above
50 mJy to a 10 arcmin radius from the source. This
leaves a final survey array of 80.5 deg2. These sources
were also masked in the computation of the polynomials
subtracted from the time-ordered detector data.

Overall calibration of our data is based on observations
of the galactic H II region RCW38 for flux calibration
and coarse pointing, along with planet observations and
AGN for measurements of instrument beams and point-
ing.

2.2. Data Selection

We use nearly identical observation quality criteria as
in Keisler et al. (2015). These criteria remove observa-
tions of the field with elevated or non-Gaussian noise as
well as periods with abnormally low observing efficiency
due, for example, to telescope maintenance or hardware
problems. In addition, we use a different time discretiza-
tion that causes a further 1% loss of observing time.
This leaves 253 days of sensitivity to week-scale emitting
sources.

2.3. Flare Identification

To identify transient sources, we used a multi-epoch
method following Braun et al. (2010) sensitive to sources
on all time scales from the map discretization (∼ 36
hours) to a few months. This method identifies sources
by fitting a variable-width flare template to the inferred
point source flux at a particular position as a function
of time. We then use the likelihood ratio of this fit to
the null hypothesis (zero peak flux) as a discriminant to
identify potential sources. For each point on a grid cover-
ing the survey area with resolution of half an arcminute
(approximately half our beam size), we minimize the fol-
lowing over the time series at that point:

− 2 lnL(S, t0, w) =
∑
t

(φt − f(t;S, t0, w))
2

σ2
t

− 2P (w).

(1)
Here φt is the difference between each pixel and that

pixel in the full-period average map, σt is the esti-
mated noise level at that map position and time, P (w)
is a penalty function that will be described later, and
f(t;S, t0, w) is a Gaussian template for the source flux
as a function of time:

f(t;S, t0, w) = Se−(t−t0)
2/(0.25w2/ ln 2). (2)

The functional form of this template was chosen as a
generic search function containing a variable-width flare
that allows the numerically robust minimization of equa-
tion (1) and provides good statistical power for a wide
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variety of potential flare shapes (Braun et al. 2010). The
parameter w is the full width at half-maximum (FWHM)
of this Gaussian. The sensitivity to astrophysical sources
identified using this method depends weakly, typically at
the percent level, on the actual emission profile. This
can be seen intuitively by considering the limiting cases
of low and high signal-to-noise. In the low signal-to-
noise regime, at the detection threshold, the data would
be sufficient to detect a source but not to determine the
shape of the emission. This is equivalent to the state-
ment that there cannot be a large change in the likeli-
hood (1), our detection figure of merit, from variations
in the functional form of the emission profile f(t;x).
When signal-to-noise is very high, we do expect poten-
tially large changes in the value of the likelihood from
shape mismatches. However, as our detection threshold
(section 3) is fairly low, we do not expect changes in the
likelihood from shape differences relative to our template
to meaningfully change our detection efficiency. The ma-
jor impact of shape mismatches instead is to cause the
parameter values (S, t0, w) to reflect only effective pa-
rameters of our template rather than unbiased estimates
of the peak flux, start time, or emission width. As gen-
uine astrophysical sources are not expected to have a
Gaussian profile, the parameters of equation (2) should
thus be regarded in general as nuisance parameters.

From equation (1), we form a test statistic (TS) from
the ratio of the best-fit likelihood with all parameters
free to the best-fit likelihood where the estimated peak
flux is fixed to S = 0 and all other parameters are free
(here carets denote best-fit quantities):

TS = −2∆ lnL = −2 ln L̂(Ŝ, t̂0, ŵ) + 2 ln L̂(0, t̂′0, ŵ
′).
(3)

If the penalty function P (w) = 0, this test statistic
has a maximization bias to short estimated flare widths
(w) as a result of the look-elsewhere effect. For short
flares, there are more potential uncorrelated points in
time for the flare to start (t0), effectively widening the
search space and thus the effective trials factor. This
increases the false discovery rate (FDR) at small w. Fol-
lowing Braun et al. (2010), we flatten the FDR by ap-
plying a penalty term P (w) = ln(w) that approximates a
marginalization of the likelihood (1) over a uniform prior
in t0 and cancels this effect.

For the evaluation of P (w), w is bounded above by the
full length of the survey to prevent runaway values of
equation (1) when evaluating the null hypothesis (S = 0),
in which P (w) = ln(w) is the only variable term. w is
otherwise constrained only by a non-negativity require-
ment.

We compute statistical significance from values of TS
by using the noise-dominated low-significance parts of
the TS distribution and by using negative fluctuations,
which are unphysical as source emission, as a signal-free
control sample (Fig. 2). Both distributions, with the ex-
ception of the object described in section 4, are well de-
scribed in their high-significance region by the expected
χ2 distribution. Above the highest observed noise fluc-
tuation, we extrapolate this fit distribution of positive
fluctuations to more signal-like values of TS to compute
significance. We use the significance of the highest-TS
point as a summary statistic for the entire analysis, re-
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Figure 2. Distribution of test statistic values obtained in this
analysis. The red line is a smoothed version of 2 × 109 Monte
Carlo realizations of the estimated noise in the field and describes
the data (crosses) well in the noise-dominated region at the left.
The gray filled region shows the values for the negative fluctuations
observed in our data, which are unphysical as source emission and
which we use as a control sample. Vertical error bars are 68%
Feldman-Cousins confidence intervals; horizontal error bars indi-
cate bin width. The point at far right is described in Sec. 4.

sulting in our final p-value being equal to the p-value for
the highest significance point. In the limit that the false
detection rate is small (� 1), this is turn is equal to the
false detection rate associated with the most significant
point in the survey.

As a further cross-check, we ran 2×109 noise-only sim-
ulations, equivalent to approximately 1500 years of ob-
servations on this field. These reproduce the data well in
the noise-dominated part of the TS distribution (Fig. 2)
and show no evidence of deviations from the χ2 extrap-
olation at high values.

3. SENSITIVITY

Given the one-year length of the survey, observing
band, and flux sensitivity (Fig. 3), the objects most likely
to be detected are expected to be nearly on-axis GRBs,
tidal disruption events, and blazar flares (Metzger et al.
2015). The source class with the highest predicted rate
from unknown sources (i.e. neglecting flares from AGN
whose quiescent flux is above SPT’s threshold) is the
nearly on-axis GRB a few days to a week after the burst
(Ghirlanda et al. 2013; Metzger et al. 2015).

GRB afterglow emission is believed to be dominated by
synchrotron processes, with significant self-absorption at
low frequencies. As the afterglow ages, it gradually be-
comes optically thin and the self-absorption point (νa)
moves to progressively lower frequencies. This break
frequency marks the junction between the rising opti-
cally thick part of the spectrum (ν2−2.5) and the falling
optically thin synchrotron regime (ν−β) and thus corre-
sponds to the peak of the spectrum. In the early stages
of the afterglow, the burst will brighten with time at ob-
serving frequencies νobs below νa as νa moves to lower
frequencies faster than the burst cools, decreasing the
suppression from self-absorption at νobs. Once νa < νobs,
the flux will begin to decrease with time, following the
cooling of the burst. This competition between cooling
and self-absorption results in an earlier peak emission
time (when νa = νobs) as νobs rises, corresponding to
both brighter peak emission and tighter beaming angles.
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Figure 3. Detection threshold (6σ) as a function of flare dura-
tion. The blue line indicates the flux at which 50% of sources
would be detectable; the filled region shows the range between
the points at which 10% of sources and at which 90% of sources
would be detectable. Very long flares, approaching the length of
the full dataset, are indistinguishable from continuously-emitting
point sources, reducing sensitivity slightly relative to t−1/2 on the
right. This figure assumes an arbitrary Gaussian flare profile—
alternatives (boxcar functions, scaled copies of the GRB030329
100 GHz lightcurve from Sheth et al. 2003) differ at the few percent
level. Sources were injected starting at times uniformly distributed
through the observing period within 2 days of an observation (this
removes the summer maintenance period, leaving 253 days of ef-
fective live time) and uniformly throughout the 80.5 deg2 masked
survey area.

For νobs ∼ 150 GHz, typical peak times are a few days
to a week after the burst rather than the several weeks
typical of 1.4 GHz observations, with much higher peak
fluxes (Ghirlanda et al. 2013). This peak emission time,
and the observed length of emission, may be correlated
with the peak observed flux both due to the physics of
the expanding jet and due to cosmological effects such
as time dilation at high redshift (Ghirlanda et al. 2013).
Although the tighter beaming angles at high frequen-
cies suppress the number of observable bursts, the higher
fluxes result in a net increase in the number of detectable
objects for a survey with a fixed limiting flux density as
νobs increases into the millimeter band (Ghirlanda et al.
2014; Metzger et al. 2015).

The approach described in Sec. 2 gives effective 1σ map
noise of 2–3 mJy on the relevant week timescale for on-
axis GRB afterglows. For the longer (month-scale) emis-
sion expected from very off-axis and population-three
bursts (Macpherson & Coward 2015; Ghirlanda et al.
2014), we achieve lower effective noise in the 1–2 mJy
range At very long timescales (& 6 months), however,
sensitivity rapidly fades as the source duration becomes
comparable to the survey period and it becomes indis-
tinguishable from a steady source.

Over the number of map pixels and time range of the
survey, we expect to have up to 5σ (TS=25) fluctuations
by chance (red line, Fig. 2). This makes 6σ (TS=36),
which corresponds to 0.01 false detections in the survey,
a reasonable benchmark for detection for the purpose
of computing sensitivity. At the 6σ level, this gives an
average detection sensitivity of peak fluxes in the 10–
15 mJy range (Fig. 3), depending on emission length and
position in the field.

This sensitivity is well below the brightest GRBs fol-
lowed up in this band, which had peak fluxes above
70 mJy (e.g. GRB030329 from Sheth et al. 2003), but
well above the average observed burst, which has a peak
flux of ∼ 1 mJy. Using the catalog in de Ugarte Postigo
et al. (2012), we would have been sensitive to ∼ 6% of the
bursts with measurements—either limits or detections—
comparable to our sensitivity. This is not an unbiased
catalog, however, so the implications of this for the true
average burst are not entirely clear. Whether we as-
sume this to be a representative sample or use theoretical
calculations such as Metzger et al. (2015) or Ghirlanda
et al. (2014), we expect only a small number (. 1) of
detectable bursts in the survey area per year. This ex-
pected number depends on the GRB jet opening angle
and a number of other poorly known parameters and so
is not well-determined theoretically.

4. CANDIDATE OBJECT

One candidate object was observed peaking on 2013
April 11 at 23h52m30s, −57◦30′7′′ (J2000), with a best-
fit peak flux at 150 GHz of 16.5 ± 2.4 mJy (Fig. 4) and
emission above background levels detected for three days
on either side of the peak (ŵ = 6.3 days, Fig. 5). Using
the statistical significance calculation from Sec. 2.3, 0.007
objects of this TS value (37) or higher were expected by
chance in this dataset.

The data contributing most to the likelihood show no
signs of data quality problems. During the peak times
of the candidate source on April 11, there is excess flux
at this location in 16 of the 20 individual one-hour maps
bundled for the analysis. In nine of these one-hour maps,
the excess is more than 1σ, in four, more than 2σ, and
in one, 3σ. No single map contributes more than this,
which implies that no single observation dominates the
observed excess. This rules out the kinds of brief instru-
mental systematics identified in previous radio transient
surveys in Frail et al. (2012).

Another potential systematics issue arises from a day-
long power outage on April 9–10 that stopped telescope
observations during this period. Detailed data quality
checks on maps from the cycle beginning April 11, after
the outage, showed no evidence of data quality prob-
lems (non-Gaussian noise, higher than normal noise lev-
els, shifts in position or flux of steady in-field sources)
induced by the outage.

In the 95 GHz band, no corresponding source was ob-
served at this time. Using the best-fit values of w and t0
from 150 GHz, we can set a limit on the 95 GHz peak
flux of S95 < 8 mJy at 90% CL, corresponding to a con-
straint on the spectral index of α > 1.5 (Fν ∝ να) at 90%
CL. This is consistent either with the candidate object
being a statistical fluctuation or with a strongly inverted
spectrum. As thermal emission at this level over a short
period of time is unlikely, such a spectrum would be best
explained by self-absorbed synchrotron emission with a
cutoff above 100 GHz (α = 2− 2.5). GRB afterglows in
this frequency range are expected to have self-absorption
cutoffs in the millimeter and submillimeter band and ris-
ing (α ∼ 2) or weakly inverted (α = 0.3) spectra at
100 GHz (Granot & Sari 2002).

The 150 GHz emission detected at the peak time was
highly linearly polarized, with a polarization fraction
fp = 0.6 ± 0.3 (SPTpol is not sensitive to circular po-
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Figure 4. Filtered maps of the region around the candidate source
at 150 GHz at the peak time (2013 April 11) and off-time two
weeks later (2013 April 25). The color scales are identical in both
panels. Pixels are 0.25 arcminutes across. The telescope has a 1.1
arcminute beam at this frequency. The 1σ noise in this field is
3.3 mJy for both figures. These maps correspond to fridge-cycle-
length time slices of approximately 36 hours; the top panel shows
the same time period as the peak point in Fig. 5, while the bottom
panel corresponds to the second point from the right.

-15

-10

-5

 0

 5

 10

 15

 20

 25

 56375  56380  56385  56390  56395  56400  56405  56410

F
lu

x
 (

m
J
y
)

Time (MJD)

150 GHz

Figure 5. Flux vs. time around the peak time of the candidate
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Figure 6. Polarization properties of the candidate source in the
150 GHz band as a function of time. Quoted uncertainties are
approximate 1σ errors and represent points in profile likelihood
space at which ∆2 lnL = 1. The average polarization fraction
in this period is 77 ± 23%. Points are placed at the start of the
data taking period to which they correspond. A subset of Fig. 5 is
included for reference.

larization). Similar polarization fractions were observed
at every point in the light curve with signal-to-noise in
flux greater than one (Fig. 6). This is consistent with
emission from a small-volume synchrotron source such
as a GRB or other small jet produced in an extremely
homogeneous magnetic field (Granot & Königl 2003). It
is not clear, however, how this very high polarization
fraction corresponds to the non-detection in the 95 GHz
data, which suggests an optically thick source.

Up to and including the peak of the emission on April
11, the detected polarization angle was consistent within
statistical uncertainties, although only two points (April
9 and 11) have uncertainties small enough (10◦) to draw
any conclusions on this point. Beginning on April 12, as
the candidate source began to fade, the polarization an-
gle abruptly rotated 75 ± 15◦, while maintaining a high
polarization fraction of 0.8+0.2

−0.4. No further changes to the
polarization fraction or angle were observed after that
point, although the subsequent rapid reduction in flux
makes any determination of polarization properties after
April 15 difficult. Averaging all maps before the shift on
April 12, the detected mean polarization angle of emis-
sion up to the peak was −42 ± 10◦. After the shift, the
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mean angle rotated to 36± 14◦. Such a ∼ 90◦ polariza-
tion angle rotation at this point in the lightcurve would
be typical of a GRB afterglow jet break (Granot & Königl
2003; Wiersema et al. 2014), in which the beaming angle
expands beyond the geometric opening angle of the jet
and the viewable polarization field becomes truncated.

We determine the overall mean polarization fraction
of the emission using a profile likelihood, in which we
form contours in an assumed constant polarization frac-
tion 〈fp〉, with all other parameters (polarization an-
gle, true source flux) optimized to their best-fit values
for each value of 〈fp〉 and allowed to vary without con-
straint in time. The difference in this profile likelihood
between the best-fit point (〈fp〉 = 0.77±0.23) and fp = 0
(2∆ lnL = 13) lets us test for the statistical significance
of the detection of non-zero polarization. As atmospheric
foregrounds are unpolarized and instrumental polariza-
tion leakage is low (Keisler et al. 2015), the detection of
a polarization fraction fp > 0 can be taken as indepen-
dent a posteriori evidence for an astrophysical source.
Using Monte Carlo simulations, we would have expected
to have a polarization 2∆L ≥ 13 by chance in these data
given the observed intensity curve in 1.5% of cases. As
fp is statistically independent of S, and no selection was
performed on fp, this significance does not require cor-
rection for the look-elsewhere effect. As a systematics
check, we examined the apparent polarization fraction
at the locations of lower-significance fluctuations in the
maps containing the candidate source. We found no evi-
dence for correlation between intensity and polarization
fraction at these points, ruling out a temporary miscali-
bration or other systematic source of polarization in the
data.

No steady sources at this location have been observed
in SPT data and there was no evidence for emission at
other times in this survey (Fig. 4, 150 GHz quiescent
flux < 1.3 mJy at 90% CL). Although several known
sources are present within the half-arcminute positional
uncertainty on this candidate, data from the Blanco Cos-
mology Survey and Spitzer (taken before the potential
flare date) show no bright or otherwise notable sources
at this location that would indicate a likely counterpart
(Ashby et al. 2013; Bleem et al. 2015). One dim cata-
logued GALEX source (Bianchi et al. 2014) is present
at this position, though again the source density is high
enough to prevent a definite association. The absence
of a bright source in these surveys suggests that the ob-
served emission was likely not a minor flare-up of an AGN
with quiescent flux just below our threshold.

Due to its high galactic latitude (b = −58◦), the candi-
date is unlikely to be a galactic source. If the candidate
is an extragalactic source, the absence of a bright cata-
logued host galaxy at this position would imply a high
ratio of source to host luminosity. No gamma-ray or X-
ray alerts were filed to GCN from this region of the sky
within several weeks of this event, and no alerts at any
time in 2012 or 2013 were consistent with this position.

Although the statistical significance of this event in
our analysis is low (p = 0.01), the polarization data pro-
vide an independent, though not conclusive, chain of evi-
dence in support of the idea that these observations were
due to some astrophysical transient. The nature of that
potential transient remains unclear, as no additional in-
formation from the 95 GHz band or other observations

provide a positive spectral measurement, counterpart, or
host galaxy. Although it is not clear how to reconcile
the 95 GHz non-detection with the 150 GHz polariza-
tion data, a plausible explanation for the 150 GHz data
alone would be a nearly on-axis GRB afterglow. This
would be consistent with the timescale of emission, the
high degree of linear polarization, and the 90◦ polariza-
tion rotation coincident with the beginning of the candi-
date’s decay (Granot & Königl 2003). The gamma-ray
component of such a GRB could have been missed due
to the limited observing efficiency of satellites, a small
misalignment of the jet, or obscuration of the prompt
high-energy component. The last two would be consis-
tent with the several-day rise in emission seen here.

5. POPULATION CONSTRAINTS

Beyond the properties of the highest-significance point,
the distribution of TS values (Fig. 2) allows us to place
constraints on the population of sources. A sufficiently
steep distribution dominated by dim sources would have
introduced statistical non-Gaussianity in the maps by
increasing the rate of subthreshold positive fluctuations
above expected levels, whereas a relatively flat spectrum
of peak fluxes would be expected to produce a uniform
distribution in

√
TS.

We formalize this by modeling the TS distribution
(Fig. 2) as the sum of two parts: noise fluctuations and
an injected population of simulated sources. Noise fluc-
tuations are based on realizations of the map noise at
points uniformly distributed in the survey field (red line
in Fig. 2). The simulated sources are injected according
to a power-law distribution of peak fluxes (dN/dS ∝ Sβ)
and are likewise uniformly distributed throughout the
survey region and summed with simulated noise at that
point. The peak times of the injected sources are scat-
tered uniformly within the survey period at all points
within 2 days of an SPTpol observation used in this anal-
ysis. For this test, each source is injected with a Gaussian
profile (equation 2) with the FWHM of the emission (w)
set to one week, to approximately match the candidate
source and the beginning of our roughly constant sensi-
tivity region (Fig. 3). We run our normal search like-
lihood on each of these points and accumulate the TS
value from the optimization of equation (3). We then
compare the resulting distributions of expected positive
and negative fluctuations to the data (Fig. 2) in the re-
gion TS > 14.5 using a Poisson likelihood. This region
corresponds to approximately 3.5σ and larger fluctua-
tions, approximately where we would expect an astro-
physical source population to be visible and in the high-
TS asymptotic region that we have modelled and verified
elsewhere in the analysis (Sec. 2.3). The resulting con-
tours in the number of injected sources, normalized to
the number with peak flux ≥ 20 mJy, and dN/dS index
β are shown in Fig. 7.

This fit prefers a non-zero total population largely be-
cause of the candidate object. The results are domi-
nated by the high-significance tail above the noise fluc-
tuation background and so dN/dS is poorly constrained
given a constant number of above-threshold sources. A
profile likelihood calculation leaving the dN/dS power-
law index β as a free parameter provides a source den-
sity above 20 mJy of 0.008+0.014

−.006 deg−2 year−1 and re-
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Figure 7. Constraints on the distribution of source brightnesses
for one-week (FWHM) Gaussian sources. Sources were injected
using the same procedure as in Fig. 3 with dN/dS ∝ Sβ and the
resulting test-statistic distribution compared to the data. The ×
indicates the best-fit point in the parameter space, corresponding
to one expected detection in the SPTpol 100 square degree survey.
Labeled exclusion significances are computed from the likelihood
ratio shown on the color axis using Wilks’ theorem. Low values of
β, corresponding to steep dN/dS, would imply a statistical excess
of high-significance fluctuations below our detection threshold, dis-
torting the TS distribution. Higher values of β would imply higher-
peak-flux sources than observed. The dashed line at β = −2.5
indicates the expectation for a Euclidean source distribution.

jects zero at 2σ. Given the week-long sources injected,
this corresponds to a snapshot density of 1.5+2.7

−1.1 × 10−4

deg−2. Removing the candidate source by hand gives a
90% CL upper limit of 0.024 deg−2 year−1 (snapshot rate
< 4.6× 10−4 deg−2).

Theoretical expectations can provide similar numbers
to the results obtained here, although large uncertainties
on both the results of this analysis and the theoretical
predictions, as well as the limited amount of theoretical
work in this band, prevent any strong conclusions. Us-
ing the model from Ghirlanda et al. (2014), extended to
150 GHz (priv. comm. Ghirlanda), predicts ∼ 0.3 orphan
GRB afterglow detections in this survey and a dN/dS
index β = −2.8, compatible with the results here, al-
though the emission period for these sources is expected
to be much longer than the week emission of the can-
didate object. Other predictions, such as in Metzger
et al. (2015), which consider different source populations
(magnetars, on-axis GRBs, tidal disruption events), give
expected source densities an order of magnitude lower.

As this is the first transient survey in the millimeter
band, comparison of these results to previous surveys
(e.g. Levinson et al. 2002; Gal-Yam et al. 2006; Bower
et al. 2010; Bower & Saul 2011; Bell et al. 2011; Croft
et al. 2011) is a complex and model-dependent task. The
highest frequency of these (Bower et al. 2010) was con-
ducted at 5 GHz, a factor of 30 below our primary ob-
serving band, and correspondingly was focused on some-
what different sources. The most similar previous results
in terms of science goals, in Levinson et al. (2002) and
Gal-Yam et al. (2006), focus on GRB afterglows, though
at lower frequencies (1.4 GHz). These searches used two
epochs of NVSS and FIRST data several years apart to
identify the isotropic emission from a GRB afterglow af-
ter the ejecta become subrelativistic. This occurs late in
the history of the burst, with the peak time occurring

six months or more after the burst and emission lasting
for a period of a year (Levinson et al. 2002; Ghirlanda
et al. 2013), a timescale to which the 1-year SPTpol sur-
vey described here has extremely limited or no sensitivity
(Sec. 3). Additional data from the in-progress 4-year 500
square degree SPTpol survey (Sec. 6) will allow a direct
comparison of the results from Levinson et al. (2002)
to millimeter-band data on similar timescales and corre-
sponding limits on the allowed spectral index of sources
like the possible detection in Gal-Yam et al. (2006).
The more indirect comparison—connecting constraints
on late-time isotropic afterglows to the constraints we
place on early partially beamed bursts—is highly theo-
retically uncertain for the reasons described in Sec. 3 and
an interesting topic for future modelling work.

While a direct comparison in terms of the year or more
emission period implied by the Levinson et al. (2002)
sub-relativistic afterglow model is impossible as a result
of the length of our survey, the two-epoch strategy used
sets only an upper bound on the length of their detected
sources. As such, we are at least free to compare results
for week-scale sources and address whether the candidate
source in Levinson et al. (2002) could be a similar object
to that described in Sec. 4.

The similar effective sky coverage (∼ 5000 deg2) for
week-scale emission at fluxes & 10 mJy suggests that
any such sources detectable by both surveys at thresh-
old must have a very flat broadband spectral index. A
reasonable synchrotron spectrum (ν−0.5) would make a
week-long source detectable by Levinson et al. (2002) an
order of magnitude below threshold here. Conversely,
even a very slowly rising spectrum such as expected for
GRB afterglows near peak (ν0.3) would make an SPTpol-
detectable source a factor of four below threshold for the
FIRST/NVSS data; a steeper self-absorbed synchrotron
spectrum (ν2) would make such sources completely in-
visible at 1.4 GHz.

This requirement for an extremely flat spectrum over
two orders of magnitude in frequency makes it very un-
likely that the candidate from Gal-Yam et al. (2006) is re-
lated to the candidate in Sec. 4. The population of bright
(& 1 mJy) GRB afterglows is dominated, both at 1 GHz
and 150 GHz, by nearly on-axis self-absorbed bursts with
rising spectra (Ghirlanda et al. 2014), which would make
the majority of NVSS/FIRST-detectable afterglows vis-
ible to SPTpol given sufficiently long observation times.
Future SPTpol data over longer time periods will thus
allow a much more direct comparison to the results from
Levinson et al. (2002).

6. DISCUSSION AND FUTURE WORK

Observations with SPTpol have provided the first un-
triggered view of the transient millimeter sky, with sensi-
tivity approaching that required to test current models of
off-axis GRBs and other sources. One candidate object
was observed, but it remains unclear whether the ob-
served emission is a statistical fluctuation. Its properties
are intriguing and qualitatively consistent with some ex-
pectations for a GRB afterglow, although there is some
internal tension between the polarization data and the
spectrum and the statistical significance of the detection
is too low to completely rule out a fluctuation.

The forthcoming SPT-3G receiver, scheduled for de-
ployment over the 2016/2017 austral summer (Benson
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et al. 2014), will greatly improve the capabilities of this
survey and provide much-enhanced sensitivity to any
objects with the same properties (peak flux, duration,
spectrum) as the candidate from this work. SPT-3G is
planned to survey an area of 2500 deg2—25 times the
area covered here—in three frequency bands (90, 150,
and 220 GHz) to approximately the same depth as in
this article, ultimately probing source densities in the
10–20 mJy regime to below 10−4 deg−2 year−1. At
this level, multiple detections are expected annually from
the off-axis bursts modeled in Metzger et al. (2015) and
Ghirlanda et al. (2014). Even a non-observation with
SPT-3G will thus place constraints on the shock dynam-
ics and energy budget of the unknown GRB progenitors.
Most important, this sensitivity is well below the source
density implied by the candidate source here. If it was a
statistical fluctuation, SPT-3G will be able to rule out a
transient source population at the best-fit level in Fig. 7.
Conversely, if it was indeed a real source, SPT-3G would
see dozens of sources annually at our best-fit source den-
sity, independent of β, and begin to characterize the pop-
ulation from which it arose.

In addition, a 500 deg2 survey using SPTpol is cur-
rently in progress with a planned conclusion at the end
of 2016. For week-scale sources, this survey will cover
an effective sky area 20 times larger than covered here,
albeit with map noise approximately two times greater.
This prevents the direct exploration of the population of
10 mJy sources possible with SPT-3G, but will provide
complementary information to what is available in this
work. For a source population with dN/dS index β > −3
such as predicted for all source classes in Metzger et al.
(2015), including orphan GRB afterglows, the number of
detections will increase by trading depth for sky area.

Extending the observing period from one year to the
four years of the 500 square degree survey will also allow
better discrimination between dim steady sources and
long transients. Orphan GRB afterglows in particular,
as well as population-3 GRBs, may have durations of
months. With only one year of data, such objects are
largely indistinguishable from steady sources, reducing
the sensitivity of this analysis despite the low noise lev-
els afforded by long integration times. As a result, the
500 square degree survey is expected to have equivalent
flux sensitivity on 100-day scales to the results here in
addition to the substantially increased sky area and mon-
itoring period.

Thanks to S. Croft for helpful comments and to
G. Ghirlanda for providing 150 GHz orphan afterglow
predictions. The South Pole Telescope program is sup-
ported by the National Science Foundation through grant
PLR-1248097. Partial support is also provided by the
NSF Physics Frontier Center grant PHY-0114422 to the
Kavli Institute of Cosmological Physics at the University
of Chicago, the Kavli Foundation, and the Gordon and
Betty Moore Foundation through Grant GBMF#947 to
the University of Chicago for the construction of SPT-
pol. The McGill authors acknowledge funding from the
Natural Sciences and Engineering Research Council of
Canada and Canadian Institute for Advanced Research.
JWH is supported by the National Science Foundation
under Award No. AST-1402161. BB is supported by

the Fermi Research Alliance, LLC under Contract No.
De-AC02-07CH11359 with the U.S. Department of En-
ergy. TdH is supported by the Miller Institute for Basic
Research in Science. The CU Boulder group acknowl-
edges support from NSF AST-0956135. This work is
also supported by the U.S. Department of Energy. Work
at Argonne National Lab is supported by UChicago Ar-
gonne, LLC, Operator of Argonne National Laboratory
(Argonne). Argonne, a U.S. Department of Energy Of-
fice of Science Laboratory, is operated under Contract
No. DE-AC02-06CH11357. We also acknowledge sup-
port from the Argonne Center for Nanoscale Materials.
The data analysis pipeline uses the scientific python stack
(Hunter 2007; Jones et al. 2001–; van der Walt et al.
2011) and the HDF5 file format (The HDF Group 1997).
Computing for this work was conducted using resources
provided by the Open Science Grid (Pordes et al. 2007),
which is supported by the National Science Foundation
and the U.S. Department of Energy’s Office of Science.

REFERENCES

Ashby, M. L. N., Stanford, S. A., Brodwin, M., et al. 2013, ApJS,
209, 22

Austermann, J. E., Aird, K. A., Beall, J. A., et al. 2012, in
Society of Photo-Optical Instrumentation Engineers (SPIE)
Conference Series, Vol. 8452

Bell, M. E., Fender, R. P., Swinbank, J., et al. 2011, MNRAS,
415, 2

Benson, B. A., Ade, P. A. R., Ahmed, Z., et al. 2014, in Society
of Photo-Optical Instrumentation Engineers (SPIE) Conference
Series, Vol. 9153, Society of Photo-Optical Instrumentation
Engineers (SPIE) Conference Series, 1

Bianchi, L., Conti, A., & Shiao, B. 2014, Advances in Space
Research, 53, 900

Bleem, L. E., Stalder, B., Brodwin, M., et al. 2015, ApJS, 216, 20
Bower, G. C., & Saul, D. 2011, ApJ, 728, L14
Bower, G. C., Croft, S., Keating, G., et al. 2010, ApJ, 725, 1792
Braun, J., Baker, M., Dumm, J., et al. 2010, Astroparticle

Physics, 33, 175
Carlstrom, J. E., Ade, P. A. R., Aird, K. A., et al. 2011, PASP,

123, 568
Croft, S., Bower, G. C., Keating, G., et al. 2011, ApJ, 731, 34
de Ugarte Postigo, A., Lundgren, A., Mart́ın, S., et al. 2012,

A&A, 538, A44
Dent, W. A., O’Dea, C. P., Balonek, T. J., Hobbs, R. W., &

Howard, R. J. 1983, Nature, 306, 41
Frail, D. A., Kulkarni, S. R., Ofek, E. O., Bower, G. C., & Nakar,

E. 2012, ApJ, 747, 70
Gal-Yam, A., Ofek, E. O., Poznanski, D., et al. 2006, ApJ, 639,

331
Ghirlanda, G., Salvaterra, R., Burlon, D., et al. 2013, MNRAS,

435, 2543
Ghirlanda, G., Burlon, D., Ghisellini, G., et al. 2014, Proc. of the

Astronomical Society of Australia, 31, 22
Granot, J., & Königl, A. 2003, ApJ, 594, L83
Granot, J., & Sari, R. 2002, ApJ, 568, 820
Haehnelt, M. G., & Tegmark, M. 1996, MNRAS, 279, 545
Hunter, J. D. 2007, Computing In Science & Engineering, 9, 90
Jones, E., Oliphant, T., Peterson, P., et al. 2001–, SciPy: Open

source scientific tools for Python, [Online; accessed 2014-10-22]
Keisler, R., Hoover, S., Harrington, N., et al. 2015, ApJ, 807, 151
Laskar, T., Berger, E., Zauderer, B. A., et al. 2013, ApJ, 776, 119
Levinson, A., Ofek, E. O., Waxman, E., & Gal-Yam, A. 2002,

ApJ, 576, 923
Macpherson, D., & Coward, D. 2015, MNRAS, 453, 2144
Metzger, B. D., Williams, P. K. G., & Berger, E. 2015, ApJ, 806,

224
Mocanu, L. M., Crawford, T. M., Vieira, J. D., et al. 2013, ApJ,

779, 61
Pordes, R., et al. 2007, J. Phys. Conf. Ser., 78, 012057
Rhoads, J. E. 1997, ApJ, 487, L1

http://dx.doi.org/10.1088/0067-0049/209/2/22
http://dx.doi.org/10.1088/0067-0049/209/2/22
http://dx.doi.org/10.1117/12.927286
http://dx.doi.org/10.1117/12.927286
http://dx.doi.org/10.1117/12.927286
http://dx.doi.org/10.1111/j.1365-2966.2011.18631.x
http://dx.doi.org/10.1111/j.1365-2966.2011.18631.x
http://dx.doi.org/10.1117/12.2057305
http://dx.doi.org/10.1117/12.2057305
http://dx.doi.org/10.1117/12.2057305
http://dx.doi.org/10.1117/12.2057305
http://dx.doi.org/10.1016/j.asr.2013.07.045
http://dx.doi.org/10.1016/j.asr.2013.07.045
http://dx.doi.org/10.1088/0067-0049/216/1/20
http://dx.doi.org/10.1088/2041-8205/728/1/L14
http://dx.doi.org/10.1088/0004-637X/725/2/1792
http://dx.doi.org/10.1016/j.astropartphys.2010.01.005
http://dx.doi.org/10.1016/j.astropartphys.2010.01.005
http://dx.doi.org/10.1086/659879
http://dx.doi.org/10.1086/659879
http://dx.doi.org/10.1088/0004-637X/731/1/34
http://dx.doi.org/10.1051/0004-6361/201117848
http://dx.doi.org/10.1038/306041a0
http://dx.doi.org/10.1088/0004-637X/747/1/70
http://dx.doi.org/10.1086/499157
http://dx.doi.org/10.1086/499157
http://dx.doi.org/10.1093/mnras/stt1466
http://dx.doi.org/10.1093/mnras/stt1466
http://dx.doi.org/10.1017/pasa.2014.14
http://dx.doi.org/10.1017/pasa.2014.14
http://dx.doi.org/10.1086/378733
http://dx.doi.org/10.1086/338966
http://adsabs.harvard.edu/cgi-bin/nph-bib_query?bibcode=1996MNRAS.279..545H&db_key=AST
http://dx.doi.org/10.1088/0004-637X/807/2/151
http://dx.doi.org/10.1088/0004-637X/776/2/119
http://dx.doi.org/10.1086/341866
http://dx.doi.org/10.1093/mnras/stv1318
http://dx.doi.org/10.1088/0004-637X/806/2/224
http://dx.doi.org/10.1088/0004-637X/806/2/224
http://dx.doi.org/10.1088/0004-637X/779/1/61
http://dx.doi.org/10.1088/0004-637X/779/1/61
http://dx.doi.org/10.1088/1742-6596/78/1/012057
http://dx.doi.org/10.1086/310876


10 N. Whitehorn, T. Natoli, et al.

Senno, N., Murase, K., & Mészáros, P. 2016, Phys. Rev. D, 93,
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