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ABSTRACT
The Fermi National Accelerator Laboratory (FNAL) is fac-
ing the challenge of providing scientific data access and grid
submission to scientific collaborations that span the globe
but are hosted at FNAL. Users in these collaborations are
currently required to register as an FNAL user and ob-
tain FNAL credentials to access grid resources to perform
their scientific computations. These requirements burden re-
searchers with managing additional authentication creden-
tials, and put additional load on FNAL for managing user
identities. Our design integrates the existing InCommon
federated identity infrastructure, CILogon Basic CA, and
MyProxy with the FNAL grid submission system to provide
secure access for users from diverse experiments and collab-
orations without requiring each user to have authentication
credentials from FNAL. The design automates the handling
of certificates so users do not need to manage them manu-
ally. Although the initial implementation is for FNAL’s grid
submission system, the design and the core of the implemen-
tation are general and could be applied to other distributed
computing systems.

Categories and Subject Descriptors
K.6.5 [Management of Computing and Information
Systems]: Security and Protection—authentication

General Terms
Security

Keywords
CILogon, InCommon, MyProxy, Identity federation, Feder-
ated Authentication, grid computing
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1. INTRODUCTION
FNAL1(also known as Fermilab) is a laboratory special-

ized on high-energy particle physics research. Diverse col-
laborations/experiments produce petabytes of data and use
storage and computing elements at distributed computing
facilities to achieve peta-scale production for processing of
events and simulation data. The distributed computing in-
frastructure is based on grid computing, where a collec-
tion of independent hardware, software, and data resources
work together on a common goal2. The scientific collabo-
rations making use of the grid resources typically include
multiple research institutions with different identity man-
agement policies and security infrastructures [1]. A collab-
oration is translated into the grid world as a Virtual Orga-
nization (VO). The concept of VO refers to a defined set
of researchers and institutions that work towards a com-
mon scientific goal and agree on resource-sharing policies
over grid resources [2]. A VO manages its members’ access
control rights, roles and privileges internally and uses the
Virtual Organization Membership Service (VOMS) server to
maintain a registry of members’ certificates along with any
specialized roles and privileges each member is allowed to
take on. Fermilab operates and manages the VOMS servers
for its hosted VOs.

Access to FNAL grid resources is restricted to authenti-
cated and authorized users. Users must currently follow a
registration process to become an authorized user and ob-
tain appropriate credentials to use grid resources. In gen-
eral, FNAL supports authentication via Kerberos, Single-
Sign-On passwords (called “Services” passwords), and X.509
certificates. To request access to grid resources, users must
present a valid X.509 certificate.

In this paper, we present the high level design of a new
scheme that integrates federated identity management prin-
ciples and InCommon3 infrastructure services with Fermi-
lab grid resources. The new design allows a user to use the
identity credentials from his/her home institution to trans-
parently obtain an X.509 certificate to request access to grid
resources at FNAL. The design makes use of the CILogon4

1http://www.fnal.gov/
2http://www.oracle.com/technetwork/topics/grid/
whatsnew/gridtechwhitepaper-0305-130088.pdf
3http://incommonfederation.org
4http://www.cilogon.org
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service, which is a member of the InCommon federation. It
enables on-demand generation of X.509 certificates based on
authentication from select Identity Providers (IdPs) oper-
ated by InCommon-member institutions and organizations.
The grid submission at FNAL, like most grid interfaces, is
based on the Linux command line and scripting, so the de-
sign makes use of the Enhanced Client or Proxy (ECP)5

capability of IdPs. Proxies of the certificates are also stored
in MyProxy6 for later use by the grid submission system on
behalf of the user.

Authentication based on federated identities brings bene-
fits to FNAL and its scientific user communities. Federated
identity management improves the user experience by re-
ducing the number of access credentials to be obtained and
maintained by the end user. It also eliminates the need for
the hosting institution to manage identities for its science
users. Furthermore, our new design fully automates and
streamlines the credential management workflow, removing
the need for manual intervention from the user. The design
and the core of the implementation could also be used at
other institutions that are part of the InCommon federation
with other command-line based grid submission systems.
For any access control system, consideration of security risks
vs benefits to the users and operational environment is cru-
cial. Therefore, a security analysis of the new design and a
discussion of risks are also presented in the paper. We dis-
cuss the various layers of security controls put in place and
how they ensure that the new design does not increase our
risk profile.

2. BACKGROUND
Before presenting the new design for federated access at

FNAL, we provide background information about the exist-
ing authentication scheme, as well as grid submission sys-
tems in general and the grid submission system used at Fer-
milab. We also provide information about InCommon feder-
ation, CILogon, Identity Providers with ECP, and MyProxy.

2.1 Current FNAL authentication scheme
At Fermilab, the computing environment is divided into

two sections: general computing environment (GCE) and
open science environment (OSE). GCE hosts all interactive
resources and other services expected from the lab for its
employees. OSE, on the other hand, only includes the grid
resources that are open to Fermilab scientific collaborators,
which are idle computing power and storage elements ded-
icated to specific VOs. In OSE, there is no way to inter-
actively access resources (i.e. no interactive shell access),
the only access mode allowed is through batch job submis-
sions and data requests. Both environments are segregated
from one another through multiple layers of security con-
trols, and it is not allowed to directly access GCE from the
OSE. In other words, once you are allowed to use grid re-
sources, you are confined to a ”sandbox” that you cannot
escape to access GCE. To request access to GCE resources,
a user must perform Kerberos authentication. Login to in-
teractive Linux nodes, only contained in GCE, is allowed
through Kerberized SSH or by multi-factor authentication.
In order to access grid resources, users must provide a valid
X.509 certificate. The grid resources only accept certificates

5http://www.cilogon.org/ecp
6http://grid.ncsa.illinois.edu/myproxy

issued by International Grid Trust Federation (IGTF)7 ac-
credited Certificate Authorities (CA). For convenience to its
users, Fermilab operates such a Certificate Authority, Fermi-
lab Kerberos Certificate Authority (KCA) accredited by the
TAGPMA8 branch of IGTF. The users cannot use their Ker-
beros tickets to access grid resources, but must use certifi-
cates. Although a subset of users at FNAL utilize certificates
issued by other accredited CAs to access the grid, this is
an arduous process because the primary job submission sys-
tem hosted at FNAL (described below) automates the use of
KCA certificates but requires several manual steps for other
kinds of certificates. Furthermore some data access services
are only programmed to accept KCA certificates. Access
to additional services, such as email, document repositories,
corporate tools and workstations is done via a separate set
of credentials in a domain named “Services”.

A Fermilab user obtains kerberos credentials by running
kinit once a week and entering his/her kerberos username
and password. The user then can obtain a Fermi KCA issued
X.509 certificate by utilizing his/her kerberos ticket through
the kx5099 tool. This system generates X.509 certificates
based on kerberos tickets. The KCA certificates are valid
to access web services and grid resources [3]. The issued
certificate is tied to the kerberos principal and is stored in
/tmp/x509∗. A KCA certificate’s lifetime is equal to that of
its original kerberos ticket, which is a week. A user who has
submitted jobs and wants to submit again after the kerberos
ticket has expired has to go through the same steps to get a
new KCA certificate.

The KCA server software has been around a long time and
is losing its software support in approximately one year, so
that has added urgency to finding a new more modern solu-
tion. In addition, it takes a significant amount of resources
to maintain the accreditation for any Certificate Authority.

2.2 VOMS: Virtual Organization Membership
Service

VOMS is a user management system that maintains a
registry of all VO members, their roles in the VO and the
access privileges corresponding to those roles. Every user
in the VO has his/her certificate Distinguished Name (DN)
registered in VOMS, and VOMS maps those to a set of capa-
bilities defined through attributes: groups, roles and generic
attributes. If a user has multiple certificates, she/he can reg-
ister multiple Certificate DNs under his/her account. When
a user wants to submit jobs at FNAL, a VOMS X.509 certifi-
cate proxy10 must be provided. The VOMS proxy contains
the trusted attributes for the user and these will be used to
authorize actions on behalf of the user [4]. A VOMS proxy is
obtained by using the command line tool voms-proxy-init.
The user authenticates with the VOMS server through a
valid X.509 proxy of the original certificate, known as a“grid
proxy”. The VOMS server validates the incoming grid proxy
and returns a VOMS proxy that confirms that the user is in
the VO and contains the roles the user has.

The grid proxy and VOMS proxy implement the standard
Grid Security Infrastructure (GSI) [2] delegation capability.
The grid proxy contains the user’s identity with a new set of

7https://www.igtf.net
8http://tagpma.org
9http://www.umich.edu/~x509

10http://www.ietf.org/rfc/rfc3820.txt



keys and it is signed with the user’s original certificate public
key. It has a much shorter lifetime (12 hours to 1 day) than
a certificate (up to 13 months). Grid proxies enhances user
security in the event of a security compromise because they
expire quickly. A VOMS proxy is generated much the same
way as a grid proxy: it has a different set of keys and signed
by the user’s original certificate. An important difference is
that a VOMS proxy holds an additional set of VO-granted
attributes for the user that specify the user’s membership in
the VO and the user’s roles and privileges in the VO.

Fermilab operates and manages VOMS servers for its hosted
VOs. The VO members internally determine the access poli-
cies for the VO scientists. Fermilab staff makes sure that
these policies are implemented and enforced by the VOMS
server. As we will discuss later, in the event of an incident
or malfunction, Fermilab can temporarily override VO man-
agement decisions or ask the VO managers to change their
policies.

2.3 Pilot systems and grid submission systems
Making effective use of a wide diversity of grid resources is

complicated and generally requires both a pilot-based work-
flow management system (WMS) such as GlideinWMS11

and a grid submission system that submits grid jobs to the
pilot system. Large VOs generally have their own pilot and
grid submission systems, but smaller VOs often share such a
system. The Scientific Computing Division at Fermilab runs
a GlideinWMS pilot system and a grid submission system
called Jobsub that is shared by a number of VOs hosted at
FNAL including NOvA, Mu2e, and MicroBooNE.

A pilot-based WMS is a pull-based WMS that creates
an overlay pool of compute resources on top of the grid.
GlideinWMS is a pilot-based WMS that creates on-demand
a dynamically sized overlay HTCondor batch system [5] [6]
on grid resources to address the complex needs of VOs run-
ning scientific workflows.

Grid submission systems provide users with interfaces for
submitting and managing jobs, including being responsible
for renewing short-lived VOMS proxies that are used to au-
thorize the jobs. Grid jobs can be queued for days or weeks
and can run for many hours, but VOMS proxies are kept to
short lifetimes (12 to 24 hours) for two reasons: 1) keeping
them short-lived limits their value to attackers and 2) if a
user is removed from a VO, the renewal will fail and user’s
jobs will be stopped. For these reasons, grid submission
systems have to periodically renew the proxies.

2.4 Jobsub: FNAL grid submission system
Jobsub is an integrated grid submission system developed

at Fermilab for simplifying job submission for users, provid-
ing authentication, job scheduling and output retrieval[7].
It uses GlideinWMS as its pilot system. Jobsub is a client-
server system. Jobsub Client is the interface for users to
submit jobs. Through a command called jobsub_submit,
the user specifies details about the executable file, input
files and grid protocols to perform file transfers as well as
the VO to submit to. jobsub_submit uses X.509 credentials
to authenticate the user to the Jobsub Server over a secure
https connection. The Jobsub Client can be run anywhere,
not just at Fermilab. If the user does not possess a valid
X.509 certificate or proxy but does possess a Fermilab ker-

11http://www.uscms.org/SoftwareComputing/Grid/WMS/
glideinWMS/

Figure 1: Job submission using Jobsub integrated
submission system

beros ticket, as an extra convenience jobsub_submit invokes
kx509 to retrieve the KCA certificate based on the kerberos
ticket. If the authentication is successful, Jobsub Server will
submit the user’s jobs to the grid.

The user certificate or proxy itself is not transferred to
the Jobsub Server, and even if it were, scientific event pro-
cessing and simulation usually include jobs with lifetimes
longer than the validity period of the certificate or proxy,
making proxy renewal a necessity. Currently, Jobsub Server
takes care of this by maintaining an extra “Robot” kerberos
keytab for every FNAL user. A Robot kerberos keytab is a
keytab file that is stored on the Jobsub Server and is used
to automatically generate KCA certificates for the user. As
a user’s proxy reaches its end of lifetime, the Jobsub Server
generates a new Robot certificate proxy to continue to run
jobs. The keytab files are only owned by the Jobsub server
and a user cannot access them. The generated Robot cer-
tificate has a different key pair and a different certificate DN
than a user’s personal certificate. As a result, both certifi-
cates need to be registered in the VOMS server under the
user’s account so that both have access to the user’s roles
and privileges.

Figure 1 shows how the user interacts with Jobsub Client
and the steps that the Jobsub Server takes:

1. User submits a job to the Jobsub Client using the KCA
certificate previously obtained.

2. After the user submits a job, the Jobsub Server uses
the Robot kerberos keytab to get a KCA certificate
with kx509.

3. The Jobsub Server then executes the command voms-

proxy-init which contacts VOMS to obtain a VOMS
proxy based on the Robot KCA certificate, and it uses
this proxy to submit jobs.

4. The Jobsub Server uses the same process to periodi-
cally renew the VOMS proxy to prevent it from expir-
ing before the jobs are finished.

Jobsub also supports users who do not have an FNAL ker-
beros account and so cannot obtain KCA certificates, but it
is a relatively difficult process. First, the user must manually
register their certificate DN with the VOMS server, which
is automatically done for KCA certificate holders. Second,
the user must obtain a secondary service certificate, also
register its DN in VOMS, and ask the Jobsub server oper-
ations team to manually install it; all that is also automat-
ically done for KCA certificate holders. The service certifi-
cates then are used by Jobsub server similarly to the Robot



KCA certificates to obtain and renew VOMS proxies. Third,
some of Fermilab’s data access services are not currently pro-
grammed to recognize non-KCA certificates, so users cannot
utilize them without their service certificate DN also being
registered separately in those systems.

2.5 GUMS: Grid User Management Service
GUMS is a grid identity mapping service, which translates

VO-granted attributes (VO-specific roles and privileges) into
UNIX-based user identities (UNIX usernames) and file ac-
cess privileges. GUMS has a mapping logic that associates
VO attributes with a list of grid resources, UNIX user ac-
counts on these resources and location of files. It provides
better control and security for access to the site’s grid re-
sources12. At FNAL, when a job submission is accepted,
Jobsub Server sends a mapping request to the Fermilab
GUMS Authorization server. The request includes identity
information of the user: the DN (Distinguished Name) and
the FQANs (Fully Qualified Attribute Name). Using the
DN and the FQAN, GUMS server checks if the user is al-
lowed to utilize the grid resources and returns a valid UNIX
username, under which the user’s job will be run. If the user
or the VO which the user belongs to has been banned, then
the GUMS server will return null and the job will not be ex-
ecuted. Fermilab GUMS communicates periodically (every
6 hours by default) with the VOMS server to keep updated
information about the VOs and users [8].

2.6 InCommon Federation
The InCommon Federation, operated by Internet2, is the

identity federation for education and research institutions in
the U.S. InCommon enables Identity Providers to manage
and share user identities with Service Providers in a secure
and trusted framework. InCommon’s identity management
federation serves 8 million end-users (IPEDS data; October
2014)13. Through InCommon, users can access resources at
various service providers by using a single set of authentica-
tion credentials from their home organizations. InCommon
uses OASIS SAML-based authentication and authorization
systems (such as Shibboleth R©) to enable scalable, trusted
collaborations among its community of participants.14

2.7 CILogon
CILogon is an X.509 Certificate Authority relying on the

InCommon federation to authenticate users to provide cer-
tificates. Based on SAML, CILogon issues X.509 certifi-
cates for users who are authenticated against their Identity
Providers [9]. In other words, CILogon links user identities
released by their home institutions’ IdPs with X.509 certifi-
cates. The certificate issuance process is fully automated
and a user can obtain a certificate within a few minutes.
The CILogon is also accredited by the TAGPMA branch of
the IGTF, the same body that accredited the Fermilab KCA.
The CILogon is a unique CA in that its identity vetting pro-
cess is based on the SAML assertions given by InCommon
IdPs. Other accredited CAs either manually vet a user’s
identity (2-3 days process) or can only automate the process
within a single administrative domain such as Fermi KCA.

12https://www.racf.bnl.gov/Facility/GUMS/1.3/index.
html

13https://www.incommon.org
14http://www.internet2.edu/products-services/trust-
identity-middleware/incommon-federation/

CILogon operates multiple Certification Authorities with
different levels of assurances15. We only use CILogon Basic
CA in our design. In this paper, whenever we use the term
“CILogon”, we mean the CILogon Basic CA.

2.8 Identity Providers with ECP
Federated identity infrastructures were first built to be

convenient for web browser-based applications, but SAML
v.2.0 has an extended capability called “Enhanced Client or
Proxy” (ECP) which allows for the exchange of identity in-
formation outside of the context of a web browser. It is very
useful for command line interfaces such as grid submission
systems. Many Identity Providers in the InCommon federa-
tion do not yet have ECP enabled, but its use is growing, and
Fermilab has configured a Shibboleth IdP with ECP. The
FNAL IdP supports both Services domain authentication
with username/password and Kerberos authentication. The
FNAL IdP is currently connected to the CILogon service so
that users registered at FNAL can authenticate against the
FNAL IdP and get an X.509 certificate issued by CILogon
instantly.

2.9 MyProxy
MyProxy is an online credential repository service, where

users can store their credentials and retrieve them for later
use securely. MyProxy offers access to stored credentials via
various authentication methods in a web browser interface
or through a command-line client. Users can define access
control policies for later access. It can safely store user cre-
dentials for grid submission systems which need to renew
user credentials for long-running jobs [10].

3. FEDERATED IDENTITY FOR THE GRID
The implementation of federated identity authentication

at FNAL will enable users from diverse collaborations in the
U.S. to submit jobs to the Fermilab grid resources without
registering and obtaining a FNAL identity. Using CILogon
and the InCommon federation, users will be able to authen-
ticate against their home institutions’ Identity Providers and
obtain a valid X.509 certificate to request access to grid
resources. Currently, there are very few IdPs with ECP
support and our system only allows FNAL IdP to provide
the CILogon certificates. However, our technology allows
adding more IdPs in the future as they provide ECP sup-
port and also meet Fermilab’s security requirements that are
discussed in Section 5.1 below.

In this section, we present the details of our solution which
consists of using CILogon as a Certificate Authority, lever-
aging the FNAL IdP ECP interface to automate the cer-
tificate request and utilizing MyProxy capabilities for proxy
renewal.

3.1 Authenticating the user
Below are the first steps, for authenticating the user, as

illustrated in figure 2:

1. When a user wants to submit jobs, he or she runs job-
sub_submit. If there is no valid X.509 certificate or
proxy in /tmp/x509∗, jobsub_submit gives an error
and tells the user to run jobsub_init and try again.

15http://ca.cilogon.org/loa



Figure 2: Authenticating the user

Figure 3: Obtaining the certificate

2. jobsub_init invokes a new command called cigetcert

which establishes communication with CILogon to ob-
tain a certificate and request authentication through
an IdP with ECP on the user’s behalf. cigetcert has
no specific knowledge about the FNAL job submission
system, it is general for all InCommon users, so cur-
rently jobsub_submit invokes cigetcert with FNAL-
specific parameters, including the URLs for FNAL IdP,
the MyProxy server and the lifetime of the proxy to
store there. The proxy lifetime will be multiple (about
4) weeks, as explained further below.

3. CILogon then returns a SAML Authentication request,
which cigetcert passes on to the IdP.

3.2 Obtaining an X.509 certificate
The steps to obtain an X.509 certificate are shown in figure

3.

4. The IdP requests Basic authentication.

5. cigetcert prompts the user for username and pass-
word.

6. If the authentication is successful, the IdP returns a
SAML Assertion to cigetcert.

7. cigetcert forwards the SAML assertion to CILogon
to complete the certificate request.

8. CILogon issues a certificate for the user and returns it
to cigetcert.

An IdP can authenticate its users in a number of ways
including username/passwords, Kerberos tokens, one-time-
challenges and so on. Some IdPs can offer multiple authen-
tication methods simultaneously as an optimization. The

Figure 4: Storing proxies

FNAL IdP and cigetcert support using kerberos creden-
tials in addition to the Services domain username/password
authentication. jobsub_submit looks for the kerberos cre-
dentials when there is no valid certificate, and if they exist,
it automatically invokes jobsub_init rather than asking the
user to do it. Since a Fermilab user with a kerberos account
will most likely have his/her kerberos ticket ready on his/her
computer, such a user does not need to provide any authen-
tication credential, and it is as convenient to them as the
old Jobsub system. Other users who are using a different
IdP or don’t have a Kerberos account must use an alter-
native authentication method such as username/password
authentication.

3.3 Storing proxies
At this point, cigetcert holds a multi-week certificate for

the user. It generates a proxy and stores it on the MyProxy
server. It then discards the long-lived certificate on disk
and only leaves a 1-week long proxy on disk. Unlike the
former authentication scheme, where KCA only issued short-
lived X.509 certificates and had to have ”Robot” certificates,
the MyProxy server takes care of the long-running jobs by
constantly allowing proxy renewals. The IGTF rules allow
long-lived user certificates only if they are stored encrypted
on a disk, so our system stores a long-lived X.509 proxy
certificate in MyProxy and only stores a short-lived proxy on
the local disk. This enhances the security of our system since
user’s client machine may be more likely to be compromised
than the secured MyProxy repository. As a result, a user
has to renew his/her certificate each week as the certificate
expires on local disk since the user cannot submit new jobs
without a valid certificate. However, once a job is submitted,
even if it runs longer than the lifetime of the user’s proxy
on the local disk, Jobsub Server will continue to renew the
proxy from the MyProxy server and continue to manage the
job. The steps are shown in figure 4:

9. Using the multi-week certificate, cigetcert generates
a one-week grid proxy and stores it in /tmp/x509∗.

10. cigetcert generates a multi-week grid proxy and stores
it in the MyProxy server at Fermilab.

11. In compliance with IGTF requirements, cigetcert dis-
cards the long-lived certificate.

3.4 Submitting jobs and renewing proxies
The final steps of submitting jobs and renewing proxies

are shown in figure 5:



Figure 5: Submitting jobs and renewing proxies

12. For the next week, the user can submit jobs with job-

sub_submit using the grid proxy stored in /tmp/x509∗.

13. The Jobsub Server retrieves a new short-lived proxy
from MyProxy, runs voms-proxy-init to have the VOMS
server turn it into a VOMS proxy, and submits that
with the job. Periodically the Jobsub server repeats
this step during the lifetime of the job. It is important
to note that the user never has access to the VOMS
proxies because they are only stored at the Jobsub
Server.

14. After the one-week proxy has expired on local disk, the
user must start from step 1 to obtain a new certificate
to submit new jobs.

3.5 Automating the user registration workflow
in the FNAL system

For users who utilize the FNAL IdP, their registry in the
VOMS server is automatically handled. Since Fermilab op-
erates the IdP which controls the attributes released to CIL-
ogon, a script easily computes the certificate DNs that CIL-
ogon will assign to the users’ certificates. This allows reg-
istering these certificate DNs in the VOMS server without
requiring any manual intervention by the user. This is very
much like the old method: with the Fermilab Kerberos CA,
a script computed each user’s certificate DN and automat-
ically registered them in the VOMS server, in addition to
the Robot certificate DNs.

For users that authenticate with non-FNAL IdP in the
InCommon federation, registering in VOMS still has to be
a manual step because their certificate DNs cannot be com-
puted. The user must apply to the VOMS server with
his/her certificate so that the VOMS server can register
their certificate in the database. However, we think that
this manual step can further be improved: a user can del-
egate authority to a separate web service that can contact
the CILogon to get a certificate for the user and register the
DN of the certificate in VOMS on behalf of the user. OAuth
protocol allows implementing such a delegation service. 16

In the old system, for non-KCA certificate holders, reg-
istry with data access services was a manual process: the
user had to ask operators to register his/her certificates. In
our new design, this is no longer the case. Even a user uti-
lizing non-FNAL IdP can automatically use the data access
services.

4. RELATED WORK
16http://www.cilogon.org/portal-delegation

Multiple projects around the globe are supporting feder-
ated access through CILogon and enabling secure access to
computing resources and scientific data with existing user
credentials. The projects presented have similar implemen-
tations with CILogon and ECP to issue certificates for en-
abling collaboration and resource sharing around the globe.

4.1 LIGO
LIGO17 (Laser Interferometer Gravitational Wave Obser-

vatory) is a physics experiment aiming to detect gravita-
tional waves. Like FNAL, a user had to register at LIGO
before accessing resources such as general computing and
data analysis facilities. A LIGO identity consists of a user-
name and password and is linked with a Kerberos principal.
However, with the increasing need of collaboration with re-
searchers throughout the world, provisioning and manag-
ing identities for each user became a challenging task that
meant more funding and additional administrative load [11].
The identity federation has enabled LIGO users to obtain
certificates from CILogon. In this way, users stick with
their home institution’s authentication credentials to ac-
cess LIGO resources. The LIGO Identity Provider which
supports ECP allows LIGO users to utilize other research
projects resources, like the European Virgo project. Instead
of getting an additional identity at Virgo project, LIGO
users access Virgo resources with their LIGO identity and
vice versa.

4.2 LTERN and DataONE
LTERN18 (Long Term Ecological Research Network) and

DataONE19 (Data Observation Network for Earth) are an
example of mutual collaboration in enabling secure access
to multiple resources for users in both projects. Due to
the importance of DataONE, many LTERN users are re-
quired to access the distributed resources offered through
the DataONE science network. In this case, the LTERN
IdP allows LTERN users to access resources with their ex-
isting credentials. The LTERN IdP also supports ECP for
easy command line access.

5. SECURITY CONSIDERATIONS
Throughout the design of this federated grid access sys-

tem, security was always a key factor. In the next section,
we discuss the important aspects we took into consideration
during the design.

5.1 Authorization control
CILogon Basic CA accepts identities from multiple Iden-

tity Providers registered in the InCommon Trust Federation.
The identities released by InCommon members are trustwor-
thy in the sense that they are safeguarded and vouched by
respectable research and higher education institutions. We
explain below in Section 5.2 InCommon membership criteria
and the operating principles that each member contractually
agrees to abide by. However, the second layer of Fermilab
security is determined and fully managed by Fermilab’s own
authorization system. A certificate, or any other authenti-

17https://ligo.caltech.edu/
18http://www.tern.org.au/long-term-ecological-
research-network-ltern-pg17872.html

19https://www.dataone.org/what-dataone



cation credential, is simply not valuable unless it is autho-
rized to access resources. Fermilab controls the authoriza-
tion decision through the VOMS and GUMS servers. Un-
less a CILogon certificate is registered in an authorized and
valid VOMS server, it cannot gain access to Fermilab grid
resources. In addition to the VOMS server, without GUMS
server’s mapping services, no users can access grid resources
because VO specific roles and privileges are meaningless in
a production environment. The GUMS servers are solely
controlled by the Fermilab operators and in the event of an
incident or malfunction, they are fully capable of turning off
access for a specific user or an entire VO. Fermilab opera-
tors are trained for banning users through periodic training
drills and have demonstrated that they are capable of taking
this action. This protection allows Fermilab to safely open
itself to accept authentication credentials from trusted insti-
tutions while fully controlling which one of these credentials
can access its resources and under which conditions.

If an authorized certificate is compromised, the certificate
will be revoked by CILogon Basic CA and can instantly
be removed from the Fermilab VOMS and GUMS servers.
Since Fermilab solely controls the authorization servers, it
can decide when and which credentials to remove without
having to wait for an external third party’s decision. As a
result, the security of FNAL grid resources are not degraded:
we are relying on an external service to issue valid creden-
tials; however, authorization to grid resources is determined
and controlled by Fermilab.

5.2 Trust relationships in identity federations
and risk management

The implementation of federated access includes trusting
the identity providers registered with CILogon to implement
appropriate registration, vetting and identity management
processes. Membership in InCommon is exclusive and a par-
ticipant must prove its eligibility in addition to accepting In-
Common participation agreement and disclosing its own op-
erational practices. The membership criteria defines the fol-
lowing membership categories: two- and four-year, degree-
granting academic institutions that are accredited by a U.S.
Department of Education Regional Institutional Accrediting
Agency, or some national or state accrediting agencies; re-
search organizations related to a particular federal research
agency and listed on an official publicly available government
listing; sponsored partners that are business, education, and
research organizations sponsored by the designated Execu-
tive of a current InCommon Higher Education Institution or
Research Organization; and international organizations of
higher education and any international organizations legally
established outside the U.S. Once an institution satisfies the
membership criteria, it agrees to the InCommon Participa-
tion Agreement and also publishes its operational practices
among various other documents. As a result, InCommon
members trust identity information released by their peers
knowing that they are coming from respectable and vetted
research and higher education institutions.

Although InCommon aims to build a trust framework
among its members, it certainly does not forbid its mem-
bers from requiring more stringent requirements from one
another should their specific security models need it. A
member can choose to form closer ties with a select few
InCommon members and accept credentials from this small
group only. Currently, Fermilab grid systems are configured

to only trust credentials released by Fermilab’s own Identity
Provider. This is partially because a big chunk of our user
base have ties with Fermilab and can use the Fermilab IdP.
In the future as our scientific collaborations grow and new
scientists without Fermilab accounts join, we will consider
adding on new Identity Providers in our ecosystem. As we
accept these new Identity Providers into our ecosystem, we
will closely examine their operational security practices such
as how they operate their Identity Provider systems, how
they monitor for incidents and how quickly they can detect
credential compromise and notify us. A thorough discussion
of risks in trust federations is presented in [12, 13] and will
be included in our evaluation of new IdPs. Our new model
shifts some of the security responsibility beyond Fermilab’s
control, but the user’s home institution has a closer relation-
ship with the user and should be able to detect and respond
in the event of an compromise of a user’s authentication
credentials.

Furthermore, credential compromise is a risk that can very
well happen to Fermilab’s own staff members. Our staff
laptops can get compromised, key-loggers may be installed
and their authentication credentials can be compromised.
The security controls against this risk are: to give the least
amount of privileges necessary for each user; segregate and
protect sensitive resources by giving access to a minimum
number of trusted users through strong access credentials;
and monitor for suspicious behavior. We implement all of
these controls in our grid environment. First, each grid user
only has a very restricted level of access and cannot escape
their sandbox in the grid. Second, there are no sensitive
or protected resources in the grid environment. Users are
only given idle computing cycles and storage capabilities.
Moreover, the scientific data produced by experiments are
not sensitive and open to public access. The biggest concerns
with the grid are (1) accidental or malicious overwrite of
the scientific results, which will force experiments to redo
their computations, and (2) wasting of compute cycles by
a malicious user. For these reasons, we monitor our users’
behavior on the grid. When a user harvests compute power
noticeably more than his/her peers, this gets recorded in our
accounting systems and raises a red flag.

5.3 MyProxy security
MyProxy server is a key component in this design: it acts

as a credential repository and holds multi-week proxies for
every user submitting jobs at FNAL. Accordingly, there are
security requirements for MyProxy server installation and
also for communication with other components in the sys-
tem.

The MyProxy application has been audited and shown to
be secure. Regarding installation, MyProxy needs to be run
on a secured host with limited services and with well-defined
rules for user access. The host where MyProxy is deployed
needs to be carefully monitored and maintained (e.g. kept
up to date with security patches).
cigetcert and Jobsub Server act as MyProxy clients;

they are the only two components establishing communi-
cation with the MyProxy server. The confidentiality of the
communication between these components is also essential.
MyProxy client and server establish an encrypted channel
before passing data. Additionally, mutual authentication is
required by MyProxy client; that is, the server is required
to present credentials to prove its identity. cigetcert uses



the user’s own certificate to authenticate with the MyProxy
server. The Jobsub Server and MyProxy have their own
X.509 certificates which they use for authentication. As a
result of the use of access control and mutual authentica-
tion in the communication between the MyProxy client and
server, the risk of an attacker stealing credentials by acting
as a fake client or server is minimized.

Jobsub Server is the only entity authorized by MyProxy
server to retrieve any user’s proxy. No other entities has
this kind of authorization. Jobsub Server is implemented as
a service distributed into multiple machines for scalability
and load balancing. These machines run in a secure envi-
ronment with specific rules for user access. Also, it includes
monitoring services and multiple pluggable security modules
that interact with banning tools (e.g. GUMS) [14].

6. CONCLUSIONS
There are a number of benefits to this design compared

to the previous system at FNAL.

1. Federated identity management avoids the need for a
user to have a login account at the institution hosting
the grid submission system. This implementation im-
proves the user experience; they only need to manage
a single set of credentials.

2. Throughout the whole process, the user does not need
to manage a certificate; the certificates are all handled
behind the scenes. The user only needs to type a pass-
word once a week, or if FNAL kerberos credentials are
available, then not even that is necessary.

3. FNAL no longer needs to maintain their own Certifi-
cate Authority and manage new identities for users
linked to a single experiment or collaboration. En-
abling access for new users is easier and faster. FNAL
is now ready to host more experiments and build more
scientific collaboration.

4. The capability of automated proxy renewal through
MyProxy for long-running jobs eases the burden on
Jobsub Server, by eliminating the need of maintaining
a robot kerberos keytab or service certificate for every
user.

In addition, the cigetcert tool which is a crucial part
of the implementation is simple and can be used by other
institutions.
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