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ABSTRACT

We explore the mean and fluctuating redshifted 21 cm signal in numerical simulations from the Cosmic
Reionization On Computers (CROC) project. We find that the mean signal varies between about £25 mK. Most
significantly, we find that the negative pre-reionization dip at z ~ 10— 15 only extends to (ATp) ~ —25mK,
requiring substantially higher sensitivity from global signal experiments that operate in this redshift range
(EDGES-II, LEDA, SCI-HI, and DARE) than has been often assumed previously. We also explore the role of
dense substructure (filaments and embedded galaxies) in the formation of 21 cm power spectrum. We find that
by neglecting the semi-neutral substructure inside ionized bubbles, the power spectrum can be mis-estimated
by 25-50% at scales k ~ 0.1—1hMpc™'. This scale range is of a particular interest, because the upcoming 21
cm experiments (MWA, PAPER, HERA) are expected to be most sensitive within it.

Subject headings: cosmology: theory — methods: numerical — intergalactic medium

1. INTRODUCTION

Redshifted 21 cm signal from the epoch of reionization has
been considered as an extremely powerful but highly futuris-
tic probe of the spatial distribution of neutral hydrogen in the
intergalactic medium (IGM) for a long time. Commonly, the
redshifted 21 cm signal is split into a global, averaged over the
whole sky (aka mean) signal (ATp) and the fluctuating com-
ponent; the latter can be characterized by the power-spectrum
P, or by some other statistical technique (and, eventually, with
direct imaging). Observations of these two components rely
on very different instrumental techniques, and can be treated
as effectively two different (but related) observational probes
of cosmic reionization.

Time may be approaching, however, when the actual signal
is finally detected: recent constraints from Murchison Wide-
field Array (MWA; Dillon et al.|2014} [2015) and Donald C.
Backer Precision Array for Probing the Epoch of Reioniza-
tion (PAPER [Parsons et al.|[2014; Jacobs et al.|[2015; [Pober
et al.|2015; |Ali et al.|/2015)) are steadily edging towards the
predicted cosmological signal. While no detection has been
made so far, the current progress was deemed sufficient by
NSF to start funding the next generation experiment, Hydro-
gen Epoch of Reionization Array (HERA), that is expected to
achieve a robust detection before the end of this decade (Pober
et al.|[2014al).

While the observational detection was distant, simple an-
alytical and semi-numerical techniques were sufficient for
modeling the cosmological signal theoretically, and for mak-
ing an order-of-magnitude estimates of the expected signal.
An excellent recent review of these methods is given by
Pritchard & Loeb| (2012), so we only mention two of them:
a widely cited prediction of the mean signal by [Pritchard
& Loeb| (2008) and a publicly available code 21CMFAST
(Mesinger et al.|2011)) for making maps of the fluctuating 21
cm signal.

As the whole field matures and the detection of the cosmo-
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logical signal appears to become increasingly likely, it is im-
portant to continuously refine and improve theoretical mod-
eling, making sure that all crucial physical processes are ad-
equately included. The recognition of this need resulted in
a field-wide effort of developing “next generation” modeling
capabilities, both with full cosmological numerical simula-
tions and with advanced semi-numerical techniques. Projects
like “DRAGONS” (Dufty et al.|2014), “Renaissance Simu-
lations” (O’Shea et al.|2015])), “Cosmic Dawn” (Ocvirk et al.
2015), “Emma” (Aubert et al.[2015) make a certainly incom-
plete list.

In this paper, we rely on numerical simulations from the
Cosmic Reionization On Computers (CROC) project (Gnedin
2014; |Gnedin & Kaurov|[2014) as our theoretical model. Of
course, for a given simulation to serve as a test of a simple
model, the physical realism of the simulation should be suf-
ficiently high. CROC simulations are useful in this regard,
since they include most of the physical effects thought to
be important for modeling cosmic reionization (such as star
formation and feedback, spatially-inhomogeneous and time-
dependent radiative transfer, non-equilibrium, radiation-field-
dependent ionization and cooling, etc) in a fully-coupled man-
ner, in simulation volumes exceeding 100 comoving Mpc in
size and with proper spatial resolution approaching 100 pc.

Another useful feature of CROC simulations is the avail-
ability of simulation boxes of various sizes and resolutions,
which allows one to test the dependence of physical predic-
tions from the simulations on these numerical parameters.

In this paper we model redshifted 2lcm emission with
two sets of simulations: a set of three 40A™' Mpc runs la-
beled as B40.sf1.uv2.bw10 in|Gnedin|(2014)) and a single new
804! Mpc simulation (B80.sf1.uv15.bw10). In each simula-
tion volume, we compute a 1024 2Dx 1D (sky x frequency)
grid of 21 cm brightness temperature at each simulation snap-
shot, accounting for all relevant physical effects (kinetic - spin
temperatures coupling by Ly-« radiation and collisions with
electrons and neutral atoms, redshift space distortions, line
cone effects, etc) - since CROC simulations include full 3D
radiative transfer at native resolution, we have access to the
full spatially and timely resolved radiation spectrum at each
simulation location. We then use the gridded values to com-
pute various observational quantities, like the mean signal and
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FIG. 1.— Mean (aka “global”) 21 cm signal as a function of redshift for
three sets of CROC simulations with different box sizes (lines - averages
over all realizations, shaded bands - rms scatter between individual simula-
tion boxes). In our fully self-consistent runs, the negative pre-reionization
dip at z ~ 10— 15 reaches only to about —25 mK, rather then ~ —100 mK, as
predicted by |Pritchard & Loeb| (2008).

the power spectrum.

2. MEAN 21 CM SIGNAL

The mean, or “global”, 21 cm signal in CROC simulations
is shown in Figure [I] Our results are reasonably consistent
in boxes of various sizes, although variations between sim-
ulations sets on the order of 5 mK remain, which should be
considered as an estimate of our theoretical error. These pre-
dictions are substantially different from the most widely used
model of |Pritchard & Loeb| (2008, see also [Pritchard & Loeb
(2012))). Most significantly, the negative pre-reionization dip
at z ~ 10— 15 only reaches down to ATz =~ —25 mK, rather
than —100 mK, as predicted by |Pritchard & Loeb|(2008)).

Following the notation by |Pritchard & Loeb| (2008) we can
derive the parameters f,, and fx that correspond to the pro-
duction efficiency of Ly« photons and X-rays per baryon in
stars (see |Pritchard & Loeb| (2008)) for the details). In our
fiducial model the values are 1 and 9 respectively.

In fact, earlier simulations of |Gnedin & Shaver (2004)
found a similarly low value for the dip, and interpreted the
difference with (a similar earlier work to) [Pritchard & Loeb
(2012)) as a new and dominant heating mechanism of cosmic
gas before a sufficient Ly-a background is built up: shock
heating by small-scale structure. They showed that without
shock heating (or, more precisely, with the PdV term in the
energy balance equation artificially switched off), the pre-
reionization dip indeed extends to ATp ~ —100 mK, in agree-
ment Pritchard & Loeb| (2008). That claim was challenged
by McQuinn & O’Leary|(2012), who showed that shock heat-
ing due to structure formation caused only small amount of
heating. However, their simulation boxes (0.217! Mpc and
0.5h~' Mpc) were way too small to account for the bulk of
power in the velocity field (which, for Planck cosmology,
peaks at a scale of about 804! Mpc), and, hence, are not guar-
anteed to be representative for the mean universe.

Our full simulation results are consistent with |(Gnedin &
Shaver (2004), so their actual results are confirmed; however,
their interpretation can and should be challenged. To that end,
we repeated and extended the tests performed by |Gnedin &
Shaver| (2004). Such extensive parameter study would be un-
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FI1G. 2.— Mean 21 cm signal as a function of redshift for simulations with
varied physics. In qualitative agreement with [McQuinn & O’Leary| (2012),
the contribution of the PdV term is modest, and the depth of the negative pre-
reionization dip at z ~ 10— 15 is modulated by a combination of X-ray heating
and spin temperature coupling by Ly-« radiation, as has been emphasized by
Pritchard & Loeb|(2008).

feasible for any except our smallest, 204! Mpc boxes, and
only for one simulation rather than all six. Therefore, we se-
lected one realization (box A) that has its mean signal most
closely matched to the average over all 6 boxes, and ran sev-
eral modifications of that simulation with varied physical as-
sumptions. The results of such exploration are shown in Fig-
ure2

A single physical component with the largest effect on the
pre-reionization dip is the intensity of cosmic Ly-a back-
ground: setting it to zero removes any mean signal altogether
(we do not show such a line, since it would be trivial), while
increasing it 10-fold deepens the dip to the values (—100 mK)
quoted by |Pritchard & Loeb| (2008)). Removing X-rays (all
radiation above 4 Rydbergs) extends the dip by almost a fac-
tor of 2, while excluding in addition the PdV term from the
energy equation makes only a modest further increase in the
dip depth. Hence, we do not confirm the claim made by
Gnedin & Shaver| (2004) about the dominance of the PdV
term, although their claim is not completely wrong (just quan-
titatively off by a factor of 2-3), since the PdV term does
matter somewhat. There are many reasons that can produce
such a discrepancy, from different cosmology and star for-
mation/feedback model to the lower quality of the numerical
hydro scheme used by (Gnedin & Shaver| (2004); it does not
seem fruitful to explore this discrepancy further since CROC
simulations are far superior to the |Gnedin & Shaver| (2004)
ones in any imaginable respect.

Conversely, increasing the strength of the X-ray emission
from our modeled stars (which is dominated by Wolfe-Rayer
stars and, hence, may be deemed somewhat uncertain) by a
factor of 10 substantially reduces the depth of the dip, and
pumping the X-ray emission by a factor of 100 erases the
dip altogether. Thus, we also confirm the conclusions of
Pritchard & Loeb| (2008)), who emphasized the critical role
of the interplay between the X-ray heating of the gas and the
Ly-a coupling between the gas temperature and the CMB.
The large difference between our prediction for the dip depth
(~ —25mK) and the value of ~ —100 mK quoted by Pritchard
& Loeb|(2008) is in the assumptions on the strengths of these
two contributions. Naturally, we would like to think that our
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results are more realistic, since CROC simulations treat all
relevant physical processes in a “self-consistent” manner, in a
sense that the full spectral shape of stellar radiation, from UV
to X-rays, is taken from Starburst99 models (Leitherer et al.
1999)), and, therefore, the relationships between Ly-«, ion-
izing, and X-ray backgrounds are as realistic as Starburst99
models are. Since CROC simulations match essentially all ex-
isting observational constraints on reionization, including ob-
served galaxy UV luminosity functions at all redshifts z = 6,
they reproduce correct star formation histories of individual
galactic halos. They, thus, provide a complete model of the
reionization process and our results cannot be adjusted or
tuned to modify the depth of the dip by more than a modest
amount allowed by the current uncertainties on various obser-
vational constraints.

Of course, no model is complete, and some of the physical
processes that CROC simulations do not include may provide
important contributions to X-ray or Ly-a backgrounds. Un-
fortunately, most plausible enhancements to our models, such
as X-rays from stellar binaries or miniquasars, would only re-
duce the depth of the pre-reionization dip even further. The
only reasonable possibility to increase the depth would be if
Starburst99 models were underestimating stellar UV and Ly-
« emission significantly (by a factor of several). At present,
that seems unlikely, though.

Our results may bring bad news to several planned global
signal experiments that rely on the deep pre-reionization dip
to detect the signal, such as low-frequency EDGES-II (Bow-
man & Rogers|2010), LEDA (Greenhill & Bernardi [2012),
and SCI-HI (Voytek et al.[2014), as their should aim at a fac-
tor of 5 higher sensitivity to be certain to detect the signal. On
the other hand, for a more sensitive experiment such as DARE
(Burns et al.|2012), there will be enough signal-to-noise to
clearly confirm or rule out our predictions. We also confirm
the expected reionization signal of about 20 mK for global ex-
periments that focus on z < 10 redshift range, like the high-
frequency window of EDGES-II, BIGHORNS (Sokolowski
et al.|2015)), or SARAS (Patra et al.[|2013| 2015)).

Finally, we have also explored the question of the role of
shock heating, in order to resolve the apparent conflict be-
tween |(Gnedin & Shaver| (2004) and McQuinn & O’Leary
(2012). Since, as we showed above, we find the contribu-
tion of the PdV term to be modest, the question by itself is
not particularly relevant. Nevertheless, we performed several
simulations with smaller box sizes, all the way to 0.5n7! Mpc,
the size of the largest of McQuinn & O’Leary| (2012) boxes.
One challenge with such tests is that the box size is too small
to be even qualitatively representative volume, and such boxes
would have very different reionization history (and boxes be-
low a few Mpc would fail to reionize themselves at all). Thus,
in order to maintain consistency, we imposed on such small
boxes the Ly-a background taken from our 20A4~' Mpc box
A. With this setup, we find negligible dependence on the box
size, and, hence, confirmMcQuinn & O’Leary|(2012) conclu-
sions (we do not show this in a figure, as it would be trivial,
all lines roughly coinciding with each other). The interpre-
tation of |Gnedin & Shaver| (2004) - that the main role of the
PdV term is in shock heating - is, therefore, incorrect (shock
heating would be strongly dependent on the box size, since, as
we mentioned above, most of the velocity power is on scales
around 804! Mpc). Rather, the contribution of the PdV term
seems to be more involved, a combination of adiabatic heat-
ing/cooling in the over/under-dense gas and the local variation

in the strength of the Ly-a background.
3. ROLE OF SUBSTRUCTURE

The dense substructure, namely filaments and embedded in
them galaxies, may remain partially neutral even after the sur-
rounding IGM is fully ionized due to the higher recombina-
tion rate (Miralda-Escudé et al.[[2000). These neutral patches
occupy small volume but are very dense and, hence, highly bi-
ased; therefore, they may significantly contribute to the 21 cm
power spectrum. Since the substructure is largely resolved in
CROC simulations (Kaurov & Gnedin/2015)), we can estimate
the significance of its contribution to the 21 cm signal.

In order to test the contribution from the substructure, we
spatially separate the 21 cm brightness temperature field ATy
into “ionized bubbles with semi-neutral filaments” ATSUB,
and “neutral IGM” ATSOM. For this analysis we use our
largest 804~ Mpc run. The separation is performed using the
ionization parameter phase space that was introduced in Kau-
rov & Gnedin| (2015)), and the details are presented in Ap-
pendix [A] In Figure [3] the result of such spatial separation
is shown. The regions colored in white are assumed to con-
tribute zero signal.

The AT;M field is interesting because it mimics the com-
monly used analytical models that do not account for the sub-
structure. By studying the effect of adding ATSUB to ATIM,
we will see how the power spectrum simulated by the analyt-
ical approach systematically diverges from the one calculated
using the full numerical simulations with hydrodynamics and
radiation transfer.

We directly compute the 21 cm brightness temperature
power spectrum of each component separately. The result
is plotted in Figure 4] Immediately we see that AT and
ATIM power spectra do not simply add up, because they are
not independent quantities.

We can describe the discrepancy between the full power
spectrum, PIOT, and the sum of the power spectra of individ-
ual components with the cross-correlation coefficient,

TOT _ pIGM __ pSUB
P, P, P;

rk) = k
2./ PgGMPkSUB

The value of r(k) quantifies the correlation between ATSY8
and ATIM fields. Negative sign corresponds to anti-
correlation. The value of r(k) is plotted in the left panel of
Figure [§] In the right panel of Figure [5| we plot the ratio
PSM /PIOT that explicitly shows how far off PiM is from the

true 21cm power spectrum PIOT.

During reionization the direct contribution from the neutral
substructure, PkSUB, remains small compared to the IGM con-
tribution, PSYB ~ (0.05-0.2)PIM. Hence, the effect of neu-
tral substructure is entirely determined by the behavior of the
correlation coefficient r. When |r| ~ 1, neutral substructure
contributes somewhere in the vicinity of 25—50%.

At highest redshifts (z = 10, xg; > 0.85) contributions from
ATIM and ATSYB are highly correlated, because the ATAM
component closely traces the overall density field, and the
ATSYB component is its biased representation. Because in
the beginning reionization proceeds inside-out, with time the
ATIM field becomes less and less correlated with the AT, VB
field, until at xg; ~ 0.82 the two fields become uncorrelated
and the contribution of the ATSYB field vanishes. At later
times, i.e. during most of the reionization duration, the two

ey
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FIG. 3.— Spatial separation of the simulation snapshot (left panel) at redshift 8.0 (xygr = 0.82) into a “neutral IGM” component (middle panel) and “ionized

regions including semi-neutral substructure” (right panel).
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FIG. 4.— 21 cm power spectra of separate components normalized to the baryon overdensity power spectrum at different global ionization fractions. Solid red
curves correspond to the full observable emission; dashed green lines show the component without semi-neutral substructure in ionized regions; finally, dotted

blue lines mark the semi-neutral substructure within ionized regions only.

field become strongly anti-correlated, and the contribution of
the AT5Y® field again becomes significant (and negative), re-
ducing the overall 21 cm power spectrum by up to 50%.

Finally, after reionization is complete at z ~ 6, the AT UB
component becomes the only one. Overall, the AT com-
ponent affects the 21 cm power spectrum in a non-trivial way
at all redshifts and scales.

This behavior of the correlation coefficient » can be under-
stood analytically. Indeed, Furlanetto et al.|(2004) derived an
analytical expression for the the correlation function of quan-
tity ) = xg1(1+6). On large scales, where the peculiar velocity
effect becomes trivial, the actual brightness temperature of 21
cm emission is ATp o ¥(Ts— Tems)/Ts, where T is the spin
temperature. The second factor may, in principle, invalidate
the [Furlanetto et al.| (2004) model; however, as we show in
Appendix that factor is not important as soon as Xy devi-
ates even slightly from unity, so the approximation AT o v
is a very good one.

In that approximation [Furlanetto et al.| (2004)) show that the
correlation function for the ATIM component is (their Eq.
11)

€y = Ea(1+Es5) + X156 +Exs 2Xm1 +Exs),

where &, = (xg1(1)xu1(2)) —X%H is the auto-correlation func-
tion of the neutral hydrogen fraction, s is he auto-correlation
function of density, and £, is their cross-correlation. On large
scales, where the correlation function is small, this equation
can be simplified by retaining only linear in ¢ terms,

€y = EtXss + 21 2

With our definitions, we identify &, with §igm. Including neu-
tral substructure is equivalent (on large scales) to adding a bi-
ased density tracer to ),

Y =xp1(1+0)+by fui(1+9),

where by is the filament bias factor and fii; < 1 is the fraction
of neutral hydrogen remaining neutral within the ionized bub-
bles. With this definition for v, the total correlation function
of neutral hydrogen becomes

&ror = £t 2by finr&as+b7 oo+ Xiuibos+2Xu1(Evs+by firi€ss)-
(3)
With &sup = b%fﬁlf&s, we find

&ror —&ioMm —§suB = 26 fr1(Exs + Xu1866)-
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FIG. 5.— Correlation coefficient r(k) (left panel) and the ratio of the power spectrum for the neutral IGM component to the total power spectrum P,iGM / PkT or

(right panel).
Under the assumption that each halo of mass M drives
an ionized bubble of volume V(M) around it

(2004) derived an expressions for &5 = —Xy1b,b;QEss,
where bj, = fde(M)dn/dM is the average halo bias, b; =

0! f dAMb(M)V(M)dn/dM is the bubble-volume-weighted
halo bias, and Q = [ dMV(M)dn/dM is the IGM porosity.

An expression for &, is not possible to derive in a closed
form, but from the Schwartz inequality it can be written as
& = Wiy b2b?Q%Ess5, where w > 1. With these expressions
we find

&ror —&iom —&su = 20 fuXui&ss (1 —bpb;i Q)
and
o 2brfimXm&ss (1~ bibiQ)

2 (Eiomésup) "/
1-b,b;
_ wbiQ o @)
(1+wh2b2Q2 —2b,5;0)

This expression for r has the correct limiting behavior: r — 1
for Q — 0, r changes sign at Xy ~ Q = 1/(byb;) ~ 0.82 if
byb; = 5.5, which is a very reasonable value, and » — —1 for
0 — o0, if the fudge factor w goes to 1 in that limit.

4. CONCLUSIONS

In this study we check two commonly used (semi-) analyt-
ical approximations for modeling redshifted 21cm emission
against the fully self-consistent numerical simulations. We
highlight two effects that are important for analyzing observa-
tional data or generating mock data for the present and future
21 cm experiments.

First, we show that the global 21 cm signal is limited to
within a £(20-25)mK range, in agreement with previous
simulation studies (Gnedin & Shaver[2004) and in apparent
disagreement with the analytical prediction of [Pritchard &
Loeb| (2008). That disagreement, however, is not substan-
tive, but merely due to different assumptions about the relative

strengths of the X-ray and Ly-a backgrounds. We expect our
results, as based on fully self-consistent and observationally
consistent modeling of the whole process of cosmic reioniza-
tion, to be more accurate. This conclusion implies that obser-
vational efforts aimed at detecting the pre-reionization nega-
tive dip in the global signal will need to reach a factor of 4 to
5 higher sensitivity than is currently planned.

Second, we show that the signal from neutral hydrogen re-
maining in galaxies and filaments within ionized regions of
the IGM should not be neglected. Even though this substruc-
ture gives a negligible contribution to the global 21 cm signal
throughout the epoch of reionization, it changes the 21 cm
power spectrum by 25-50% at scales k ~ 0.1—1AMpc™'. This
range of scales is expected to be the most foreground free in

the observations (Datta et al.|[2010}, [Trott et al.[2012} [Dillon
et alJ2014} [Pober et al.[2014b). However, it is unlikely that the

first measurements will be capable of determining the shape
of power spectrum with very high accuracy. Therefore, the
first measurement is likely to be limited to the overall ampli-
tude of the 21 cm signal only. The amplitude mostly depends
on the heating mechanism, discussed in the first part of the
paper, and also, as we show in the second part of the paper,
on the often neglected substructure. Hence, models, which
do not intrinsically account for the neutral substructure due
to their limited resolution or adopted approximations, need to
either add semi-neutral filaments explicitly in their modeled
volumes or include corrections to the predicted 21 cm power
spectrum in post-processing.

However, other physical and numerical effects may influ-
ence theoretical predictions by much larger factors. In order
to illustrate that, we compare in Figure [6] our predictions for
the 21 cm power spectrum with the previous results from|Lidz|
let al.| (2008)), which is widely used as a target signal by exper-
imental groups (Bowman et al|[2013} JAli et al]2015). For
X1 < 0.5 the power at k ~ 0.1k Mpc*l in our run is about
5 times lower. One potential reason for the discrepancy is
purely numerical - our largest box size is only 804! Mpc,
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FI1G. 6.— Comparison of the 21 cm power spectrum from our simulations
and from|Lidz et al.|(2008). Solid curves show our largest 804! Mpc box at
redshifts 8.8, 8.2 and 7.5. A shaded region corresponds to two standard devi-
ation scatter between the three 404! Mpc runs, and can be used to estimate
the numerical effect of the finite box size. Crosses trace the power spectrum
calculated by Lidz et al{(2008) from their 1304~! Mpc run. Colors represent
similar ionized fractions; however, actual redshifts are different — 11.46, 8.8
and 7.3 correspondingly. The blue arrow shows the scale of the mean free
path at redshift 7.5 (that corresponds to the blue lines and symbols) extrap-
olated using the fit by [Songaila & Cowie| (2010). The discrepancy at low
neutral fractions is larger than the substructure effect we discussed above.

whereas |Lidz et al.|(2008) used a 1304™! Mpc box. In order
to test the effect of the box size, we also show in Fig. E]a blue
band that encompasses 2—o scatter estimated from 3 indepen-
dent realizations of a 404~! Mpc box. The box size seems to
matter little for our simulations, but since we are not yet able
to reach the 1304~! Mpc scale, a purely numerical source of
the discrepancy can not yet be excluded.

Another potential source for the difference is actually phys-
ical: modeled physics is very different in our simulations and
in |[Lidz et al.| (2008)). In particular, CROC simulations fully
account for the limited photon mean free path due to Lyman
Limit systems, while [Lidz et al.| (2008) models allows pho-
tons to extend to arbitrary large distance. A limited photon
mean free path may also limit the sizes of the largest bubbles
(although the connection between the photon mean free path
and the bubble size is not that direct, since bubbles around in-
dividual sources are clustered). The actual value of the mean
free path due to Lyman Limit system in the CROC simulations
is taken from Songaila & Cowie|(2010) and is also shown in
Fig.[6] It is in the same range as the scales on which our re-
sults deviate significantly from|Lidz et al.|(2008)), but whether
this is indeed a reason for the discrepancy or just a coinci-
dence is, of course, not possible to deduce from Fig. E] alone,
and would require a much more comprehensive and involved
investigation, which goes well beyond the scope of this paper.

It appears, thus, that theoretical predictions for the 21 cm
power spectrum still differ by factors as large as 5 even at the
same Xy (and would differ even more at the same redshift,
due to variations in the reionization history). Obviously, the-
orists still have some work to do before one can analyze and
interpret any future observational measurement.
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APPENDIX
SPATIAL CLASSIFICATION OF REGIONS

The “ionization state indicator” »¢ is defined as
2

se=(1+6)7H1 (A1)
XHI
and its properties are described in details in |[Kaurov & Gnedin| (2015)). In Figure [/| the phase space diagram is plotted, along
with the dashed line which is used to distinguish between ionized bubbles with embedded semi-neutral substructure (AT V8) and
yet-to-be-ionized IGM (AT M). Here we had a choice to assign ionized voids to either AT™ or ATFUB. Since the contribution
from the ionized voids is minimal (they are more than 99.9% ionized and underdense), it is not important whether they belong to
one or the other. Therefore, we assign them to AT;VB for simplicity.

In this paper we use downsampled snapshots of our simulations, rebinned into a 1024 2Dx 1D (sky and frequency) grids;
therefore, the information about the finest structure (galaxies and filaments) is degraded. That is why the phase plot in Figure
looks less detailed, compared to those shown in [Kaurov & Gnedinl (2015). Nevertheless, the resolution is still sufficient to
observe main features, which allow to separate neutral IGM from neutral substructure.

APPROXIMATION FOR THE BRIGHTNESS TEMPERATURE

On large scales, where peculiar velocity effects can be neglected, the brightness temperature of the 21 cm line is ATp
xu1(1+60)(Ts — Tem)/Ts.  Analytical models, including the model of [Furlanetto et al.| (2004), often operate with the quantity
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¥ = xui(1+0), ignoring the last temperature factor. In two panels of Figure [§] we show the correlation coefficient r (Eq.[I) for
both the actual brightness temperature ATy and for ). The two panels are very similar, demonstrating that the spin temperature
factor (Ts—Tewmp)/Ts indeed can be neglected at z < 10.
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FI1G. 7.— The phase space of the ionization state indicator, ¢ (Eq. E) and gas density at redshift 7.8 (xgy = 0.68). The region above the dashed line corresponds
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FIG. 8.— Correlation coefficient r (Eq. E') as a function of the wave number k and redshift for the actual brightness temperature ATp (left panel - identical to the
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