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Abstract

A search for resonances and quantum black holes is performed using the dijet mass spectra measured in proton-proton collisions at $\sqrt{s} = 8$ TeV with the CMS detector at the LHC. The data set corresponds to an integrated luminosity of 19.7 fb$^{-1}$. In a search for narrow resonances that couple to quark-quark, quark-gluon, or gluon-gluon pairs, model-independent upper limits, at 95% confidence level, are obtained on the production cross section of resonances, with masses above 1.2 TeV. When interpreted in the context of specific models the limits exclude: string resonances with masses below 5.0 TeV; excited quarks below 3.5 TeV; scalar diquarks below 4.7 TeV; $W'$ bosons below 1.9 TeV or between 2.0 and 2.2 TeV; $Z'$ bosons below 1.7 TeV; and Randall–Sundrum gravitons below 1.6 TeV. A separate search is conducted for narrow resonances that decay to final states including $b$ quarks. The first exclusion limit is set for excited $b$ quarks, with a lower mass limit between 1.2 and 1.6 TeV depending on their decay properties. Searches are also carried out for wide resonances, assuming for the first time width-to-mass ratios up to 30%, and for quantum black holes with a range of model parameters. The wide resonance search excludes axigluons and colorons with mass below 3.6 TeV, and color-octet scalars with mass below 2.5 TeV. Lower bounds between 5.0 and 6.3 TeV are set on the masses of quantum black holes.
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1 Introduction

We report on a search for new states decaying to dijets in proton-proton (pp) collisions at a center-of-mass energy of $\sqrt{s} = 8$ TeV. The data sample corresponds to an integrated luminosity of 19.7 fb$^{-1}$ collected with the CMS detector at the CERN LHC in 2012. This analysis extends the search for new phenomena presented in previous CMS [1–6] and ATLAS [7–11] publications. A review of experimental searches for new particles in the dijet mass spectrum is presented in Ref. [12].

Many extensions of the standard model (SM) predict the existence of new massive particles that couple to quarks or antiquarks (q) and gluons (g). These new particles could produce resonant bumps in the dijet invariant mass distribution associated with strong interaction processes. A similar signature could be produced by quantum black holes (QBH) that decay primarily to dijet final states.

Four studies are reported in this paper: (i) a search for narrow dijet resonances using the inclusive mass spectrum, with different sensitivities to the masses of qq, qg, and gg final states; (ii) a dedicated search for narrow resonances decaying to b quarks; (iii) a search for wide dijet resonances in the qq and gg final states; and (iv) a search for QBHs decaying to two jets.

We interpret the results in the context of particles predicted by several representative models: string resonances (S) [13, 14]; scalar diquarks (D) [15]; excited quarks (q*) [16, 17] including excited b quarks (b*); axigluons (A) [18–20]; color-octet/colorons (C) [21]; the color-octet scalar (S8) resonances [22]; new gauge bosons (W' and Z') [23] with SM-like couplings (SSM); Randall–Sundrum (RS) gravitons (G) [24–26]; and QBHs [27–29]. More details on the specific choices of couplings and the cross sections assumed for the models considered can be found in Ref. [5].

Narrow resonances are considered to be those that have small natural widths compared to the experimental dijet mass resolution. We search for narrow qq and gg resonances using the predicted dijet resonance line shape of the RS graviton model for the parameter choice $k/M_{Pl} = 0.1$, where $k$ is the unknown curvature scale of the extra dimension and $M_{Pl}$ is the reduced Planck scale. This choice corresponds to a natural width equal to 1.5% of the resonance mass.

To search for narrow resonances decaying to b quarks, the events are divided into samples with zero, one or two jets identified as originating from b quarks. These samples are labeled 0b, 1b, and 2b, respectively. The sensitivity of the search to a given signal model depends on whether the predicted 0b and 1b resonant samples are dominated by gluons or quarks in the final state. Therefore two scenarios are considered: resonances that decay predominantly into pairs of gluons or b quarks (“gg/bb”) or resonances that decay predominantly into quark pairs only (“qq/bb”). Dijet mass shapes appropriate to gg resonances or qq resonances are used in conjunction with bb mass shapes. The dijet mass shapes in each tag category are weighted according to the expected gluon, quark, or b-quark content.

Wide resonances are considered to be those where the natural width is comparable to or larger than the experimental dijet mass resolution. The signature for a wide resonance would be a broad enhancement in the dijet mass distribution. Wide qq and gg resonances are considered using the dijet resonance line shape of the RS graviton model with larger values of $k/M_{Pl}$, which correspond to natural widths up to 30% of the resonance mass.

Using the same technique employed in the inclusive analysis, we search for QBHs decaying to dijet final states. The search is motivated by theories in which the effective Planck scale in the
presence of extra dimensions ($M_D$) is significantly smaller than the nominal Planck scale ($M_{Pl} \sim 10^{16}$ TeV), as for instance in the Arkani-Hamed–Dimopoulos–Dvali (ADD) model \cite{30, 31} of flat extra dimensions or the RS model \cite{24–26} of warped extra dimensions. The dijet mass spectrum for QBHs is characterized by a peaking structure, as a result of the opening of the QBH production threshold for parton center-of-mass energies above the minimum mass $M_{\text{QBH}}^{\text{min}}$ of QBHs and the steeply falling parton luminosity at higher center-of-mass energies. This shape differs from a resonance line shape and is almost independent of both the number of extra dimensions $n$ and the scale $M_D$.

2 The CMS detector
The central feature of the CMS apparatus \cite{32} is a superconducting solenoid of 6 m internal diameter providing an axial field of 3.8 T. Within the field volume are located the silicon pixel and strip tracker and the barrel and endcap calorimeters; a lead tungstate crystal electromagnetic calorimeter and a brass and scintillator hadron calorimeter. An iron/quartz-fiber calorimeter is located in the forward region, outside the field volume. For triggering purposes and to facilitate jet reconstruction, the calorimeter cells are grouped into towers projecting radially outward from the center of the detector. Events are filtered using a two-tier trigger system: a hardware-based first level (L1) and a software-based high-level trigger (HLT). The information from the individual detectors is combined in a global view of the event, the particle-flow (PF) event reconstruction \cite{33, 34}, which attempts to identify all the particles detected in a collision and to measure their momenta. A more detailed description of the CMS detector, together with a definition of the coordinate system used and the relevant kinematic variables, can be found in Ref. \cite{32}.

3 Event selection
At least one reconstructed vertex is required within $|z| < 24$ cm. The primary vertex is defined as the vertex with the highest sum of squared transverse momenta for the associated tracks. The PF algorithm is used to reconstruct the particles in the event and to identify them as muons, electrons (with associated bremsstrahlung photons), photons (unconverted and converted), or charged/neutral hadrons. The PF candidates are clustered into jets using the anti-$k_T$ algorithm \cite{35} with distance parameter of 0.5, implemented in the FASTJET package \cite{56}. An event-by-event jet-area-based correction \cite{37–39} is applied to remove the energy from additional collisions in the same bunch crossing (pileup). The jet momenta are further corrected using calibration constants derived from simulations, test beam results, and pp collision data \cite{39}. All jets in this analysis are required to have transverse momentum ($p_T$) greater than 30 GeV and absolute value of pseudorapidity ($\eta$) less than 2.5. Jet identification criteria \cite{40} are applied to the two jets in the event with the highest $p_T$ (leading jets), in order to remove spurious events associated with calorimeter noise. The event is rejected if either of these two jets fails these criteria.

Geometrically close jets are combined into “wide jets” \cite{2, 5}, which are used to measure the dijet mass spectrum and search for new resonances and QBHs. The wide jet algorithm is inspired by studies using jet grooming algorithms \cite{41–43} and is intended to reduce the sensitivity to gluon radiation from the colored final state. The two jets with largest $p_T$ are used as seeds. The Lorentz vectors of all other jets are then added to the closest leading jet, if within $\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} < 1.1$ (where $\phi$ is the azimuthal angle in radians), to obtain two wide jets, which then compose the dijet system. The background from $t$-channel multijet events is
suppressed by requiring the pseudorapidity separation of the two wide jets ($|\Delta \eta_{jj}|$) to be less than 1.3. In addition, we require that both wide jets are reconstructed in the region $|\eta| < 2.5$. These requirements maximize the search sensitivity for isotropic decays of dijet resonances in the presence of multijet background [1].

The L1 trigger used for this search requires that the scalar sum of the jet $p_T$ ($H_T$) be larger than 150 GeV. Events satisfying the L1 trigger are then filtered by the HLT which requires that either of the two following trigger selections is satisfied: the first trigger requires $H_T > 650$ GeV; the second trigger requires that the invariant mass of the dijet system ($m_{jj}$), computed using the same algorithm employed at the reconstruction level, be greater than 750 GeV. In the second trigger, $|\Delta \eta_{jj}| < 1.5$ is required. Biases from the trigger requirements are avoided by requiring that the fully reconstructed events have $m_{jj} > 890$ GeV. In this region, the combined efficiency of the L1 and HLT triggers is found to be more than 99.7%.

To identify jets originating from the hadronization of b quarks, an algorithm is used that combines information on secondary vertices and reconstructed lifetime. The set of conditions used corresponds to the loose working point of the algorithm, which is known as the combined secondary vertex (CSV) and described in detail in Ref. [44]. The performance is studied using samples of LHC data enriched in or depleted of b quarks, as well as simulated samples. The algorithm is applied to the two leading jets, and events are categorized as 0b, 1b, or 2b. This categorization allows differences in tagging efficiency between data and simulation to be evaluated, as a function of jet $p_T$. Corrections referred to as “b-tagging scale factors” are derived, which are applied to the simulated samples used in the analysis to correct for the differences observed between simulation and data.

The tagging efficiencies for 0b, 1b, and 2b categories are shown in Fig. 1 for RS gravitons and excited b quarks as a function of the resonance mass. The efficiency to tag correctly a b-jet decreases as the resonance mass increases. The efficiency of double-tagging a resonance that decays into two charm quarks (≈10% at 1 TeV) is systematically higher than that for gg, qq, and qg final states with light-flavor quarks (below ≈5%), while being significantly lower than for the bb decay mode. To simplify the analysis, charm quarks are assumed to have the same efficiency as light quarks and gluons. This choice translates into weaker sensitivity to bb resonances.

![Figure 1: Tagging efficiencies for 0b, 1b, and 2b selections as a function of the resonance mass for bb, bg, and qq/gg (where q = u, d, s) decay modes, for an RS graviton G decaying to a bb pair (left), an excited b' quark decaying to a b-quark and a gluon (center) and an RS graviton G decaying to two gluons or to a qq pair, with q = u, d, or s (right). The hatched regions represent the uncertainties in the tagging efficiencies corresponding to the variation of the b-tagging scale factors within their uncertainties.](image-url)
4 Dijet mass spectrum

Figure 2 shows the dijet mass distribution normalized to the integrated luminosity of the sample \( \frac{d\sigma}{dm_{jj}} \) for the inclusive data sample, with bin widths approximately equal to the dijet mass resolution. The data are compared to a leading order (LO) prediction of the multijet background from PYTHIA 6.426 [45] with the Z2\* tune [46] (Z2 is identical to Z1 aside from the choice of the CTEQ6L PDF), where the generated events are processed through a GEANT4-based [47] simulation of the CMS detector.

In the event generation, CTEQ6L1 parton distribution functions (PDF) [48] are used. The renormalization and factorization scales are both set equal to the \( p_T \) of the hard-scattered partons. The prediction has been normalized to the data by applying a multiplicative factor of 1.23. The shape of the PYTHIA prediction agrees with the data within the statistical precision.

A method based on data is used to estimate the background from multijet production. We fit the following parameterization to the data:

\[
\frac{d\sigma}{dm_{jj}} = \frac{P_0(1 - x)^P_1}{xP_2 + P_3 \ln(x)}
\]  

with the variable \( x = \frac{m_{jj}}{\sqrt{s}} \) and four free parameters \( P_0, P_1, P_2, \) and \( P_3 \). This functional form was used in previous searches [1, 2, 5, 11, 49, 50] to describe the distribution of both data and multijet background from simulation. A Fisher F-test [51] is used to confirm that no additional parameters are needed to model these distributions for a data set as large as the available one. The fit of the data to the function given in Eq. (1) returns a chi-squared value of 26.8 for 35 degrees of freedom. The difference between the data and the fit value is also shown at the bottom of Fig. 2 normalized to the statistical uncertainty of the data. The 0b, 1b, and 2b \( m_{jj} \) dijet mass spectra are shown in Fig. 3. The function of Eq. (1) is also fit to these data distributions. The data are well described by this function and no significant deviations from the background hypothesis are observed.

For comparison, signal distributions for various narrow resonance models are shown in both Figs. 2 and 3. These distributions are obtained using PYTHIA 8.153 [52], tune 4C [53], and the CMS detector simulation.

The qq and gg signal shapes are obtained from simulated samples of RS graviton production, respectively qq \( \rightarrow \) G \( \rightarrow \) qq and gg \( \rightarrow \) G \( \rightarrow \) gg. Graviton decays to all quark flavors other than top are included; the top quark is excluded as its decays do not give rise to the simple dijet experimental signature. The q g signal shapes are obtained from simulations of excited quark production, qg \( \rightarrow \) q* \( \rightarrow \) qg. The simulated samples for the inclusive analysis contain both u* and d* processes, while for the b-enriched analysis only b* production is considered. The predicted mass distributions have a Gaussian peak coming from the jet energy resolution (JER) and a tail towards lower mass values induced by the radiation of quarks and gluons at large angles. The contribution of this low mass tail to the line shape depends on the parton content of the resonance (qq, qg, or gg). Resonances containing gluons, which are more susceptible to radiation than quarks, have a more pronounced tail. For high-mass resonances, there is also another significant contribution depending on both parton distributions and the natural width of the Breit–Wigner resonance shape: when the resonance is produced by interaction of non-valence partons in the proton, the low mass component of the Breit–Wigner resonance shape is amplified by a larger parton probability at low fractional momentum, producing a large tail at low-mass values.
Figure 2: Inclusive dijet mass spectrum from wide jets (points) compared to a fit (solid curve) and to predictions including detector simulation of multijet events and signal resonances. The predicted multijet shape (QCD MC) has been scaled to the data (see text). The vertical error bars are statistical only and the horizontal error bars are the bin widths. For comparison, the signal distributions for a W' resonance of mass 1900 GeV and an excited quark of mass 3.6 TeV are shown. The bin-by-bin fit residuals scaled to the statistical uncertainty of the data, $(\text{data} - \text{fit})/\sigma_{\text{data}}$, are shown at the bottom and compared with the expected signal contributions.

5 Interpretation of the results

Upper limits are set on the production cross section for different resonance final states (qq, qg, gg, qq/bb, gg/bb, and bg) as a function of the resonance mass. The limits are computed using a binned likelihood $L$ written as a product of Poisson probability density functions

$$L = \prod_i \frac{\lambda_i^{n_i} e^{-\lambda_i}}{n_i!},$$

where the product runs over the $m_{jj}$ bins. For the $i$th $m_{jj}$ bin, $n_i$ is the observed number of events and $\lambda_i = \mu N_i(S) + N_i(B)$ denotes the expected number of events. Here, $N_i(B)$ is the expected number of events from multijet background, $N_i(S)$ is the expected number of signal events for the benchmark models considered, and $\mu$ the ratio between the signal production cross section and its corresponding benchmark value. The background term $N_i(B)$ is estimated using the parameterization of Eq. (1).

The dominant sources of systematic uncertainty are:

- uncertainty in the jet energy scale (JES) [39], which translates into a 1% relative uncertainty in the dijet mass, roughly independent of the mass value. It is propagated to the search by shifting the reconstructed dijet mass for signal events by $\pm 1%$;
- uncertainty in the JER [39], which translates into an uncertainty of 10% in the dijet mass resolution [39]. This uncertainty is propagated to the search by increasing and decreasing by 10% the reconstructed width of the dijet mass shape for the signal;
- the precision in the overall normalization for the signal is limited by an uncertainty of 2.6% in the integrated luminosity [54].
Interpretation of the results

For setting upper limits on signal cross sections a Bayesian formalism \[55\] is used, with a uni-

- b tagging scale factors (\(\sim 5\%\) for heavy and \(\sim 10\%\) for light-flavor jets) \[44\], applied only in the dedicated b-jet search.
- uncertainties due to the choice of the background fit function are taken into account by the marginalization procedure described below.

Using studies based on simulations, the dependence of the signal mass shapes on the number of pileup interactions is found to be negligible. Similarly, no appreciable difference in the signal acceptance is observed when different PDF sets are used.

Figure 3: Dijet mass spectra (points) in different b-tag multiplicity bins compared to a fit (solid curve). The vertical error bars are statistical only and the horizontal error bars are the bin widths. For comparison, signal distributions are shown for an excited b quark of mass 1800 GeV, a Z’ of mass 2200 GeV, an RS graviton of mass 2800 GeV, and a Z’ of mass 3200 GeV. The bin-by-bin fit residuals scaled to the statistical uncertainty of the data, \((\text{data} - \text{fit})/\sigma_{\text{data}}\), are shown at the bottom of each plot.
form prior for the signal cross section in the range \([0, +\infty)\). For a given value of the resonance mass the data are fit to the background function plus a signal line shape, the signal cross section being a free parameter. The resulting fit function with the signal cross section set to zero is used as the initial background hypothesis. The uncertainty in the background shape is incorporated by marginalizing over the background-fit parameters using uniform priors. The integration is performed in a sufficiently large range around the best-fit values such that the results are found to be stable. Uncertainties due to alternative background fit functions are not explicitly included since these variations are already covered by the marginalization procedure with the default fit function (Eq. 1). Log-normal priors are used to model systematic uncertainties in the JES, JER, integrated luminosity, and b-tagging efficiency, all treated as nuisance parameters. The nuisance parameters are marginalized to derive a posterior probability density function for the signal cross section. The marginalization is performed using Markov chain Monte Carlo integration implemented in the Bayesian Analysis Toolkit [56].

In the case of the search for \(X \rightarrow bb\) resonances the limit is obtained by combining the three event categories (0b, 1b, and 2b). The background distributions in the three samples are independently varied in the fit. The relative normalization of the signal distributions in the three samples is determined by the ratio of the branching fractions of the \(X\) resonance:

\[
f_{bb} = \frac{B(X \rightarrow bb)}{B(X \rightarrow jj)}. \tag{3}
\]

As the fraction increases, events from a resonance in the 0b category shift into the 1b and 2b categories. The distribution between the three categories also depends on the tagging efficiencies shown in Fig. 1. Mistags of light-flavor jets are accounted for, according to the quoted tagging probabilities.

Figure 4 shows the observed model independent upper limits at the 95% confidence level (CL) on the product of the cross section (\(\sigma\)), the branching fraction into dijets (\(B\)), and the acceptance (\(A\)) for the kinematic requirements described in Section 3 for narrow qq, g, and gg resonances. The acceptance for isotropic decays is \(A \approx 0.6\), independent of resonance mass. The observed upper limits can be compared to LO predictions for \(\sigma B A\) at the parton level, without any detector simulation, in order to determine mass limits on new particles. The two partons in the LO process of the resonance decay should both have pseudorapidity less than 2.5, their pseudorapidity separation should be less than 1.3, and their combined invariant mass should exceed 890 GeV. The results shown are obtained in the narrow-width approximation using CTEQ6L1 parton distributions [48].

The expected limits on the cross section are estimated with pseudo-experiments generated using background shapes, which are obtained by signal-plus-background fits to the data. Figure 5 shows the expected limits and their uncertainty bands for qq, gg, and gg resonances compared to both observed limits and model predictions. For the RS graviton, which couples either to a pair of gluons or to a qq pair, the model-dependent cross section limits are obtained using a weighted average of the qq (where \(q = u, d, c, s,\) and \(b\), excluding the top quark) and gg dijet mass shapes. The weight factors of about 0.5 correspond to the relative branching fractions for these two final states derived from Ref. [26]. Figure 6 shows a similar plot for an excited b quark. The observed upper limits are reported in Tables 1 and 2 for the inclusive and b-enriched analyses, respectively. The limits for resonances with gluons in the final states are less restrictive than those with quarks because the signal shapes are wider, as shown for example in Figure 7.

New particles are excluded at 95% CL in mass regions for which the theoretical curve lies above the observed upper limit for the appropriate final state. The observed and expected...
Figure 4: The observed 95% CL upper limits on $\sigma BA$ for narrow dijet resonances. Top: limit on gluon-gluon, quark-gluon, and quark-quark narrow resonances from the inclusive analysis, compared to LO theoretical predictions for string resonances [13, 14], excited quarks [15, 17], axigluons [18–20], colorons [21], scalar diquarks [15], S8 resonances [22], new SSM gauge bosons $W'$ and $Z'$ [23], and RS gravitons [24–26]. Bottom left: combined limits on gg/bb resonances for different values of $f_{bb}$. The theoretical cross section for an RS graviton is shown for comparison. Bottom right: combined limits on qq/bb resonances for different values of $f_{bb}$. The theoretical cross section for a $Z'$ is shown for comparison.
Figure 5: The observed 95% CL upper limits on $\sigma BA$ for narrow resonances decaying into $qq$ (top left), $qg$ (top right) and $gg$ (bottom left) final states, and for RS graviton resonances (bottom right). The limits are shown as points and solid lines. Also shown are the expected limits (dot-dashed dark lines) and their variation at the $1\sigma$ and $2\sigma$ levels (shaded bands). Predicted cross sections calculated at LO for various narrow resonances are also shown.
Table 1: Observed 95% CL upper limits on $\sigma BA$ for narrow qq, qg, and gg resonances, from the inclusive analysis for signal masses between 1.2 and 5.5 TeV.

<table>
<thead>
<tr>
<th>Mass (TeV)</th>
<th>Upper limit on $\sigma BA$ (fb)</th>
<th>Mass (TeV)</th>
<th>Upper limit on $\sigma BA$ (fb)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>qq</td>
<td>qg</td>
<td>gg</td>
</tr>
<tr>
<td>1.2</td>
<td>230</td>
<td>340</td>
<td>720</td>
</tr>
<tr>
<td>1.3</td>
<td>180</td>
<td>270</td>
<td>480</td>
</tr>
<tr>
<td>1.4</td>
<td>100</td>
<td>160</td>
<td>280</td>
</tr>
<tr>
<td>1.5</td>
<td>60</td>
<td>88</td>
<td>150</td>
</tr>
<tr>
<td>1.6</td>
<td>74</td>
<td>94</td>
<td>120</td>
</tr>
<tr>
<td>1.7</td>
<td>130</td>
<td>180</td>
<td>250</td>
</tr>
<tr>
<td>1.8</td>
<td>140</td>
<td>210</td>
<td>330</td>
</tr>
<tr>
<td>1.9</td>
<td>100</td>
<td>160</td>
<td>260</td>
</tr>
<tr>
<td>2.0</td>
<td>60</td>
<td>100</td>
<td>160</td>
</tr>
<tr>
<td>2.1</td>
<td>35</td>
<td>58</td>
<td>89</td>
</tr>
<tr>
<td>2.2</td>
<td>26</td>
<td>40</td>
<td>60</td>
</tr>
<tr>
<td>2.3</td>
<td>25</td>
<td>37</td>
<td>56</td>
</tr>
<tr>
<td>2.4</td>
<td>23</td>
<td>32</td>
<td>50</td>
</tr>
<tr>
<td>2.5</td>
<td>20</td>
<td>29</td>
<td>44</td>
</tr>
<tr>
<td>2.6</td>
<td>13</td>
<td>20</td>
<td>33</td>
</tr>
<tr>
<td>2.7</td>
<td>9.3</td>
<td>15</td>
<td>23</td>
</tr>
<tr>
<td>2.8</td>
<td>7.4</td>
<td>11</td>
<td>16</td>
</tr>
<tr>
<td>2.9</td>
<td>6.7</td>
<td>9.7</td>
<td>14</td>
</tr>
<tr>
<td>3.0</td>
<td>6.7</td>
<td>9.7</td>
<td>13</td>
</tr>
<tr>
<td>3.1</td>
<td>6.7</td>
<td>9.8</td>
<td>14</td>
</tr>
<tr>
<td>3.2</td>
<td>5.9</td>
<td>8.8</td>
<td>13</td>
</tr>
<tr>
<td>3.3</td>
<td>5.3</td>
<td>7.6</td>
<td>11</td>
</tr>
</tbody>
</table>
Table 2: Observed 95% CL upper limits on $\sigma BA$ for narrow gg/bb, qq/bb, and bg resonances from the b-enriched analysis, for signal masses between 1.2 and 4.0 TeV. The upper limits are given for different ratios $f_{bb}$ for gg/bb and qq/bb resonances, and for 100% branching fraction into bg.

<table>
<thead>
<tr>
<th>Mass (TeV)</th>
<th>Upper limit on $\sigma BA$ (fb)</th>
<th>gg/bb</th>
<th>qq/bb</th>
<th>bg</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$f_{bb}=0.2$</td>
<td>$f_{bb}=0.5$</td>
<td>$f_{bb}=0.75$</td>
<td>$f_{bb}=1.0$</td>
</tr>
<tr>
<td>1.2</td>
<td>340</td>
<td>260</td>
<td>210</td>
<td>170</td>
</tr>
<tr>
<td>1.3</td>
<td>320</td>
<td>260</td>
<td>200</td>
<td>160</td>
</tr>
<tr>
<td>1.4</td>
<td>210</td>
<td>120</td>
<td>90</td>
<td>72</td>
</tr>
<tr>
<td>1.5</td>
<td>110</td>
<td>75</td>
<td>60</td>
<td>49</td>
</tr>
<tr>
<td>1.6</td>
<td>99</td>
<td>68</td>
<td>55</td>
<td>45</td>
</tr>
<tr>
<td>1.7</td>
<td>220</td>
<td>130</td>
<td>92</td>
<td>71</td>
</tr>
<tr>
<td>1.8</td>
<td>300</td>
<td>190</td>
<td>140</td>
<td>110</td>
</tr>
<tr>
<td>1.9</td>
<td>250</td>
<td>170</td>
<td>130</td>
<td>100</td>
</tr>
<tr>
<td>2.0</td>
<td>160</td>
<td>120</td>
<td>98</td>
<td>80</td>
</tr>
<tr>
<td>2.1</td>
<td>97</td>
<td>76</td>
<td>62</td>
<td>51</td>
</tr>
<tr>
<td>2.2</td>
<td>61</td>
<td>44</td>
<td>36</td>
<td>30</td>
</tr>
<tr>
<td>2.3</td>
<td>52</td>
<td>36</td>
<td>29</td>
<td>23</td>
</tr>
<tr>
<td>2.4</td>
<td>47</td>
<td>31</td>
<td>25</td>
<td>20</td>
</tr>
<tr>
<td>2.5</td>
<td>42</td>
<td>27</td>
<td>21</td>
<td>17</td>
</tr>
<tr>
<td>2.6</td>
<td>31</td>
<td>21</td>
<td>17</td>
<td>14</td>
</tr>
<tr>
<td>2.7</td>
<td>21</td>
<td>16</td>
<td>14</td>
<td>12</td>
</tr>
<tr>
<td>2.8</td>
<td>16</td>
<td>14</td>
<td>12</td>
<td>11</td>
</tr>
<tr>
<td>2.9</td>
<td>13</td>
<td>12</td>
<td>11</td>
<td>9.9</td>
</tr>
<tr>
<td>3.0</td>
<td>13</td>
<td>11</td>
<td>10</td>
<td>9.7</td>
</tr>
<tr>
<td>3.1</td>
<td>13</td>
<td>12</td>
<td>11</td>
<td>9.6</td>
</tr>
<tr>
<td>3.2</td>
<td>12</td>
<td>10</td>
<td>9.5</td>
<td>8.4</td>
</tr>
<tr>
<td>3.3</td>
<td>11</td>
<td>8.8</td>
<td>7.9</td>
<td>6.9</td>
</tr>
<tr>
<td>3.4</td>
<td>9.8</td>
<td>8.3</td>
<td>7.5</td>
<td>6.6</td>
</tr>
<tr>
<td>3.5</td>
<td>9.9</td>
<td>8.7</td>
<td>7.9</td>
<td>7.1</td>
</tr>
<tr>
<td>3.6</td>
<td>9.5</td>
<td>8.5</td>
<td>7.8</td>
<td>7.0</td>
</tr>
<tr>
<td>3.7</td>
<td>8.2</td>
<td>7.4</td>
<td>6.8</td>
<td>6.2</td>
</tr>
<tr>
<td>3.8</td>
<td>6.4</td>
<td>5.8</td>
<td>5.4</td>
<td>4.9</td>
</tr>
<tr>
<td>3.9</td>
<td>4.6</td>
<td>4.3</td>
<td>4.0</td>
<td>3.7</td>
</tr>
<tr>
<td>4.0</td>
<td>3.2</td>
<td>2.9</td>
<td>2.8</td>
<td>2.5</td>
</tr>
</tbody>
</table>
6 Implications for wide resonances

In the previous sections we have described a search for narrow dijet resonances, where the intrinsic resonance width is negligible compared to the experimental dijet mass resolution. In order to quantify the impact of this search on models with wide resonances, we consider the case of an RS graviton produced via $qq$ and $gg$ annihilation and decaying, respectively, to $qq$ and $gg$ final states. Samples are generated with PYTHIA scanning the plane defined by the graviton mass $M$ and the coupling parameter $k/M_{Pl}$. For resonances with mass at the TeV scale, the width-to-mass ratio of the resonance is $\Gamma/M \approx 1.4 (k/M_{Pl})^2$ [26]. The excluded signal cross section is presented as a function of the resonance mass and width, separately for the $qq$ and $gg$ final states, in order to allow the interpretation of the results in a generic model.

The $(M, k/M_{Pl})$ scan is performed using events generated with PYTHIA 8.153 and a parametric, fast simulation of the CMS detector [57]. The predicted signal distribution is corrected for the difference in the JES between the fast simulation and the GEANT4-based CMS simulation. Figure 7 shows the corrected dijet mass distributions for several different values of resonance mass $M$ and width-to-mass ratio $\Gamma/M$. The excluded cross section at 95% CL as a function of the resonance mass is shown in Fig. 8 for different values of $\Gamma/M$. At resonance masses around 1–2 TeV, the value of the excluded cross section slightly increases with the resonance width, as expected from the gradual widening of the core of the resonance approximately independent of the tail. For large resonance masses, the exclusion limit for wide resonances is worse than the
Table 3: Observed and expected 95% CL exclusions on the mass of various resonances. Systematic uncertainties are taken into account. For excited b quark the expected mass limit is below the range of this analysis. For the Axigluon/coloron and color-octet scalar only observed mass limits are computed.

<table>
<thead>
<tr>
<th>Model</th>
<th>Final state</th>
<th>Observed mass exclusion (TeV)</th>
<th>Expected mass exclusion (TeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>String resonance (S)</td>
<td>qg</td>
<td>[1.2,3.0]</td>
<td>[1.2,4.9]</td>
</tr>
<tr>
<td>Excited quark (q*)</td>
<td>qg</td>
<td>[1.2,3.5]</td>
<td>[1.2,3.7]</td>
</tr>
<tr>
<td>$E_6$ diquark (D)</td>
<td>qq</td>
<td>[1.2,4.7]</td>
<td>[1.2,4.4]</td>
</tr>
<tr>
<td>$W'$ boson ($W'$)</td>
<td>q$q$</td>
<td>[1.2,1.9] + [2.0,2.2]</td>
<td>[1.2,2.2]</td>
</tr>
<tr>
<td>$Z'$ boson ($Z'$)</td>
<td>q$q$</td>
<td>[1.2,1.7]</td>
<td>[1.2,1.8]</td>
</tr>
<tr>
<td>RS graviton (G), $k/M_{Pl} = 0.1$</td>
<td>q$q$ + gg</td>
<td>[1.2,1.6]</td>
<td>[1.2,1.3]</td>
</tr>
</tbody>
</table>

| b-enriched search          |             |                               |                               |
| Axigluon (A)/coloron (C)  | bg          | [1.2,1.6]                     |                               |

| Wide resonance search      |             |                               |                               |
| Axigluon (A)/coloron (C)  | q$q$        | [1.3,3.6]                     |                               |
| Color-octet scalar (S8)   | gg          | [1.3,2.5]                     |                               |

narrow resonance limits by at least one order of magnitude. This different behavior is caused by the enhancement in the low-mass tail of the dijet mass signal shape from partons with low fractional momentum, which is more important for high-mass resonances. Nevertheless, the analysis remains sensitive to new resonances up to $\Gamma/M \approx 30\%$. The cross section limits are reported in Table 4 for qq and gg final states. The limits are quoted for a range of masses and widths that satisfies two conditions: (i) at low resonance mass, the core of the signal shape is preserved after the trigger selection $m_{jj} > 890$ GeV, (ii) at high resonance mass, the presence of the low-mass tails in the signal shape does not significantly affect the limit value. This latter condition is enforced by requiring that the expected limit derived for a truncated signal shape is close to that derived for the full shape, within the typical uncertainty of 30% in the expected limits. The truncated shape is cut off at 85% of the nominal resonance mass, and the corresponding limit corrected for the difference in acceptance because of the truncation.

We present below an example, illustrating how to use these generic upper limits on the cross section to set lower mass limits for specific models of wide resonances. The axigluon/coloron and S8 resonances represent good benchmark models for this study, having relative widths $\Gamma/M$ equal to $\alpha_S$ and $5/6\alpha_S$, respectively (where $\alpha_S$ is the SM strong coupling evaluated at an energy scale equal to the resonance mass). $\Gamma/M$ is therefore between 5% and 10%, slightly decreasing with the increase in the resonance mass because of the running of the strong coupling constant. New cross section upper limits for axigluon/coloron and S8 resonances are produced, which are, respectively, a linear interpolation between the $\Gamma/M = 5\%$ and 10% qq and gg limits reported in Table 4. The resulting cross section upper limits are shown in Fig. 9 where they are compared to theoretical predictions to extract the lower mass limits on axigluon/coloron and S8 resonances reported in Table 3. More details on the cross section calculations for wide resonances are reported in the Appendix.

7 Implications for quantum black holes

The inclusive dijet search can be interpreted in terms of QBH production [27-29] in models with large ($n \geq 2$) or warped ($n = 1$) dimensions, where $n$ is the number of extra dimensions. The
Figure 7: Dijet mass distributions for qq (left) and gg (right) resonances with masses of 1, 2, 3, 4, and 5 TeV and two different values of $\Gamma/M$ (10% and 1.5%). The corrections for the difference in the JES between a parametric simulation and the GEANT4-based CMS simulation have been applied.

Figure 8: Observed 95% CL upper limits on $\sigma BA$ as a function of the resonance mass for different values of the width-to-mass ratio $\Gamma/M$, computed for qq $\rightarrow G \rightarrow$ qq (left) and gg $\rightarrow G \rightarrow$ gg (right).

dijet invariant mass distribution expected from QBH decays is used here, in place of the resonance line shape employed in the other analyses. The required mass shapes are modeled using the QBH (v1.07) matrix-element generator [58] with the CTEQ6L1 PDF set [48], followed by the parton showering simulation with PYTHIA 8 and a parametric, fast simulation of the CMS detector [57]. The signal is characterized by a peak in the reconstructed dijet mass spectrum, as shown in Fig. 10. The peak position is related to the minimum mass of QBHs, $M_{\text{min}}$. The relatively narrow shape is a consequence of the convolution of the threshold-like production behavior for QBHs with the steeply falling parton luminosity as a function of the subprocess center-of-mass energy. The low-mass dijet tails are due to detector resolution effects. The signal
Figure 9: Observed 95% CL upper limits on $\sigma B A$ with systematic uncertainties included for axigluon/coloron (left) and S8 (right) wide resonances, compared to the corresponding theoretical predictions. The axigluon/coloron and S8 resonances have a relative width $\Gamma/M$ between 5% and 10%. More details on the cross section calculations for wide resonances are reported in the Appendix.

shape is almost independent of the number of extra dimensions $n$ and the fundamental Planck scale $M_D$. The $n = 1$ case corresponds to RS black holes \cite{27}. In this scenario, $M_D$ is the product of the Planck scale and the exponential factor coming from the warping of the extra dimension.

Figure 10: Dijet mass distribution for QBHs with $M_{\text{QBH}}^{\text{min}}$ from 2 to 6.5 TeV. The signal shape is almost independent both of the number of extra dimensions $n$ and the scale $M_D$.

The 95% CL observed upper limits on $\sigma B A$ for QBHs are shown in Fig. 11 and reported in Table 5. It is commonly assumed \cite{59, 60} that $M_{\text{QBH}}^{\text{min}}$ must be greater than or equal to $M_D$. Therefore the cross section limits are presented only for $M_{\text{QBH}}^{\text{min}} \geq M_D$, for different values of $M_D$. The corresponding lower limits on $M_{\text{QBH}}^{\text{min}}$ range from 5.0 to 6.3 TeV, depending on the model parameters, and are shown in Fig. 12 and Table 6 as a function of $M_D$ and $n$. These limits extend those obtained in Ref. \cite{3, 4}, where the same benchmark models were considered.
in the context of a multijet search.

Figure 11: Observed 95% CL upper limits on $\sigma B A$ as a function of $M_{QBH}^{\text{min}}$, compared to theoretical predictions for different values of the fundamental Planck scale, $M_D$, of 2 TeV (top left), 3 TeV (top right), 4 TeV (bottom left), and 5 TeV (bottom right), with the number of extra dimensions $n$ ranging from 1 to 6.

8 Summary

A search for resonances and quantum black holes has been performed in inclusive and b-tagged dijet mass spectra measured with the CMS detector at the LHC. The data set corresponds to 19.7 fb$^{-1}$ of integrated luminosity collected in proton-proton collisions at $\sqrt{s} = 8$ TeV. The inclusive search has been conducted for narrow resonances and, for the first time, for wide resonances with relative widths up to 30% of the resonance mass. No evidence for new particle production is found. Upper limits at 95% CL on the product of the cross section, branching fraction into dijets, and acceptance are provided for all generic searches. Specific lower limits are set on the masses of string resonances, excited quarks, axigluons, colorons, color-octet scalar resonances, scalar diquarks, $W'$ and $Z'$ bosons, and RS gravitons. For the first time, an exclusion
Figure 12: Observed 95% CL lower limits on $M_{\text{QBH}}^{\text{min}}$ as a function of the Planck scale $M_D$ and the number of extra dimensions $n$.

A limit is set for excited b quarks. The lower mass limits reach up to 5 TeV, depending on the model, and extend previous exclusions based on the dijet mass search technique. Quantum black holes up to a mass ranging from 5.0 to 6.3 TeV are also excluded at 95% CL, depending on the model.
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A Cross section calculation for wide resonances

Cross sections for narrow resonances are often given in the narrow width approximation, where the sub-process cross section

\[ \hat{\sigma}\left(\hat{s}\right) \propto \delta\left(\hat{s} - M_X^2\right) \]  

is integrated over the PDFs (Section 2.2.11 in Ref. [12]). Here \( \hat{s} = m^2 \) is the square of the diparton mass, \( M_X \) is the resonance mass, and the delta function implies that the PDFs are evaluated at only those values of fractional momenta \( x_1 \) and \( x_2 \) that correspond to the resonance pole: \( M_X^2 = \hat{s} = x_1 x_2 s \), where \( s \) is the square of the proton-proton collision energy. Cross sections calculated in the narrow-width approximation are appropriate for comparison to CMS upper limits for narrow resonances, because the dijet mass resonance shapes used in that search correspond to a relative resonance width (\( \Gamma / M \)) much smaller than the detector resolution.

Multiple processes can contribute to the total cross section for wide resonance production. The \( s \)-channel process, the annihilation of two initial state partons into the resonance, is usually the most significant contribution and is the process searched for by this analysis. The \( s \)-channel
cross section is evaluated by replacing the delta function in Eq. (4) with a full relativistic Breit–Wigner resonance shape, before integrating over the PDFs. The $t$-channel process, where the new particle is exchanged between the incoming partons, often has an appreciable contribution to the cross section but it does not peak sharply in diparton mass and may be absorbed into the background shape during a search. The interference process, including interference between the multijet background processes and both the $s$- and $t$-channel signal processes, could often significantly modify the resonance shape far off the resonance pole. Interference contributions depend on the type of resonance considered, and are not included in the resonance shape used in our search. Our calculation of the wide resonance cross section is an approximation that considers only the $s$-channel term, to which limits from our search should be compared.

The cross section calculations for wide resonances employ a resonance shape for the $s$-channel resonances as a function of $\hat{s} - M_X^2$. In order for this calculated cross section to be comparable to the resonance upper limits, we have used the same shape for the underlying parton-parton scattering sub-process cross section as is used in the search to set limits. The shape corresponds to an RS graviton resonance. The generator used, PYTHIA6, models that shape with the following, general Breit–Wigner resonance formula (Eq. (7.47) in [61]):

$$\delta_{i \rightarrow R \rightarrow f}(\hat{s}) \propto \frac{\pi}{\hat{s}} \frac{H_R^{(i)}(\hat{s}) H_R^{(f)}(\hat{s})}{(\hat{s} - M_X^2)^2 + H_R^2(\hat{s})},$$

(5)

where

$$H_R(\hat{s}) = \frac{\hat{s} \Gamma_R}{M_X}$$

(6)

and $\Gamma_R$ is the full resonance width. For the RS graviton resonance

$$H_R^{(i,f)}(\hat{s}) = \left( \frac{\hat{s}}{M_X^2} \right) \frac{\hat{s} \Gamma_R^{(i,f)}}{M_X},$$

(7)

where $\Gamma_R^{(i,f)}$ are the partial widths for the initial state $i$ and final state $f$. We note that the term $\hat{s}/M_X^2$ in Eq. (7) significantly affects the resonance shape far away from the resonance pole, suppressing the tail at low diparton mass. This term is appropriate for resonances that have a width proportional to the cube of the resonance mass, like the RS graviton or the color-octet scalar. Even with this suppression, the enhancement at low dijet mass due to convolution of the tail with PDFs is visible in Fig. 7 for resonances with the highest widths and masses.

We calculate the full wide resonance cross section from $s$-channel production by integrating the Breit–Wigner resonance shape defined by Eqs. (5)–(7), over the PDFs. Table 7 shows the full cross section divided by the cross section in the narrow-width approximation as a function of the resonance mass and width, for both $qq$ and $gg$ resonances. This ratio is close to unity for narrow resonances, for which the full cross section and the narrow-width approximation cross section are naturally the same. For wide resonances at high resonance mass this ratio can be significantly greater than 1, because the convolution of the PDFs with the low mass tail of the Breit–Wigner result in a large cross section at low diparton mass. For wide resonances the values reported in Table 7 can be applied as a multiplicative correction to the narrow-width approximation cross sections to get an appropriate resonance cross section to compare with our experimental upper limits on cross section. This is done in Fig. 9 to obtain the model cross section presented and to set mass limits for axigluons/colorons and color-octet scalars. The correction factor for axigluons, which are $qq$ resonances of width $\Gamma_R = \alpha_S M_X$, is 1.1 at a mass of 3.5 TeV. The correction factor for color-octet scalars, which are $gg$ resonances of width $\Gamma_R = 5\alpha_S M_X / 6$, is 1.1 at a mass of 2.5 TeV. So for these resonances, at mass values close to
our mass limit, the full cross section is close to the cross section calculated in the narrow-width approximation. We recommend the same procedure, using Table 7 for users of our limits on the wide-resonance cross section, as this will ensure that the resonance shape used to calculate the cross section matches the resonance shape we used to set limits.

For resonances with widths that are directly proportional to the resonance mass, like axigluons or colorons, the following term is normally used instead of Eq. (7) to describe the resonance line shape:

$$H_R^{(i,f)}(\hat{s}) = \frac{\delta T_R^{(i,f)}}{M_X}.$$ (8)

For many wide resonances of interest this term produces a resonance shape with a very large tail at low mass: a cross section that falls rapidly with increasing diparton mass, like the multijet background. This shape at low dijet mass would be largely absorbed into the multijet background definition of our search. Like the multijet background, the full cross section for this wide shape is mainly determined by the lowest diparton mass considered. This shape is therefore difficult to use in a well defined fashion in a search that sets upper limits on a resonance cross section, because the cross section is only weakly dependent on the resonance pole mass. Thus, we have limited the wide resonance search to the shape defined by Eq. (7). Our wide resonance search results are still applicable for a range of resonance widths and masses even for resonances that have a shape defined by Eq. (8). As long as the full cross section for the true resonance line shape integrated over the mass interval of the CMS search is not larger than about 20 times the narrow-width approximation cross section, the results of the CMS search are approximately valid and applicable. This approximate range of validity is derived by comparing Table 4 with 7. The boundary of validity of the limits shown in Table 4 has an average ratio value of about 20 in Table 7. Note that our limits are valid if the condition reported in Section 6 holds so that the low mass tail does not significantly affect the shape analysis. Thus, to first approximation, only this comparison of the full resonance cross section to the narrow width cross section matters in determining validity of our limits, independent of the shape of the low mass tail.
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Table 4: Observed 95% CL upper limits on $\sigma BA$ as a function of resonance mass for several values of the width-to-mass ratio $\Gamma / M$, computed for $qq \rightarrow G \rightarrow qq$ and $gg \rightarrow G \rightarrow gg$. The missing entries correspond to the region where the two conditions for the validity of the wide resonance analysis are not satisfied (see text).

<table>
<thead>
<tr>
<th>Mass (TeV)</th>
<th>$\Gamma / M$ (%) for $qq \rightarrow G \rightarrow qq$</th>
<th>Observed 95% CL $\sigma BA$ limit (fb)</th>
<th>Observed 95% CL $\sigma BA$ limit (fb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.25</td>
<td>0.001 1.5 5 10 15 20 25 30</td>
<td>170 200 230 310 380 470</td>
<td>470 580 660 880 1200</td>
</tr>
<tr>
<td>1.50</td>
<td>57 61 74 97 120 170 210 290 350 470 580</td>
<td>110 140 170 210 290 350</td>
<td>350 470 580 780 880</td>
</tr>
<tr>
<td>1.75</td>
<td>2.00 55 61 76 100 130 160 200 230 250 300</td>
<td>21 25 28 40 47 64</td>
<td>35 47 64 100 100</td>
</tr>
<tr>
<td>2.25</td>
<td>2.50 18 20 22 26 32 39 41 41 41 41</td>
<td>6.9 7.9 9.8 13 16 21 24 28 24 28</td>
<td></td>
</tr>
<tr>
<td>2.75</td>
<td>3.00 5.8 6.7 7.8 10 12 15 17 21</td>
<td>1.25 1.5 2.5 3.7</td>
<td>0.56 0.72 1.2 1.9 3.0 4.1 5.4 6.6</td>
</tr>
<tr>
<td>3.25</td>
<td>3.50 4.4 4.6 5.5 6.9 9.5 12 15 17 20</td>
<td>1.3 1.5 2.5 3.7</td>
<td>0.35 0.56 0.90 1.5 2.2 3.0 4.2</td>
</tr>
<tr>
<td>3.75</td>
<td>4.00 1.3 1.5 2.5 3.7 5.2 6.3 8.6 10</td>
<td>1.4 2.6 3.7 5.3</td>
<td>0.30 0.57 0.91 1.7 2.2 2.8 3.3</td>
</tr>
<tr>
<td>4.25</td>
<td>4.50 0.35 0.56 0.90 1.5 2.2 3.0 4.2</td>
<td>0.78 0.96 1.2 2.1 2.6 3.2 3.7</td>
<td></td>
</tr>
<tr>
<td>5.00</td>
<td>5.25 0.26 0.83 1.7 2.7</td>
<td>0.56 0.72 1.2 2.1 2.6 3.2 3.7</td>
<td></td>
</tr>
<tr>
<td>5.50</td>
<td>5.50 0.22 1.1 2.6 3.7</td>
<td>0.28 0.67 1.2 2.1 2.6 3.2 3.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 5: Observed 95% CL upper limits on $\sigma BA$ for QBHs from the inclusive analysis. These limits are valid for the number of extra dimensions $n$ considered in this paper, ranging from 1 to 6. Cross section limits are presented only for $M_{\text{QBH}}^{\text{min}} \geq M_D$ for different values of $M_D$, as described in the text.

<table>
<thead>
<tr>
<th>$M_{\text{QBH}}^{\text{min}}$ (TeV)</th>
<th>$M_D = 2\text{ TeV}$</th>
<th>$M_D = 3\text{ TeV}$</th>
<th>$M_D = 4\text{ TeV}$</th>
<th>$M_D = 5\text{ TeV}$</th>
<th>$M_D = 6\text{ TeV}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>40</td>
<td>25</td>
<td>25</td>
<td>15</td>
<td>11</td>
</tr>
<tr>
<td>2.1</td>
<td>30</td>
<td>25</td>
<td>22</td>
<td>15</td>
<td>11</td>
</tr>
<tr>
<td>2.2</td>
<td>25</td>
<td>22</td>
<td>22</td>
<td>15</td>
<td>11</td>
</tr>
<tr>
<td>2.3</td>
<td>22</td>
<td>22</td>
<td>22</td>
<td>15</td>
<td>11</td>
</tr>
<tr>
<td>2.4</td>
<td>15</td>
<td>11</td>
<td>11</td>
<td>7.8</td>
<td>7.1</td>
</tr>
<tr>
<td>2.5</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>7.8</td>
<td>7.1</td>
</tr>
<tr>
<td>2.6</td>
<td>9.1</td>
<td>7.8</td>
<td>7.8</td>
<td>7.1</td>
<td>7.1</td>
</tr>
<tr>
<td>2.7</td>
<td>7.8</td>
<td>7.8</td>
<td>7.8</td>
<td>7.1</td>
<td>7.1</td>
</tr>
<tr>
<td>2.8</td>
<td>7.1</td>
<td>7.1</td>
<td>7.1</td>
<td>7.1</td>
<td>7.1</td>
</tr>
<tr>
<td>2.9</td>
<td>7.1</td>
<td>7.1</td>
<td>7.1</td>
<td>7.1</td>
<td>7.1</td>
</tr>
<tr>
<td>3</td>
<td>7.0</td>
<td>7.0</td>
<td>7.0</td>
<td>7.0</td>
<td>7.0</td>
</tr>
<tr>
<td>3.1</td>
<td>6.0</td>
<td>6.0</td>
<td>6.0</td>
<td>6.0</td>
<td>6.0</td>
</tr>
<tr>
<td>3.2</td>
<td>5.1</td>
<td>5.1</td>
<td>5.1</td>
<td>5.1</td>
<td>5.1</td>
</tr>
<tr>
<td>3.3</td>
<td>4.5</td>
<td>4.5</td>
<td>4.5</td>
<td>4.5</td>
<td>4.5</td>
</tr>
<tr>
<td>3.4</td>
<td>4.1</td>
<td>4.1</td>
<td>4.1</td>
<td>4.1</td>
<td>4.1</td>
</tr>
<tr>
<td>3.5</td>
<td>3.3</td>
<td>3.3</td>
<td>3.3</td>
<td>3.3</td>
<td>3.3</td>
</tr>
<tr>
<td>3.6</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>3.7</td>
<td>1.6</td>
<td>1.6</td>
<td>1.6</td>
<td>1.6</td>
<td>1.6</td>
</tr>
<tr>
<td>3.8</td>
<td>1.1</td>
<td>1.1</td>
<td>1.1</td>
<td>1.1</td>
<td>1.1</td>
</tr>
<tr>
<td>3.9</td>
<td>0.76</td>
<td>0.76</td>
<td>0.76</td>
<td>0.76</td>
<td>0.76</td>
</tr>
<tr>
<td>4</td>
<td>0.58</td>
<td>0.58</td>
<td>0.58</td>
<td>0.58</td>
<td>0.58</td>
</tr>
<tr>
<td>4.1</td>
<td>0.46</td>
<td>0.46</td>
<td>0.46</td>
<td>0.46</td>
<td>0.46</td>
</tr>
<tr>
<td>4.2</td>
<td>0.43</td>
<td>0.43</td>
<td>0.43</td>
<td>0.43</td>
<td>0.43</td>
</tr>
<tr>
<td>4.3</td>
<td>0.37</td>
<td>0.37</td>
<td>0.37</td>
<td>0.37</td>
<td>0.37</td>
</tr>
<tr>
<td>4.4</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
</tr>
<tr>
<td>4.5</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
</tr>
<tr>
<td>4.6</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
</tr>
<tr>
<td>4.7</td>
<td>0.30</td>
<td>0.30</td>
<td>0.30</td>
<td>0.30</td>
<td>0.30</td>
</tr>
<tr>
<td>4.8</td>
<td>0.30</td>
<td>0.30</td>
<td>0.30</td>
<td>0.30</td>
<td>0.30</td>
</tr>
<tr>
<td>4.9</td>
<td>0.29</td>
<td>0.29</td>
<td>0.29</td>
<td>0.29</td>
<td>0.29</td>
</tr>
<tr>
<td>5</td>
<td>0.28</td>
<td>0.28</td>
<td>0.28</td>
<td>0.28</td>
<td>0.28</td>
</tr>
<tr>
<td>5.1</td>
<td>0.28</td>
<td>0.28</td>
<td>0.28</td>
<td>0.28</td>
<td>0.28</td>
</tr>
<tr>
<td>5.2</td>
<td>0.26</td>
<td>0.26</td>
<td>0.26</td>
<td>0.26</td>
<td>0.26</td>
</tr>
<tr>
<td>5.3</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>5.4</td>
<td>0.23</td>
<td>0.23</td>
<td>0.23</td>
<td>0.23</td>
<td>0.23</td>
</tr>
<tr>
<td>5.5</td>
<td>0.22</td>
<td>0.22</td>
<td>0.22</td>
<td>0.22</td>
<td>0.22</td>
</tr>
<tr>
<td>5.6</td>
<td>0.21</td>
<td>0.21</td>
<td>0.21</td>
<td>0.21</td>
<td>0.21</td>
</tr>
<tr>
<td>5.7</td>
<td>0.21</td>
<td>0.21</td>
<td>0.21</td>
<td>0.21</td>
<td>0.21</td>
</tr>
<tr>
<td>5.8</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
</tr>
<tr>
<td>5.9</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
</tr>
<tr>
<td>6</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
</tr>
<tr>
<td>6.1</td>
<td>0.21</td>
<td>0.21</td>
<td>0.21</td>
<td>0.21</td>
<td>0.21</td>
</tr>
<tr>
<td>6.2</td>
<td>0.21</td>
<td>0.21</td>
<td>0.21</td>
<td>0.21</td>
<td>0.21</td>
</tr>
<tr>
<td>6.3</td>
<td>0.22</td>
<td>0.22</td>
<td>0.22</td>
<td>0.22</td>
<td>0.22</td>
</tr>
<tr>
<td>6.4</td>
<td>0.22</td>
<td>0.22</td>
<td>0.22</td>
<td>0.22</td>
<td>0.22</td>
</tr>
<tr>
<td>6.5</td>
<td>0.23</td>
<td>0.23</td>
<td>0.23</td>
<td>0.23</td>
<td>0.23</td>
</tr>
<tr>
<td>6.6</td>
<td>0.23</td>
<td>0.23</td>
<td>0.23</td>
<td>0.23</td>
<td>0.23</td>
</tr>
<tr>
<td>6.7</td>
<td>0.23</td>
<td>0.23</td>
<td>0.23</td>
<td>0.23</td>
<td>0.23</td>
</tr>
<tr>
<td>6.8</td>
<td>0.23</td>
<td>0.23</td>
<td>0.23</td>
<td>0.23</td>
<td>0.23</td>
</tr>
<tr>
<td>6.9</td>
<td>0.23</td>
<td>0.23</td>
<td>0.23</td>
<td>0.23</td>
<td>0.23</td>
</tr>
<tr>
<td>7</td>
<td>0.23</td>
<td>0.23</td>
<td>0.23</td>
<td>0.23</td>
<td>0.23</td>
</tr>
</tbody>
</table>
Table 6: Observed 95\% CL lower limits on $M_{QbH}^{\min}$ for different numbers of extra dimensions $n$ and several values of $M_D$.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$M_D$ (TeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>5.7</td>
</tr>
<tr>
<td>2</td>
<td>5.9</td>
</tr>
<tr>
<td>3</td>
<td>6.1</td>
</tr>
<tr>
<td>4</td>
<td>6.2</td>
</tr>
<tr>
<td>5</td>
<td>6.2</td>
</tr>
<tr>
<td>6</td>
<td>6.3</td>
</tr>
</tbody>
</table>
Table 7: Correction factors defined as the ratio of the full cross section obtained from Eqs. (5)-(7) to the cross section from the narrow-width approximation calculations, as a function of the resonance mass, for $q\bar{q}$ and $gg$ resonances and for eight different resonance widths in proton-proton collisions at $\sqrt{s} = 8$ TeV.

<table>
<thead>
<tr>
<th>Mass (TeV)</th>
<th>$10^{-5}$</th>
<th>0.015</th>
<th>0.05</th>
<th>0.1</th>
<th>0.15</th>
<th>0.2</th>
<th>0.25</th>
<th>0.3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Correction factors for $q\bar{q}$ resonances</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.25</td>
<td>1.00</td>
<td>1.00</td>
<td>0.97</td>
<td>0.85</td>
<td>0.81</td>
<td>0.79</td>
<td>0.77</td>
<td>0.76</td>
</tr>
<tr>
<td>1.50</td>
<td>1.00</td>
<td>1.00</td>
<td>0.97</td>
<td>0.85</td>
<td>0.81</td>
<td>0.79</td>
<td>0.77</td>
<td>0.77</td>
</tr>
<tr>
<td>1.75</td>
<td>1.00</td>
<td>1.00</td>
<td>0.97</td>
<td>0.85</td>
<td>0.82</td>
<td>0.79</td>
<td>0.78</td>
<td>0.78</td>
</tr>
<tr>
<td>2.00</td>
<td>1.00</td>
<td>1.01</td>
<td>0.98</td>
<td>0.86</td>
<td>0.83</td>
<td>0.81</td>
<td>0.80</td>
<td>0.80</td>
</tr>
<tr>
<td>2.25</td>
<td>1.00</td>
<td>1.01</td>
<td>0.98</td>
<td>0.87</td>
<td>0.84</td>
<td>0.83</td>
<td>0.83</td>
<td>0.84</td>
</tr>
<tr>
<td>2.50</td>
<td>1.00</td>
<td>1.01</td>
<td>0.99</td>
<td>0.89</td>
<td>0.87</td>
<td>0.87</td>
<td>0.88</td>
<td>0.89</td>
</tr>
<tr>
<td>2.75</td>
<td>1.00</td>
<td>1.01</td>
<td>1.01</td>
<td>0.92</td>
<td>0.91</td>
<td>0.92</td>
<td>0.94</td>
<td>0.97</td>
</tr>
<tr>
<td>3.00</td>
<td>1.00</td>
<td>1.01</td>
<td>1.03</td>
<td>0.96</td>
<td>0.97</td>
<td>1.00</td>
<td>1.04</td>
<td>1.09</td>
</tr>
<tr>
<td>3.25</td>
<td>1.00</td>
<td>1.02</td>
<td>1.05</td>
<td>1.02</td>
<td>1.06</td>
<td>1.11</td>
<td>1.18</td>
<td>1.26</td>
</tr>
<tr>
<td>3.50</td>
<td>1.00</td>
<td>1.02</td>
<td>1.09</td>
<td>1.12</td>
<td>1.20</td>
<td>1.29</td>
<td>1.40</td>
<td>1.52</td>
</tr>
<tr>
<td>3.75</td>
<td>1.00</td>
<td>1.03</td>
<td>1.14</td>
<td>1.26</td>
<td>1.41</td>
<td>1.57</td>
<td>1.74</td>
<td>1.92</td>
</tr>
<tr>
<td>4.00</td>
<td>1.00</td>
<td>1.04</td>
<td>1.22</td>
<td>1.50</td>
<td>1.75</td>
<td>2.02</td>
<td>2.30</td>
<td>2.60</td>
</tr>
<tr>
<td>4.25</td>
<td>1.00</td>
<td>1.05</td>
<td>1.34</td>
<td>1.91</td>
<td>2.35</td>
<td>2.81</td>
<td>3.29</td>
<td>3.80</td>
</tr>
<tr>
<td>4.50</td>
<td>1.00</td>
<td>1.06</td>
<td>1.54</td>
<td>2.67</td>
<td>3.46</td>
<td>4.27</td>
<td>5.12</td>
<td>6.03</td>
</tr>
<tr>
<td>4.75</td>
<td>1.00</td>
<td>1.08</td>
<td>1.87</td>
<td>4.16</td>
<td>5.66</td>
<td>7.20</td>
<td>8.82</td>
<td>10.5</td>
</tr>
<tr>
<td>5.00</td>
<td>1.00</td>
<td>1.11</td>
<td>2.45</td>
<td>7.36</td>
<td>10.4</td>
<td>13.5</td>
<td>16.9</td>
<td>20.4</td>
</tr>
<tr>
<td>5.25</td>
<td>1.00</td>
<td>1.14</td>
<td>3.52</td>
<td>14.8</td>
<td>21.4</td>
<td>28.4</td>
<td>35.7</td>
<td>43.6</td>
</tr>
<tr>
<td>5.50</td>
<td>1.00</td>
<td>1.19</td>
<td>5.60</td>
<td>33.3</td>
<td>49.1</td>
<td>65.6</td>
<td>83.2</td>
<td>102</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Correction factors for $gg$ resonances</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.25</td>
<td>1.00</td>
<td>1.01</td>
<td>0.98</td>
<td>0.88</td>
<td>0.85</td>
<td>0.84</td>
<td>0.84</td>
<td>0.85</td>
</tr>
<tr>
<td>1.50</td>
<td>1.00</td>
<td>1.01</td>
<td>0.99</td>
<td>0.89</td>
<td>0.87</td>
<td>0.87</td>
<td>0.88</td>
<td>0.90</td>
</tr>
<tr>
<td>1.75</td>
<td>1.00</td>
<td>1.01</td>
<td>1.00</td>
<td>0.92</td>
<td>0.91</td>
<td>0.92</td>
<td>0.94</td>
<td>0.96</td>
</tr>
<tr>
<td>2.00</td>
<td>1.00</td>
<td>1.01</td>
<td>1.01</td>
<td>0.95</td>
<td>0.95</td>
<td>0.98</td>
<td>1.01</td>
<td>1.06</td>
</tr>
<tr>
<td>2.25</td>
<td>1.00</td>
<td>1.01</td>
<td>1.03</td>
<td>0.99</td>
<td>1.02</td>
<td>1.06</td>
<td>1.12</td>
<td>1.18</td>
</tr>
<tr>
<td>2.50</td>
<td>1.00</td>
<td>1.02</td>
<td>1.05</td>
<td>1.06</td>
<td>1.11</td>
<td>1.18</td>
<td>1.27</td>
<td>1.37</td>
</tr>
<tr>
<td>2.75</td>
<td>1.00</td>
<td>1.02</td>
<td>1.08</td>
<td>1.15</td>
<td>1.24</td>
<td>1.36</td>
<td>1.49</td>
<td>1.63</td>
</tr>
<tr>
<td>3.00</td>
<td>1.00</td>
<td>1.02</td>
<td>1.11</td>
<td>1.28</td>
<td>1.44</td>
<td>1.62</td>
<td>1.81</td>
<td>2.03</td>
</tr>
<tr>
<td>3.25</td>
<td>1.00</td>
<td>1.03</td>
<td>1.16</td>
<td>1.49</td>
<td>1.74</td>
<td>2.02</td>
<td>2.31</td>
<td>2.64</td>
</tr>
<tr>
<td>3.50</td>
<td>1.00</td>
<td>1.03</td>
<td>1.23</td>
<td>1.81</td>
<td>2.22</td>
<td>2.65</td>
<td>3.11</td>
<td>3.61</td>
</tr>
<tr>
<td>3.75</td>
<td>1.00</td>
<td>1.04</td>
<td>1.33</td>
<td>2.34</td>
<td>3.00</td>
<td>3.70</td>
<td>4.44</td>
<td>5.23</td>
</tr>
<tr>
<td>4.00</td>
<td>1.00</td>
<td>1.05</td>
<td>1.46</td>
<td>3.26</td>
<td>4.36</td>
<td>5.52</td>
<td>6.75</td>
<td>8.07</td>
</tr>
<tr>
<td>4.25</td>
<td>1.00</td>
<td>1.06</td>
<td>1.67</td>
<td>4.94</td>
<td>6.86</td>
<td>8.87</td>
<td>11.01</td>
<td>13.3</td>
</tr>
<tr>
<td>4.50</td>
<td>1.00</td>
<td>1.08</td>
<td>1.99</td>
<td>8.20</td>
<td>11.7</td>
<td>15.4</td>
<td>19.4</td>
<td>23.6</td>
</tr>
<tr>
<td>4.75</td>
<td>1.00</td>
<td>1.10</td>
<td>2.51</td>
<td>15.0</td>
<td>21.9</td>
<td>29.1</td>
<td>36.9</td>
<td>45.3</td>
</tr>
<tr>
<td>5.00</td>
<td>1.00</td>
<td>1.12</td>
<td>3.43</td>
<td>30.4</td>
<td>44.9</td>
<td>60.2</td>
<td>76.6</td>
<td>94.5</td>
</tr>
<tr>
<td>5.25</td>
<td>1.00</td>
<td>1.16</td>
<td>5.17</td>
<td>68.3</td>
<td>102</td>
<td>137</td>
<td>175</td>
<td>216</td>
</tr>
<tr>
<td>5.50</td>
<td>1.00</td>
<td>1.22</td>
<td>8.73</td>
<td>172</td>
<td>257</td>
<td>348</td>
<td>445</td>
<td>552</td>
</tr>
</tbody>
</table>
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