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ABSTRACT
We present mass-richness relations found in the Sloan Digital Sky Survey Stripe 82 co-
add. These relations were found using stacked weak lensing shear observed in a large sam-
ple of galaxy clusters. These mass-richness relations are presented for four redshift bins,
0.1 < z ≤ 0.4, 0.4 < z ≤ 0.7, 0.7 < z ≤ 1.0 and 0.1 < z ≤ 1.0. We describe the sample
of galaxy clusters and explain how these clusters were found using a Voronoi Tessellation
cluster finder. We fit an NFW profile to the stacked weak lensing shear signal in redshift
and richness bins in order to measure virial mass(M200). We describe several effects that
can bias weak lensing measurements, including photometric redshift bias, the effect of the
central BCG, halo miscentering, photometric redshift uncertainty and foreground galaxy
contamination. We present mass-richness relations using richness measureNV T with each
of these effects considered separately as well as considered altogether. We present values
for the mass coefficient (M200|20) and the power law slope (α) for power law fits to the
mass and richness values in each of the redshift bins. We find values of the mass coefficient
of 8.30± 0.682, 13.8± 1.94, 27.3± 14.7 and 8.61± 0.719× 1013 h−1M⊙ for each of the
four redshift bins respectively. We find values of the power law slope of 0.988± 0.0716,
0.962± 0.130, 1.52± 0.483 and 1.01± 0.0803 respectively. Finally, we examine redshift
evolution of the mass-richness relation.

Key words: general — galaxy clusters, gravitational lensing: individual(cluster overcon-
centration, Sloan Digital Sky Survey, weak lensing, Stripe 82, mass

1 INTRODUCTION

Many properties of a galaxy cluster can be measured directly, in-
cluding cluster richness (the number of galaxies in the cluster), the
brightness of each of the cluster galaxies and the morphologies
of cluster galaxies. However some important quantities cannot be
measured directly but must be inferred from measurable proper-
ties. Mass is one such quantity. Thus in order to constrain mass
we instead measure quantities that can be related to mass; these
are called mass proxies. Cluster richness is commonly used as a
mass proxy, but in order for it to give meaningful results, the re-
lation between mass and richness must be calibrated. This calibra-
tion is referred to as a mass-richness relation. The mass-richness
relations presented in this paper are given in four redshift bins,
0.1< z ≤ 0.4 (low-z), 0.4< z ≤ 0.7 (mid-z), 0.7< z ≤ 1.0 (high-
z) and 0.1 < z ≤ 1.0 (all-z). The main efforts to develop mass-
richness relations previously have focused on clusters atz < 0.4.

Mass-richness relations are important to galaxy cluster cos-
mology as they make it possible to conduct cluster counts as a

⋆ E-mail:mwiesner@purdue.edu (MPW)

function of mass, allowing constraints on cosmological parameters
such asΩM , σ8, w0 andΩΛ (e.g. Zu et al. 2014; Rozo et al. 2009;
Vikhlinin et al. 2009). Higher-redshift (medianz ≈ 0.6) mass-
richness relations are especially relevant in the context of current
and future large photometric surveys such as the Dark Energy Sur-
vey (Diehl et al. 2014) and the Large Synoptic Survey Telescope
(Abate et al. 2012). These surveys will assemble large samples of
galaxy clusters at redshifts higher than the averagez= 0.25 of pre-
viously found mass-richness relations. Beyond cosmology, mea-
surements of cluster mass at higher redshift will provide knowl-
edge about the evolution of galaxy clusters with redshift and about
the distribution and mass of dark matter halos (e.g. Kauffman et al.
1995; Andreon & Congdon 2014).

Methods of determining cluster mass include X-ray tem-
perature (e.g. Ettori et al. 2002), cluster velocity dispersion
(Allen et al. 2011), frequency bias caused by the Sunyaev-
Zeldovich effect (Ade et al. 2013) and tangential shear caused by
weak lensing (Kochanek et al. 2005). Although weak lensing sig-
nal can be minimal in single clusters, it can be maximized by us-
ing stacked shear measurements, combining shear signal in bins of
similar richness and redshift.
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We observed stacked weak lensing shear as well as clus-
ter richness in the Sloan Digital Sky Survey Stripe 82 co-add
using a sample of galaxy clusters found using the Voronoi Tes-
selation method (Soares-Santos et al. 2010). The Stripe 82 co-
add reaches to higher redshift (median≈ 0.6) than previous sur-
veys such as the Sloan Digital Sky Survey main sample (median
z= 0.25). The mass-richness relation with the best statistics todate
(Johnston et al. 2007) was based on the maxBCG cluster catalog
(Koester et al. 2007b) of clusters found in the SDSS main sample.

In § 2 we summarize previous measurements of mass-
richness relations. In § 3 we describe the properties of our data set.
In § 4 we describe how stacked weak lensing shear measurements
were done and how mass was found from shear results. In § 5 we
describe systematics that introduced uncertainties into our mass
measurements and how we compensated for them. In this section
we also describe tests conducted to verify the strength of the tan-
gential shear signal. In § 6 we present our results for mass-richness
relations for the Stripe 82 co-add including each of the systematics
individually and then altogether. Finally in § 7 we present an initial
analysis of the redshift evolution of the mass-richness relation. In
this paper we takeΩM = 0.3, ΩΛ = 0.7, H0 = 100h andh = 1.

2 PREVIOUS MEASUREMENTS

Johnston et al. (2007) developed a mass-richness relation by using
average shear profiles from stacked weak lensing measurements
around 130,000 galaxy clusters at median redshift of 0.25 found in
the SDSS (Johnston et al. 2007; Sheldon et al. 2007). These clus-
ters were taken from the maxBCG cluster catalog (Koester et al.
2007b). For richness, they measuredN200, the number of cluster
galaxies inside radiusr200 (Hansen et al. 2005). To find cluster
mass they measured stacked weak lensing shear in a set of rich-
ness bins. They then fit a model to these shear profiles. There are
five terms in their ultimate model of the shear data, including (1)
the BCG point mass; (2) the NFW profile; (3) the mean surface
mass profile for miscentered clusters (i.e., those not centered on
the BCG); (4) the mass of neighboring halos (the two halo term);
and (5) the non-linear shear effect. After finding cluster masses
(M200) as a function of richness, Johnston et al. fit a power relation
to their results, of the form

M200= M200|20

(
N200

20

)α
(1)

with a mass coefficientM200|20 describing the cluster mass at
N200= 20 and a power law slope ofα. Their final mass-richness
relation is

M200= (8.8±1.2×1013h−1M⊙)

(
N200

20

)(1.28±0.04)

(2)

More recently a mass-richness relation was measured in the
SDSS Stripe 82 co-add (Simet et al. 2011). The clusters, being a
subset of the clusters used in Johnston et al., have the same me-
dian redshift ofz ≈ 0.25, but many more source galaxies can be
observed as the Stripe 82 co-add can reach magnitude 23 in i-band
(with 50% completeness). Simet et al. consider several system-
atics, including error introduced by treating the brightest cluster
galaxy (BCG) as being in the center of the halo when it is not.
This is called halo miscentering. They consider miscentering of
the BCG by creating a set of mock catalogs from their data. These
catalogs preserve galaxy positions, shape errors, photometric red-
shifts and more but replace actual source galaxy shears withex-

pected shears from a shear model. Since the shear model is pro-
duced by a halo model, they control how many of the halos have
a miscentered BCG and can obtain information on the actual halo
masses. They then fit an NFW profile to the mock data and find
that the measured mass is underestimated due to miscentering of
the BCG. They then find a relationship between the richness and
the scale of miscentering:

M200,true

M200,mis
= 1.44±0.17

(
N200

20

)−0.21±0.18

(3)

They also find a mass-richness relation of

M200= (9.56±0.75×1013M⊙)

(
N200

20

)(1.10±0.12)

(4)

Ford et al. (2014a) describe measurements of lensing mag-
nification in the Canada-France-Hawaii Telescope Lensing Sur-
vey (CFHTLenS) using cluster candidates found using the 3D-
Matched-Filter cluster-finder of Milkeraitis et al. (2010). In an-
other analysis of the same data Ford et al. (2014b) describe mea-
surements of weak lensing shear in the CFHTLenS. Measurements
are made for more than 18,000 cluster candidates at 0.2≤ z ≤ 0.9.
In the first paper the authors fit NFW profiles to the lensing mag-
nification measurements and use these to find best fit values for
M200. These values are then used to produce a mass-richness re-
lation. Systematics considered include cluster miscentering, pho-
tometric redshift errors and the two-halo term (that is darkmatter
structures nearby the cluster). The final mass-richness relation ob-
tained is

M200= (2.2±0.2×1013M⊙)

(
N200

20

)(1.5±0.1)

(5)

In the second paper, the authors stack weak lensing shear signal,
fit the result to an NFW profile and correct for miscentering. They
find a final mass-richness relation of

M200= (2.7+0.5
−0.4×1013M⊙)

(
N200

20

)(1.4±0.1)

(6)

Reyes et al. (2008) describe a study of≈ 13,000 clusters
from the maxBCG catalog at 0.1≤ z ≤ 0.3. While this is the same
sample as that presented by Johnston et al. (2007), their approach
is different in that they try different combinations of masstrac-
ers to identify the optimal mass tracer for galaxy clusters.They
find cluster masses using stacked weak lensing shear measure-
ments. They consider systematics including photometric redshift
errors, cluster miscentering, contamination of shear signal and in-
trinsic alignment of source galaxies. They consider the reliability
of several mass proxies, including richness (N200), cluster lumi-
nosity (L200) and BCG luminosity (LBCG), ultimately combining
N200 and LBCG into a mass-proxy relation. Along the way they
provide a mass-richness relation of

M200= (1.42±0.08×1014M⊙)

(
N200

20

)(1.16±0.09)

(7)

3 DATA

3.1 Stripe 82

The Sloan Digital Sky Survey (SDSS) began in 1998 and sought
to image 10,000deg2 in the North Galactic Cap and to take spec-
troscopy of one million galaxies and one hundred thousand quasars
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in this same region (Annis et al. 2014). The SDSS uses a 2.5-m
telescope located at Apache Point Observatory. The SDSS uses
a camera with 24 2048x2048 CCDs of pixel scale 0.396′′. Stripe
82 is a section of the footprint of the Sloan Digital Sky Survey
(SDSS); Stripe 82 falls along the celestial equator betweendecli-
nations of−1.25◦ and+1.25◦. Stripe 82 was imaged repeatedly
during the fall when the North Galactic Cap was not observable.
The main SDSS area reachesr ≈ 22.4 and median seeing of 1.4′′,
while Stripe 82 reaches about 2 magnitudes deeper and achieved
median seeing of 1.1′′. This is possible as about 20 runs were taken
of each field in the Stripe 82 co-add and these data were then coad-
ded.

3.2 Cluster Samples

The maxBCG cluster catalog (Koester et al. 2007a) is a catalog of
13,823 clusters found in the Sloan Digital Sky Survey main survey
using the maxBCG method (Koester et al. 2007b). The maxBCG
method involves searching for clusters based on the presence of
a brightest cluster galaxy (BCG) and a number of E/S0 ridgeline
galaxies nearby of similar color. The maxBCG clusters were found
in a region of area 7500deg2 and have 0.1 ≤ z ≤ 0.3. Values of
N200 range from 10-190. We used the maxBCG catalog as a control
sample at low z, verifying that our measurements of weak lensing
shear reproduced the mass-richness relation previously found from
the maxBCG full sample (Johnston et al. 2007). We also used the
maxBCG cluster sample to find a relation betweenN200 and our
richness measureNV T and we utilized a correction for halo mis-
centering based on maxBCG cluster data.

We produced a catalog of 19,376 clusters from the Stripe
82 co-add using a Voronoi Tessellation (VT) cluster finder
(Soares-Santos et al. 2010). A sample of four higher-richness clus-
ters from the sample are shown in Figure 1. A description of the
development and the properties of this cluster catalog is inprepara-
tion (Soares-Santos et al. 2015). Voronoi Tessellation is amethod
of relating distances between different locations in a large array
of points (calledseeds). In a Voronoi tessellation, regions called
Voronoi cells are defined in which all points within that cellare
closer to that seed than to any other seed. In this method, theseeds
would be galaxies. If the number and size of Voronoi cells exceed
certain criteria, then this region is declared to be a cluster. This was
found to be a way of assembling a cluster sample with high pu-
rity and completeness while not depending on galaxy magnitude
or color (Soares-Santos et al. 2010). The total number of cluster
members is defined by the number of objects within the overdense
region in the VT method. Thus the richness measure is notN200
but is instead a new richness measure calledNV T .

We wanted to find an approximate relation betweenN200 and
NV T both to compare results for each and in order to use Equation
3 for miscentering corrections (this equation depends onN200).
In order to do this, we found galaxy clusters listed both in the
maxBCG catalog and in the Stripe 82 VT catalog. We did this by
searching the maxBCG catalog for clusters within 2.16′′ of the
cluster center in the VT catalog. We found 163 galaxy clusters
in both catalogs using this method. We plotted theN200 from the
maxBCG catalog against theNV T from the VT catalog; the result
is shown in Figure 2. There is not a clear relation betweenNV T
andN200. Nevertheless we tried to find an approximate relation by
fitting a power relation to the data (the power relation was a better
fit than a simple linear fit). The equation we obtained relating the

Figure 1. Images of the central regions of four of the higher-richness
clusters from the new Voronoi Tessellation cluster sample in the Stripe
82 co-add. These clusters (proceeding clockwise from the top left)
are at (319.70833, 0.55727617), (328.61234, 0.64274948),(16.227354,
0.066838292), and (345.63669, 0.040305327). They haveNV T of 99,
78, 127 and 76 andz of 0.28, 0.33, 0.30 and 0.69 respectively. Im-
ages are taken from the SDSS DR7 Stripe 82 Data Archive Serverat
http://das.sdss.org/www/html/imaging/dr-75.html . Each im-
age has size of approximately 2.5 arcminutes square.

Figure 2. A plot of NV T vs.N200 for 163 galaxy clusters matched between
the maxBCG cluster sample and our VT cluster sample.

two richness measures was:

N200= 3.88±0.105(NV T )
0.621±0.00689 (8)

Finally we consider the richness and redshift ranges of the
galaxy clusters, where the redshift used is the photometricredshift
found using a neural network algorithm. The photo-z used is that

c© 2014 RAS, MNRAS000, 1–14
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Figure 3. Histograms of richness for the maxBCG and the Stripe 82 VT
cluster catalogs. Histograms are normalized by their respective maximum
values.

Figure 4. Histograms of redshift for the maxBCG and the Stripe 82 VT
cluster catalogs. Histograms are normalized by their respective maximum
values. The peak at high redshift is due to limitations in thephotometric
redshifts of the input galaxy catalog.

of the central galaxy in the cluster, the galaxy of highest local den-
sity as determined by the VT cluster finder. For the 19,706 Stripe
82 co-add clusters the redshift range is 0≤ z ≤ 0.98 and the rich-
ness range is 1≤NV T ≤ 127. For the maxBCG catalog the redshift
range is 0.1≤ z≤ 0.3 and the richness range is 10≤N200≤ 188. In
our analysis of the VT clusters, we imposed a criterion that clusters
needed to be atz = 0.1 or higher (before any photo-z corrections)
because as redshift approaches 0, the significance of theNV T de-
tection decreases significantly. In Figures 3 and 4 we present his-
tograms of richness and redshift for the maxBCG and the Stripe
82 co-add cluster samples.

Source galaxies were selected from a catalog of galaxies
found in the Stripe 82 co-add. In order to produce this catalog,
cuts were made on magnitude, size and ellipticity components
(Lin et al. 2012). There are 5,875,133 objects in this catalog, rang-
ing from 0.3 ≤ zphot < 1.60 and i-band magnitude 18< i < 24.
All galaxies in this catalog include shape information measured
by the SDSS pipeline. This catalog also contains photometric red-
shifts measured for each galaxy using the artificial neural network

technique (Reis et al. 2012). These photo-zs were trained using a
sample of about 83,000 galaxies that have spectroscopic redshifts
measured for them.

4 SHEAR MEASUREMENTS

Weak lensing can cause a systematic change in the ellipticities of
many galaxies behind the galaxy clusters; this observed change
is called shear, represented byγ . Shear has two components,
tangential (γt ) and orthotangential or cross shear (γx), given by
(Kochanek et al. 2005)

γt =−ℜ
[
γe−2iφ ]

γx =−ℑ
[
γe−2iφ ] (9)

whereφ is the position angle measured between the center of the
cluster and the lensed galaxy. Only tangential shear is produced
by weak lensing, so we expect no signal in orthotangential shear.
Since the observed tangential shear is related to cluster mass, weak
lensing can provide a measure of cluster mass. Tangential shear is
found for a combination of galaxy clusters and source galaxies,
where source galaxies are galaxies nearby clusters in projection,
but at a larger redshift than the clusters. The source galaxies are
the galaxies whose shape is measured, and the mass associated
with the clusters is the cause of the tangential shear that describes
the shape variation.

The quantity that can be directly observed in images is galaxy
ellipticity, which we found by measuring second order moments of
galaxies. In order to convert this to shear, we divided by respon-
sivity (R). For the Stripe 82 co-add, we used

R = 2(1−σ2
SN ) = 1.73 (10)

whereσSN is the intrinsic galaxy shape noise in the SDSS, taken
to be σSN = 0.37 (Hirata et al. 2004). Shape noise describes the
intrinsic variation in galaxy shapes, independent of any measure-
ment uncertainty. For Stripe 82 data, PSF deconvolution wasdone
by R. Reis using the Hirata-Seljak method (Hirata & Seljak 2003).

Even in the deeper Stripe 82 co-add data weak lensing signal
was likely to be noisy for an individual cluster. Thus in order to
maximize shear signal to noise we measured stacked weak lens-
ing shear (following Johnston et al. (2007)). To stack weak lens-
ing shear we measured shear for all source galaxies found in a
particular richness and redshift bin. Thus we took the average of
the source galaxy shears in that richness/redshift bin at each ra-
dius bin. For each bin we had a set of 30 measurements of average
shear for 30 increments of distance from the central BCGs (from
0−3.0 h−1 Mpc in steps of 0.1).

Tangential shear is related to the mass and concentration of
the lensing mass distribution. In order to find these quantities, we
apply an NFW profile and find the best fit mass and concentration
that produce the observed shear (Wright & Brainerd 2000). Weak
lensing shear as a function of radius predicted by the NFW model
is given as

γNFW (x) =
ΣNFW (x)−ΣNFW (x)

Σcrit
(11)

Herex is a dimensionless radius equal tor/rs, wherer is the dis-
tance from the cluster center in the lens plane andrs is the scale
radius in the NFW model, the radius at which the density changes
from a 1/r relation to a 1/r3 relation.ΣNFW (x) is the surface mass
density of the galaxy cluster’s dark matter halo in the NFW model,

c© 2014 RAS, MNRAS000, 1–14
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Figure 5.A sample shear profile. This profile is for Stripe 82 co-add, low-z
bin (0.1 ≤ z ≤ 0.4), NVT = 2. Note that the upper tangential shear profile
shows a shear signal while the lower orthotangential shear profile does not.

ΣNFW (x) is the mean surface mass density of the halo andΣcrit is

Σcrit =
c2dS

4πGdLdLS
(12)

We implemented the series of relations in Wright & Brainerd
(2000) predicting shear as a function of radius in the NFW model.
We then fit observed shear to this model in order to find the mass
(M200) and concentration (c200) values for the measured values of
tangential shear in our richness and redshift bins.

We then calculated a scale factor to scale all cluster shearsto
the same redshift. This was done because weak lensing shear is a
function of redshift, and while all clusters in a redshift/richness bin
are at similar redshift, they are not at identical redshift.The scale
factorS is

S =
dSdL f iddLS f id

dS f iddLdLS
(13)

where dS, dL and dLS are angular diameter distances to the
source galaxy, to the lensing cluster and from lensing cluster to
source galaxy, respectively. The ones marked ”fid” mean at the
fiducial redshift, which isz f iducial lens = 0.55 for the lens and
z f iducial source = 0.75 for the source. Thus all objects are scaled
to these two redshifts, which were chosen as approximately the
mean redshifts for the cluster and the source galaxies respectively.
Equation 13 was obtained by taking the ratio ofΣcrit for the cluster
redshift to that the fiducial redshift. We calculate averagetangen-
tial shear by using inverse variance weighting in order to overcome
the effects of large values ofS that arise whendL anddS are close
in value.

Finally we take the measured average shear values in each
bin in the range of 0−3.0 h−1;Mpc from the central BCGs and
the predicted shear values found from Equation 11 and minimize
the χ2 function relating them. The values ofM200 and c200 that
minimize theχ2 are taken as the NFW model fits for mass and
concentration. A sample plot of shear profiles with best fit curves is
shown in Figure 5 for the low redshift (0.1−0.4) bin withNV T =2.
Note that there is good evidence for a tangential shear signal, but
orthotangential shear is consistent with zero.

In Tables 1 and 2 we present measurements of richness,
stacked cluster mass and concentration as well as reducedχ2 for a

Table 1. Weak lensing shear fit results for low-z (0.1− 0.4) and mid-z
(0.4− 0.7) clusters. This table includes values for richness (NV T ), mass
(M200, in units of 1014 h−1 M⊙), concentration (c200) and null test (fit to
0) reducedχ2. No corrections for systematics are applied to these values.

NV T M200 c200 χ2
red

LOW-Z
1 ± 0 0.0147± 0.0100 4.87± 5.77 1.54
2 ± 0 0.0505± 0.0145 2.52±1.16 1.83
3 ± 0 0.0773± 0.0222 1.56±0.772 2.23
4 ± 0 0.0729± 0.0330 0.890±0.628 1.73
5± 0 0.139± 0.0417 1.066±0.541 2.39
6 ± 0 0.125± 0.0389 2.28± 1.18 1.81
7 ± 0 0.206± 0.0633 1.30± 0.704 1.99
8± 0 0.0226± 0.0315 1.28± 2.88 2.13

9 ± 0.500 0.0154± 0.0205 1.87± 4.17 2.40
11± 0.500 0.500±0.103 0.926± 0.350 4.17
14±1.00 0.417±0.116 0.633±0.300 4.11
18± 2.00 0.331± 0.0954 0.993±0.506 2.45
23± 4.50 0.400± 0.159 0.444± 0.289 2.65
35± 4.50 1.15± 0.275 1.069±0.508 2.75
46± 4.50 1.42± 0.326 1.45±0.646 2.49
54± 4.50 2.65± 0.842 0.825±0.559 2.10
65± 3.00 2.27±0.710 1.075±0.683 2.77
78± 4.00 2.75±1.28 1.089± 1.046 1.81
127± 14.0 2.41± 1.51 0.615± 0.835 1.26

MID-Z
1 ±0 0.0564± 0.0315 0.777±0.635 1.48
2 ± 0 0.00171± 0.00143 0.0000880±0.279 1.63
3 ±0 0.0477± 0.0302 1.011±0.994 1.24
4 ± 0 0.187± 0.0500 1.87±0.831 1.92
5 ± 0 0.114± 0.0607 1.092±0.961 2.14
6 ± 0 0.198± 0.115 0.444± 0.377 1.98
7 ± 0 0.217± 0.126 0.591±0.528 1.49
8 ±0 0.522± 0.217 0.425±0.302 1.91

9 ± 0.500 0.448± 0.132 1.17±0.626 2.31
11± 0.500 0.725± 0.201 1.24±0.644 2.22
14± 1.00 0.0241± 0.0705 0.827± 3.46 1.06
17±2.00 0.703± 0.205 1.330± 0.720 1.98
24± 4.50 0.923± 0.294 1.13± 0.689 1.64
35± 4.00 1.38± 1.045 0.423± 0.673 1.64
44± 3.00 0.680± 0.649 6.83± 7.01 1.61
54± 2.00 1.74± 0.886 1.45± 1.470 1.38
63± 4.00 2.42± 2.023 0.450± 0.920 1.069
91± 7.50 0.898± 1.89 0.617±2.53 0.712

fit to 0 for each richness and redshift bin. The value ofNV T given
is the median of theNV T values in that richness bin. The error on
NV T is the range ofNV T values, given by (wherẽNV T is the median
of the values)

∆NVT =
[NV T max − ÑV T ]+ [ÑV T −NV T min]

2
(14)

The errors on theM200 andc200 values are standard deviations on
values output by the fitting routine. Theχ2

red we report here is the
reducedχ2

red for the null test of fitting the weak lensing shear to 0.
The χ2

red we report here is not the same as theχ2
red used for

the fit to the NFW profile. What we are checking here is whether
the tangential shear profile is well fit by zero shear signal. If this
is a good fit (reducedχ2 ≈ 1) then there is no signal. If this is a
bad fit (reducedχ2 > 1), then we have cause to believe there is a
tangential shear signal. Note that in the low-z and mid-z bins the
χ2

red are mostly well above 1, which suggests that the fit to 0 is
poor and there is measurable weak lensing signal. For the high-z

c© 2014 RAS, MNRAS000, 1–14
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Table 2.Weak lensing shear fit results for high-z (0.7−1.0) and all-z (0.1−
1.0) clusters. This table includes values for richness (NV T ), mass (M200, in
units of 1014 h−1 M⊙), concentration (c200) and null test (fit to 0) reduced
χ2. No corrections for systematics are applied to these values.

NV T M200 c200 χ2
red

HIGH-Z
1 ± 0 0.00387± 0.0172 0.0232±0.163 0.921
2 ± 0 0.0378± 0.0747 0.432± 1.038 0.937
3 ± 0 0.294± 0.136 0.00541±0.253 1.49
4 ± 0 0.0237± 0.0625 1.11± 4.31 1.22
5 ± 0 0.292± 0.174 3.49± 2.41 1.91
6 ± 0 0.264± 0.204 1.72± 2.073 0.716
7 ± 0 0.307± 0.273 1.69± 2.37 0.553
8 ± 0 0.0818± 0.307 0.333± 1.58 0.892

9 ± 0.500 0.848± 0.442 1.28± 1.17 1.024
11± 0.500 0.351± 0.381 2.044± 3.33 0.81
14± 1.00 0.293± 0.608 0.0296±0.438 1.056
17± 2.00 1.85± 1.12 1.74± 1.67 0.961
24± 4.50 2.86± 2.75 0.167± 0.644 1.35
34± 4.50 4.74± 4.43 4.20± 4.42 1.18
44± 5.00 0.0138± 1.11 0.349± 30.1 1.20

ALL-Z
1 ± 0 0.0263± 0.0131 0.861± 0.622 1.59
2 ± 0 0.00610± 0.00693 0.970± 1.58 1.77
3 ± 0 0.0633± 0.0211 0.783±0.388 2.86
4 ± 0 0.00261± 0.00663 1.36±5.73 2.86
5± 0 0.143± 0.0409 0.697± 0.307 3.29
6 ±0 0.152± 0.0415 1.026±0.474 3.031
7 ± 0 0.0128± 0.0175 1.65± 3.67 2.74
8 ±0 0.205±0.0841 0.401±0.240 2.72

9±0.500 0.296± 0.0537 1.39± 0.453 3.57
11± 0.500 0.546± 0.0884 1.051±0.317 5.68
14± 1.00 0.305±0.101 0.448±0.231 4.30
17± 2.00 0.435± 0.0879 1.105±0.405 3.83
24± 4.50 0.526± 0.142 0.562±0.266 3.60
35± 4.50 1.22± 0.264 1.055±0.453 3.082
45±4.50 1.38± 0.312 1.35±0.594 2.44
54± 4.50 2.32± 0.617 1.031±0.564 2.52
65± 4.00 2.32± 0.672 0.932±0.569 3.028
78± 4.00 2.70± 1.28 0.974±0.974 1.72
99± 18.0 2.028± 1.23 0.647±0.833 0.936

bin many of theχ2
red values are lower, which suggests the weak

lensing signal is less clear for the high-z bin.

5 CONSIDERATION OF SYSTEMATIC ERRORS

We next consider tests to verify our measurements of tangential
shear. We also consider systematic errors that can bias measure-
ments of shear and thus measurements of mass and concentration
in the NFW model. Our tests to verify our measurements of shear
include measurement of orthotangential shear and measurement of
tangential shear around random points rather than clusters. Sys-
tematics we considered included photo-z bias, the effect ofthe
central BCG, dark matter halo miscentering, bias from photo-zs
and the contamination of source galaxies by misidentified lensing
galaxies.

5.1 Orthotangential Shear Test

For each richness and redshift bin we made plots of both tangen-
tial and orthotangential shear. For tangential shear we expect to

Figure 6. χ2 probabilities compared for tangential and orthotangential
shear. The green line is they = x line.

see an increase in shear at small distances from the cluster center
(consistent with non-zero tangential shear) while for orthotangen-
tial shear we expect to see no change in the orthotangential shear
at small distances (consistent with zero orthotangential shear). If
we see significant signal in the orthotangential shear, thiscan be
evidence of error as weak lensing will not produce orthotangential
shear. As seen in Figure 5 typically we can see a clear signal in
tangential shear while the orthotangential shear is apparently con-
sistent with zero.

In Figure 6 we compare theχ2 probability calculated for the
tangential shear to that calculated for orthotangential shear. This
quantity tells us the probability that theχ2

red for a fit to 0 will ex-
ceed the given value ofχ2

red . For null data, like we expect orthotan-
gential shear signal to be, this probability should be on theorder
of 0.5, since we expect the orthotangential shear to be well fit to 0.
For tangential shear this probability should be very small,since we
would expect tangential shear measurements to not be consistent
with 0. Note that in Figure 6 we find thatχ2 probability is almost
always significantly higher for orthotangential shear thanit is for
tangential shear. For orthotangential shear, the probability ranges
from 0 to 1, and so on average is about 0.5, as expected. In most
cases, the probabilities for tangential shear are near 0, meaning
they are not well fit to a tangential shear of 0. Thus we conclude
that in most cases, there is evidence for tangential shear signal, and
not for orthotangential shear signal. The one notable exception is
the high-z (0.7 ≤ z ≤ 1.0) data. The high-z data has the lowest
statistics of any of the bins, and so the tangential shear fitshave
higher error bars. The tangential shear signal is less obvious, with
χ2 probabilities from 0 to 1, while the orthotangential shear signal
is unchanged.

5.2 Random Points Test

We would expect no tangential shear signal around random points
in the sky while we would expect a non-zero tangential shear
around clusters. If random points were to give signal similar to
that measured near clusters, this would be evidence that there is a
systematic problem in our measurements. In order to conductthis
random points test we first generated a sample of random points.
As there are 19,706 clusters in the complete Stripe 82 VT sample,
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Figure 7. Reducedχ2 values for tangential shear fits to zero for clusters
and for the same fits to random points, given compared toNV T . Note that
for the clusters, the reducedχ2 values are well above 1, meaning they are
not consistent with a model of no shear signal. For the randompoints,
reducedχ2 values are close to 1, suggesting no evidence of shear signal
(as expected).

we also generated 19,706 random values for RA and DEC within
the ranges of the real values, keeping the actual values ofNV T and
z.

Once we generated the random points catalog, we remeasured
tangential shear using the random points as the clusters. Wefound
that the tangential shear profiles generated were now consistent
with zero, as would be expected for random points. In Figure 7
we plot the reducedχ2 values from tangential shear fits to zero
for both the actual data (upper) and for the random points (lower).
Note that for the real data the reducedχ2 values are mostly larger
than 1, meaning that the real data is not consistent with fit tozero,
that is a model of no shear signal. On the other hand, for the ran-
dom points the reducedχ2 values are mostly near 1, meaning that
the random points are consistent with no tangential shear. This re-
inforces our claim that we have measured a significant weak lens-
ing shear signal.

Clusters with at least one member

matched to spectroscopic
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Figure 8. A comparison of photometric redshift to spectroscopic redshift
for clusters that had at least one member with a spectroscopic redshift. The
photo-zs were the redshift of the central BCG in each cluster. This relation
was used to find photo-z bias corrections for each redshift bin.

5.3 Photo-z Bias

A photometric redshift (or photo-z) is a redshift measured by ob-
serving magnitudes in multiple filters and then using a neural net-
work or other method to estimate redshift based on this informa-
tion and a training set of spectroscopic redshifts (spec-z). The re-
lation between the magnitudes measured in different filtershas a
dependence on the redshift of an object, thus photometry canbe
used to estimate redshifts. Photometric redshifts are usually used
in large surveys where it is implausible to find spectroscopic red-
shifts for most objects. The advantage to this method is thatred-
shifts can be estimated for many objects, but the disadvantage is
that errors on photometric redshifts are significantly larger than
those for spectroscopic redshifts. We consider two systematic ef-
fects caused by photo-zs. In this section we consider a smallbias
in the photo-zs and in Section 5.6 we consider the effect of photo-z
uncertainties on the value ofΣ−1

crit .
When comparing the photometric redshifts of VT clusters to

maxBCG cluster redshifts and spectroscopic redshifts for some
cluster galaxies we found a small bias (see Figure 8). We found
that the cluster photometric redshifts were too high by 0.0277 in
the low-z bin, by 0.0348 in the mid-z bin, by 0.00974 in the high-
z bin and by 0.0308 in the all-z bin. In order to correct for this,
we subtracted these values from all cluster redshifts before these
redshifts were used for binning and for calculation ofΣ−1

crit .

5.4 Central BCG

In our fitting of the mass and concentration, we fit an NFW pro-
file to the dark matter halo of the clusters. In so doing, we didnot
include a term for the mass of the central BCG. Thus we wanted
to try to estimate what effect the mass of the BCG would have on
the shear profile. To do this we excluded the central 0.1 h−1 Mpc.
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Figure 9. M200 with and without the central 0.1 h−1 Mpc included in fit-
ting. The green line is they = x line. Note that the points mostly follow this
line.

We did this as the mass of the BCG would usually affect only the
innermost regions of the shear profile. In Figure 9 we comparethe
cluster masses found with and without the central 0.1 h−1 Mpc re-
gion of the clusters. The green line is they = x line. The points
follow this line quite closely, with a few exceptions. Thus we con-
clude that the mass of the central BCG has minimal impact on
the shear profiles. Nevertheless for our final measurements we ex-
clude the central 0.1 h−1 Mpc of the stacked cluster profiles from
the NFW fits in order to avoid bias from the mass of the central
BCG.

5.5 Halo Miscentering

When we fit an NFW profile to the dark matter halos of the galaxy
clusters, we take the BCG to be the center of the halo, measur-
ing all distances with respect to this. However, as mentioned in
Section 2, this will be incorrect some fraction of the time, as the
BCG at times is not the center of the dark matter halo. If mass is
measured at a location outside the center of a halo, the mass found
for that halo will be less than it should be, since the outer region
of a halo is then being taken as the center. As this will bias mass
measurements, our analysis needs to include a consideration of the
contribution from halos that are not centered on the BCG. In or-
der to consider halo miscentering we use Equation 3 (Simet etal.
2011).

We applied Equation 3 by taking the masses output by the
fitting routine asM200,mis and multiplying them by 1.44. Then the
true masses (M200,true) are a function ofN200, following Equation
3. Before we calculatedM200,true we had to convertNV T to N200
using Equation 8. In Figure 10 we compare masses found without
the miscentering correction to masses found after the miscentering
correction. Note that all masses are systematically higher. For each
of the redshift bins we found the ratio of miscentering-corrected
mass to the uncorrected masses and then found the median of
the ratios. This median is shown in Figure 10 as the quantityin-
crease. Note that the percent increases are signficant and range
from 48.7% to 52.6%.

Figure 10.M200 values before and after miscentering correction. The green
line is they= x line. Note that all masses are pushed upward by about 50%.

5.6 Uncertainties on Photometric Redshifts

All source galaxies in the sample had photometric redshiftsmea-
sured for them. Our weak lensing mass measurements depend on
photometric redshifts because tangential shearγ depends onΣ−1

crit ,
which is a function of redshift. Thus we need to consider the errors
which may be introduced into our measurements by uncertainties
on photometric redshifts. To do this, we assembled a sample of
spectroscopic redshifts to compare to.

We gathered public data from four data sets: The Stripe 82
co-add spectroscopic data, VVDS, DEEP2 and VIPERS. To ac-
cess spectroscopy from the Stripe 82 co-add we used the SDSS-III
catalog archive server to query for spectroscopic redshifts for ob-
jects within Stripe 82 that had i-band magnitudes 19≤ i ≤ 23.5,
type=3 (galaxies) and zwarning=0. The last parameter is a measure
of the quality of the spectroscopic redshift. DEEP2 (Newmanet al.
2013) is a project which uses the Keck telescopes at Mauna Kea.
The DEEP2 project seeks to understand the evolution of galax-
ies and galaxy clusters by taking spectra of more than 50,000
galaxies out to redshift greater than 0.7. The VIMOS VLT Deep
Survey (VVDS) (Le Fèvre et al. 2013) is a survey conducted us-
ing the VIMOS spectrograph on the Very Large Telescope (VLT).
VVDS observed 3 fields that observed 35,526 galaxies of magni-
tude ranging between 17.5 and 24.75 and redshift between 0 and
6.7. The VIMOS Public Extragalactic Redshift Survey (VIPERS)
(Garilli et al. 2014) is a survey of high-redshift objects taken us-
ing the VIMOS spectrograph on the VLT. VIPERS observed two
fields of objects chosen from the Canada-France-Hawaii Telescope
Legacy Survey-Wide (CFHTLS-Wide) optical photometric cata-
log. In the first public data release of VIPERS there are 54,756
galaxies with spectroscopy. In each of these surveys we match
the galaxy catalog with our own catalog of galaxies in Stripe82.
Our final catalog of objects with spectroscopic redshifts isa list
of all objects from these 4 sets of data that overlap with objects in
the Stripe 82 co-add. We found a total of 34,033 matched source
galaxies with spectroscopic redshifts.

In order to better constrain the effect of photo-z error, we an-
alyzed howΣ−1

crit changed with different measures of redshift. We
looked at four different ways of findingΣ−1

crit and then we com-
pared them to see how muchΣ−1

crit varied based on the method:
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(i) Find Σ−1
crit using the median photo-z of the source galaxies.

(ii) Find Σ−1
crit for each source galaxy and then take the average, using

photo-zs.
(iii) Find Σ−1

crit for each galaxy that has a spec-z but use the photo-z
for each of those galaxies. Photo-zs must be weighted.

(iv) Find Σ−1
crit for each galaxy that has a spec-z but use the spec-z for

each of those galaxies. Spec-zs must be weighted.

We would expect method (iv) to give the best results since it
uses spectroscopic redshifts, but since the number of spectroscopic
redshifts is small, we have to first demonstrate that the weighting
method works. In order to demonstrate this, we use methods (ii)
and (iii), which both use photo-zs. Method (ii) involves finding
Σ−1

crit for each source galaxy and method (iii) involves finding it for
galaxies that have spectroscopic redshifts but with weighting. If
they match, then this suggests that the weighting works well, and
can then be used with the spectroscopic redshift sample.

The original method (method (i)) by which we foundΣ−1
crit

was to find the photometric redshift of the cluster and then find
the median of all of the photometric redshifts of the source galax-
ies. These redshifts were used to find the angular diameter dis-
tances, thenΣ−1

crit was calculated from them. Galaxies were con-
sidered source galaxies if they were (1) within 3h−1 Mpc of the
BCG, (2) had i-band magnitude between 20.5 and 23.5, (3) had
ellipticities less than 2 and (4) hadzsource > zcluster +0.1. To test
this method we produced a table of 1000 redshifts from 0.1−1.0,
treating these as cluster redshifts. We then took the first 1000 ob-
jects in the source galaxy catalog and looped through these to find
source galaxies to correspond to each of the fake clusters; we only
required that the source galaxies have 20.5 ≤ i ≤ 23.5 and that
zsource > zcluster +0.1. We then took the median photo-z of these
source galaxies and used this number along with redshift of the
cluster to findΣ−1

crit .
For method (ii) (using all photometric redshifts) we used al-

most the same method as in the previous Section. However rather
than finding the median source redshift, for each cluster we looped
through all source galaxies and foundΣ−1

crit for each. Then for each
cluster we found a mean value ofΣ−1

crit .
In method (iii) we began to use the 34,033 galaxies for which

we had both photometric and spectroscopic redshifts. However
since we were using this small spectroscopic sample to find val-
ues ofΣ−1

crit for the full Stripe 82 co-add dataset, we had to weight
the small spectroscopic sample to match the distribution ofthe
much larger Stripe 82 sample. We utilized a routine in C++ called
calcweights.cpp developed by C. Cunha that uses a nearest-
neighbor code to extrapolate a redshift distribution (Limaet al.
2008).

Now that we had these weights we could findΣ−1
crit using

method (iii). We produced a cluster sample like before, ranging
in redshift from 0.1−1.0. The source redshifts we used in method
(iii) were the photometric redshifts that corresponded to the 34,033
galaxies with spectroscopic redshifts. Then for each cluster red-
shift we looped through all the (photometric) source redshifts, pro-
ducing a value ofΣcrit ×weight for each. Finally we found the
mean by finding forN source galaxies:

Σ−1
crit ave =




N
∑

i=1
Σcrit i ×weighti

N
∑

i=1
weighti




−1

(15)

Finally in method (iv), we used the same method as method

Figure 11.Σ−1
crit as a function of redshift for each of the four different meth-

ods described in this section. The dash-dot violet line is from method (i),
the solid black line is from method (ii), the dotted red line is from method
(iii) and the dashed blue line is from method (iv). All valuesof Σ−1

crit are
multiplied by 10−16 m2/kg.

(iii), but this time the source redshifts were the spectroscopic red-
shifts. Again we foundΣcrit ×weight for each source galaxy for
a particular cluster redshift and again we found the mean value of
Σ−1

crit for that cluster redshift by using Equation 15.
Our final product in each case was a lookup table of values of

Σ−1
crit for a set of cluster redshifts ranging from 0.1−1.0. In Fig-

ure 11 we plotΣ−1
crit as a function of redshift from 0.1− 1.0. In

this plot the dash-dot violet line is from method (i), the solid black
line is from method (ii), the dotted red line is from method (iii)
and the dashed blue line is from method (iv). Note that the origi-
nal method of findingΣ−1

crit (method (i)) deviates the most from the
other methods. The red and the black lines ((methods (ii) and(iii))
match closely, indicating that the weighting method effectively re-
produces the larger sample.

We finally conclude that there are significant differences in
Σ−1

crit depending on which method of finding it we use. We also
conclude, from the closeness of the black and the red lines, that
the weights code is highly effective at reproducing the photomet-
ric distribution from the spectroscopic distribution. Therefore we
finally chose to use the weighted distribution of spectroscopic red-
shifts (the blue line from method (iv) in Figure 11) to calculate
Σ−1

crit .
We produced a lookup table of values ofΣ−1

crit using these
spectroscopic redshifts and then had the fitting routine refer to this
table when findingΣ−1

crit for a particular cluster. The scale factor
(Equation 13) was then calculated as:

S =
Σcrit actual

Σcrit f iducial
(16)

Σcrit f iducial was taken as 7.94×1015 kg/m2, which is the value of
Σcrit found forzsource = 0.75 andzcluster = 0.55.

5.7 Foreground Galaxy Contamination

Weak lensing shear was measured for a sample of galaxies that
were more distant than each of the lensing clusters. We measured
shear only for galaxies that were at a redshift that was 0.1 greater
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than cluster redshift. The redshifts used for these cuts arepho-
tometric redshifts, and thus they have larger errors than ifthey
were spectroscopic redshifts. These errors can allow some galax-
ies that are actually at lower redshift than the cluster (i.e., in front
of the cluster) to be included in the sample of background source
galaxies. This would contaminate the shear signal with galaxies
that cannot exhibit shear. This is especially a problem nearby a
galaxy cluster, as cluster galaxies can be misidentified as back-
ground galaxies. The contamination can be quantified by noting
that average tangential shear (γave) in a particular richness bin is

γave =

Nreal

∑
i=1

γT real +
N f ake

∑
i=1

γT f ake

Nreal +N f ake
(17)

wherereal andfake refer to source galaxies and misidentified fore-
ground galaxies respectively andN means total number of galaxies
found in that richness bin. We expectΣγT f ake to sum to zero since
this includes only shape noise and no actual shear. However,the
N f ake term remains, and we need to find a correction factorC(r)
to account for it.

What we want is to remove theN f ake term in the denominator.
Thus we need to multiply the measuredγave by this term:

C(r) =
Nreal +N f ake

Nreal
(18)

But since we cannot directly measureNreal , we can instead mea-
sure a number density,n, the number of galaxies per area per clus-
ter. Thus

C(r) =
Nreal +N f ake

Nreal
=

nmeasured(r)
nrandom

(19)

Here nmeasured(r) is the number of galaxies measured per area
per cluster at various radii around clusters; this tells us about
Nreal +N f ake because it accounts for all apparently source galax-
ies found nearby clusters (including misidentified clustergalax-
ies). The second term,nrandom, is the number of galaxies per area
per cluster measured at random points; that is, far enough away
from the center of the cluster that the concentration of galaxies
that marks a galaxy cluster does not affect the number density.

Number densityn is measured by finding the total number of
galaxies per area per cluster in a given richness bin. To find this, we
find the total number of source galaxies in bins of 0.1 h−1 Mpc of
distance from the BCG in each richness and redshift bin. We then
divide this number by the product of the area of an annulus at that
increment of distance from the BCG and the number of clustersin
that richness bin. In other words, we measure

n =

Ntotal
Aannulus

Nclusters
(20)

whereNtotal is the total number of apparently source galaxies in
that richness and redshift bin,Aannulus is the area of the annulus
andNclusters is the number of clusters in that bin.

When we first measured the number densities, we found that
they all decreased with radius, even for the random points. This
is unexpected behavior, as random points should overall have no
dependence of number density on position. It was found that this
behavior was due to the nature of Stripe 82 as a thin strip of ob-
servations (2.5 degrees wide in declination). For clustersthat were
near the edge of the images the number of nearby galaxies that
could be measured would be limited to those that appeared on the
images. As the distance from the cluster center increased, the num-

Figure 12. Plots showing number density as a function of radius found
for the first six richness bins for 0.4 ≤ z ≤ 0.7. The horizontal green line
represents the median value of number density and the vertical red line
represents the beginning radius at which the random number density was
measured.

ber of galaxies per area would drop, not due to an actual decrease
but simply because we had progressed outside the available imag-
ing region. To address this issue, we remeasured the number of
source galaxies per area per cluster while rejecting any clusters for
which a circle of radius 3.0 h−1 Mpc would be off the imaging
area.

We found that number density for random points in the sky
is about the same as the number density in the region of a cluster
but far away from the center. Because of this we chose to use the
number density in the region of clusters but far away as the refer-
ence point for our foreground corrections. As the number density
approached a constant by 1.4 h−1 Mpc, we measured the random
number density between 1.4−3.0 h−1 Mpc (see Figure 12).

We finally multiplied the average tangential shear (γave) by
theC(r) at each radius. The values ofC(r) usually ranged from
about 1.25−1.00. The corrections are applied for each radius bin
(of size 0.1h−1 Mpc), but beyond the first several radius bins most
corrections are 1 (meaning no change). We did not allow any ofthe
final corrections to fall below 1 even if the value of the correction
factor was less than the reference value at that point. We didthis
because a final correction less than 1 is not physically meaningful.

6 MASS-RICHNESS RELATIONS

6.1 Measuring a Mass-Richness Relation

In order to find a mass-richness relation by using the weak lensing
shear results, we fit a power relation toM200 andNV T values. In
each case we found mass-richness relations for many richness bins
in four separate cluster redshift bins, 0.1−0.4 (low-z), 0.4−0.7
(mid-z), 0.7−1.0 (high-z) and 0.1−1.0 (all-z). Note that as men-
tioned in Section 2, all mass-richness relations are given in the
form:

M200= M200|20

(
NV T

20

)α
(21)

whereα is the slope of the power law. This parameter tells us
how quickly mass increases with an increase in richness.M200|20
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Table 3.Mass-richness relations for the Stripe 82 co-add. Mass coefficients
all have the units 1013 h−1 M⊙. The χ2

red describes the goodness of the
power law fit to the mass-richness data.

Redshift Bin Mass Coefficient Slope of Power
Law

χ2
red

No systematics
0.1–0.4 6.04± 0.496 1.11± 0.0672 1.19
0.4–0.7 8.60± 1.23 1.07± 0.122 2.047
0.7–1.0 18.5± 6.85 1.22± 0.298 0.396
0.1–1.0 6.47± 0.471 1.10± 0.0735 1.43

Photo-z bias
0.1–0.4 5.40± 0.408 1.08± 0.0646 1.16
0.4–0.7 9.20± 1.45 1.33± 0.160 0.810
0.7–1.0 28.8± 12.6 1.91± 0.384 0.391
0.1–1.0 5.47± 0.411 1.10± 0.0682 1.65

Central BCG
0.1–0.4 6.20± 0.490 1.10± 0.0721 1.33
0.4–0.7 8.99± 1.26 0.967± 0.131 1.020
0.7–1.0 23.9± 9.13 1.80± 0.4648 0.236
0.1–1.0 5.97± 0.487 1.14± 0.0754 0.790

Halo miscentering
0.1–0.4 8.29± 0.672 0.977± 0.0666 1.20
0.4–0.7 11.8± 1.67 0.941± 0.121 2.049
0.7–1.0 25.6± 9.43 1.09± 0.298 0.397
0.1–1.0 8.87± 0.637 0.966± 0.0723 1.45

Photo-z uncertainty
0.1–0.4 6.46± 0.533 1.13± 0.0681 1.56
0.4–0.7 9.32± 1.30 0.985± 0.122 1.036
0.7–1.0 16.9± 6.81 1.62± 0.399 0.236
0.1–1.0 7.18± 0.555 1.14± 0.0733 2.039

Foreground galaxies
0.1–0.4 6.39± 0.503 1.13± 0.0654 1.60
0.4–0.7 9.27± 1.22 0.992± 0.112 1.47
0.7–1.0 22.4± 8.50 1.71± 0.355 0.231
0.1–1.0 6.49± 0.472 1.10± 0.0730 1.45

All corrections
0.1–0.4 8.30± 0.682 0.988± 0.0716 0.891
0.4–0.7 13.8± 1.94 0.962± 0.130 1.042
0.7–1.0 27.3± 14.7 1.52± 0.483 0.543
0.1–1.0 8.61± 0.719 1.01± 0.0803 2.21

is the mass coefficient; we define this to be the value ofM200 when
NV T = 20.

Our initial mass-richness relations for the Stripe 82 co-add
were found with no corrections for the systematics discussed in
Section 5. We then also found the mass-richness relations for the
Stripe 82 co-add including corrections for all of the above system-
atics. We corrected for the bias in the photometric redshifts. We ex-
cluded the central 0.1 h−1 Mpc in the fits, using only source galax-
ies between 0.1− 3.0 h−1 Mpc from the BCG. We included the
correction for halo miscentering. We also used the spectroscopic
redshift lookup table to find values forΣcrit and we applied the
foreground galaxy correction factors when calculatingγave. Our
final plot of mass vs. richness is shown in Figure 13 and the final
numerical values for the mass-richness relations are shownin Ta-
ble 3. We note that the errors are smallest for the low-z and all-z
bins, while they are largest for the high-z bin.

Finally we present all mass-richness relations found includ-
ing all systematics for (1) low-z, (2) mid-z, (3) high-z and (4) all-z:

Figure 13. The mass richness relation (M200 vs. NV T ) for low-z (upper
left), mid-z (upper right), high z (lower left) and all-z (lower right), in-
cluding corrections for photo-z bias, the effect of the central BCG, halo
miscentering, photo-z uncertainty and foreground galaxy contamination.
The dotted red line is the fit for all redshift bins (all-z) andis included for
comparison in each case.

(1) M200= (8.30±0.682)×1013h−1M⊙

(
NVT
20

)0.988±0.0716

(2) M200= (13.8±1.94)×1013h−1M⊙

(
NVT
20

)0.962±0.130

(3) M200= (27.3±14.7)×1013h−1M⊙

(
NVT
20

)1.52±0.483

(4) M200= (8.61±0.719)×1013h−1M⊙

(
NVT
20

)1.01±0.0803

(22)

6.2 Comparison of Results

6.2.1 The Effects of the Systematics

In Figure 14 we compare all of the values of the mass coefficient
and the power law slope from Table 3. The situations in these
plots are: (1) no corrections; (2) photo-z bias correction;(3) central
BCG correction; (4) halo miscentering correction; (5) photo-z un-
certainty correction; (6) foreground galaxy correction; and (7) all
corrections. The correction that typically has the most significant
effect on the mass coefficient and the power law slope is the cor-
rection for halo miscentering. Mass coefficient also changes sig-
nificantly when the five corrections are all applied together.

6.2.2 Comparison to Other Groups

Directly comparing mass coefficients and power law slopes to
other groups is difficult because other samples have a numberof
elements that make them different. Our measurements are differ-
ent from those of Johnston et al. (2007) and Simet et al. (2011)
because they use the richness measureN200 while we useNVT .
The Voronoi Tessellation cluster sample will have different prop-
erties than the maxBCG sample used by these groups as the former
is independent of galaxy color while the latter relies on it.Sim-
ilarly the 3D-Matched-Filter (3D-MF) cluster-finding algorithm
used by Ford et al. (2014a) and Ford et al. (2014b) is indepen-
dent of galaxy color, but its method of searching for galaxy clus-
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Figure 14. Comparison of Stripe 82 mass-richness parameters for all dif-
ferent systematic corrections. The upper four plots compare the mass co-
efficients and the lower four plots compare the power law slopes. The sit-
uations are: 1=No corrections; 2=Photo-z bias correction;3=BCG correc-
tion; 4=Halo miscentering correction; 5=Photo-z uncertainty correction;
6=Foreground galaxy correction; 7=All corrections. Note that the final (all
corrections) result from this paper is the large blue diamond shown as sit-
uation 7.

ters based on a fiducial luminosity profile will produce a sample
with different properties than the VT cluster finder. For exam-
ple, the 3D-MF cluster finder produces a cluster sample with a
much larger richness range than the VT cluster finder. Ford etal.
(2014b) discuss the fact that their mass coefficient is quitelow
compared to other measurements; they consider this to be be-
cause their cluster finder locates more low-mass clusters than other
cluster finders or because it detects more faint galaxies, leading
to higher richness values. Reyes et al. (2008) use the same sam-
ple as Johnston et al. (2007) but they defineM200 based onρ
(mean density of the universe) rather thanρcrit (critical density
of the universe). (Ford et al. (2014b) and Simet et al. (2011)use
critical density in their definitions ofM200.). Since mean den-
sity is slightly larger than critical density, we expect that the
mass values found by Reyes would be slightly larger; Reyes etal.
(2008) predict that mass values found using mean density will
be 30% higher. Since Johnston et al. (2007) give a mass coeffi-
cient of 0.88× 1014h−1M⊙ and Reyes et al. (2008) give one of

1.42×1013M⊙ (23% difference), these values follow the expected
trend.

In order to make an approximate comparison, we use Equa-
tion 8 to find that whenN200 = 20, NV T = 14. Thus we find
mass coefficients atNV T = 14, approximating that these corre-
spond toN200 = 20. For the low-z bin we findM200|N200=20 =

5.83± 0.443× 1013h−1M⊙. This is smaller than the previous
measurements, includingM200|20 = 8.8±1.2×1013h−1M⊙ from

Johnston et al.,M200|20 = 9.56±0.75×1013h−1M⊙ from Simet

et al andM200|20 = 14.2±0.88×1013M⊙ from Reyes et al.
For the mid-z bin we foundM200|N200=20 = 9.78± 1.21×

1013h−1M⊙. In this approximate redshift range Ford et al. found
the significantly smaller values ofM200|20 = 2.2±0.2×1013M⊙
or M200|20= 2.7+0.5

−0.4×1013M⊙ (Ford et al. 2014a,b). However, as
mentioned above, Ford et al. note that their values of mass coeffi-
cient are lower than others.

If we directly compare our values of power law slope to those
of other groups, we find that our value for the redshift 0.1− 0.4
bin of 0.988±0.0716 is close to the values found by Simet et al.
(2011) and Reyes et al. (2008) of 1.10±0.12 and 1.16±0.09. It
is farther from the value of Johnston et al. (2007) of 1.28±0.04.
Our values of power law slope for the redshift 0.1− 1.0 bin of
1.01± 0.0803 are lower than those found by Ford et al. (2014a)
and Ford et al. (2014b), which were 1.5±0.1 and 1.4±0.1.

7 REDSHIFT EVOLUTION

To examine the evolution of the mass-richness relation, we consid-
ered the mass coefficient and the power law slope as a functionof
redshift. In Figure 15 we plot the mass coefficient and the power
law slope vs. redshift for three redshift bins: low-z (z = 0.25),
mid-z (z = 0.55) and high-z (z = 0.85). We then found linear rela-
tions between mass coefficient (M200|NVT =20) and z and power law
slope, (α) and z as:

M200|NV T=20(z) = (19.3±1.99)z+(3.48±6.66)

α(z) = (0.161±0.156)z+(0.938±0.416)
(23)

Figure 15 suggests that there is strong evidence of redshiftevolu-
tion in the mass coefficient. The high-z point has large errorbars,
but the low-z and mid-z points have smaller error bars and also
give evidence of redshift evolution, leading the overall error on the
mass coefficient-redshift relation (Equation 23) to be about 10% of
the slope. Our finding here disagrees with the finding of Ford et al.
(2014b): Figure 8 in Ford et al. (2014b) shows the opposite trend,
of an overall decrease in mass coefficient with redshift. However
their error bars are large and they state that their negativeslope
is consistent with zero. We find here that the power law slope as
a function of redshift is consistent with zero, that is, there is no
evidence of redshift evolution of the power law slope.

In Figure 15 it does appear that there is redshift evolution of
the mass coefficient. This would suggest that clusters of thesame
richness are more massive at higher redshift. This would be con-
sistent with the idea that dark matter haloes associated with galaxy
clusters contain more dark matter at higher redshift. However it is
important to note that there is a difference between real mass evo-
lution with redshift and apparent mass evolution caused by mea-
surement systematics. One particular systematic that might cause
the appearance of redshift evolution is the limiting magnitude for
cluster finding. The Voronoi Tessellation method uses an apparent
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Figure 15.The mass atNV T = 20 as a function of redshift (upper plot) and
the power law slope as a function of redshift (lower plot) forthe Stripe 82
co-add.

magnitude cut rather than an absolute magnitude cut. This means
that the sample of clusters will be less complete at higher redshift,
where galaxies will be biased toward dimmer apparent magnitude
simply because of their large distances. In our sample thereare
more clusters found at higher redshift than at lower redshift be-
cause there is a larger volume sampled at higher redshift. However
at increasing redshift, we expect the detection completeness of
the cluster sample to decrease. Thus there would be poorer statis-
tics at higher redshift, which could bias the ultimate measurement
of mass coefficient at higher-z. In order to further test thismass-
redshift relation, it would be better to also find this relation using
a cluster sample that is limited by absolute magnitude rather than
apparent magnitude.

8 CONCLUSIONS

We present mass-richness relations for the Sloan Digital Sky Sur-
vey Stripe 82 co-add. These mass-richness relations are presented
for four redshift bins, 0.1< z ≤ 0.4, 0.4< z ≤ 0.7, 0.7< z ≤ 1.0
and 0.1< z ≤ 1.0. We present a sample of galaxy clusters and we
describe how these clusters were found using a Voronoi Tessel-
lation cluster finder; cluster richness is given in terms of arich-
ness measure we callNV T . Our sample includes 19,376 clusters
in Stripe 82 between 0.1≤ z ≤ 0.98 and 1≤ NV T ≤ 127. We de-
scribe how we measured stacked weak lensing shear in a sequence

of redshift and richness bins. We found values forM200 by fitting
measured shear to an NFW model.

We describe tests conducted to verify the strength of the weak
lensing signal; these included measurements of orthotangential
shear for all cluster bins and measurements of weak lensing shear
around random points. We also describe the effects of systematics
on weak lensing shear and thus cluster mass (M200) results. These
systematics include a bias in photometric redshifts, the effect of the
central BCG, halo miscentering, photometric redshift uncertainty
and foreground galaxy contamination. We present methods tocor-
rect for each of these systematics while measuringM200. We find
that the halo miscentering correction has the largest effect on mass
measurements while the other corrections have smaller effects.

We present values for the mass coefficient and the power
law slope for mass-richness relations found using power lawfits
to Stripe 82 data for each of the four redshift bins. After con-
sidering all corrections we find values of the mass coefficient
(M200|20) of 8.30± 0.682, 13.8± 1.94, 27.3± 14.7 and 8.61±

0.719×1013 h−1M⊙ for each of the four redshift bins respectively.
We find values of the power law slope (α) of 0.988± 0.0716,
0.962± 0.130, 1.52± 0.483 and 1.01± 0.0803 respectively. We
also considered mass evolution of the mass-richness relation. We
conclude that there is evidence of redshift evolution of themass
coefficient but not of the power law slope.
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