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ABSTRACT
We use fully self-consistent numerical simulations of cosmic reionization, completed under the Cosmic

Reionization On Computers (CROC) project, to explore how well the recombinations in the ionized IGM
can be quantified by the effective “clumping factor”. The density distribution in the simulations (and, presum-
ably, in a real universe) is highly inhomogeneous and more-or-less smoothly varying in space. However, even
in highly complex and dynamic environments the concept of the IGM remains reasonably well-defined; the
largest ambiguity comes from the unvirialized regions around galaxies that are over-ionized by the local en-
hancement in the radiation field (“proximity zones”). That ambiguity precludes computing the IGM clumping
factor to better than about 20%. We also discuss a “local clumping factor”, defined over a particular spatial
scale, and quantify its scatter on a given scale and its variation as a function of scale.

Subject headings: cosmology: theory – methods: numerical – intergalactic medium

1. INTRODUCTION

Theoretical study of the epoch of reionization is becom-
ing an increasingly important area of research, as the com-
putational capabilities advance to the point when it becomes
possible to run numerical simulations with self-consistent
radiation transfer and star formation in cosmological size
boxes (So et al. 2014; Norman et al. 2013; Hutter et al. 2014;
Gnedin 2014; Gnedin & Kaurov 2014).

Even though it is common to discuss the sources of ion-
ization radiation, the competing process, recombination,is
not less important in the context of reionization. There are
two distinct ways of thinking about recombinations during the
epoch of reionization. The first one treats the gas density, tem-
perature, and ionized fraction distributions in the universe as
continuous fields, with the recombination rate having appro-
priate values everywhere in space; this is the approach usedin
advanced simulations.

The second approach is usually adopted in analytical mod-
els and is sometimes used in interpreting observations. It fo-
cuses on ionizing photons which, first, escape a host galaxy
with some probability, then freely travel through the ion-
ized Intergalactic Medium (IGM), and finally are absorbed
either at ionization fronts between the ionized and neutral
regions in the IGM or at Lyman Limit systems (LLS). Re-
combination inside the host galaxy are treated as a reduc-
tion in the source emission and are parametrized with the es-
cape fraction (Gnedin et al. 2008; Kuhlen & Faucher-Giguère
2012); recombination in the ionized IGM are quantified by
the so-called “clumping factor”, and absorption by LLS are
accounted for by an upper limit on the photon mean free path
(Songaila & Cowie 2010; Kaurov & Gnedin 2013). Even
though spontaneous recombination is the same physical pro-
cess no matter where it occurs, three unrelated quantities –the
escape fraction, the clumping factor, and the maximum mean
free path – are used to describe it.

Our goal in this paper is to examine whether this “three-
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regime” approach is well defined in the fully self-consistent
numerical simulations (which we consider as a plausible
model of the real universe). Since the recombination rate
varies smoothly in space, such a discrete separation of a con-
tinuous function into three distinct regimes would only make
sense if the actual distribution of recombination rates is,in
some particular way, tri-modal and a clear separation can be
made between recombinations in the ISM (the escape frac-
tion), IGM (the clumping factor), and in the LLS (the maxi-
mum mean free path).

In §3 we describe a useful phase diagram, which helps to
define these three regimes in a well motivated (rather than
based on some arbitrary density or ionized fraction thresh-
olds) way. Hence, if carefully made, such a separation of cos-
mic recombinations into distinct regimes can indeed be rea-
sonable, and the quantities such as the IGM clumping factor
can be meaningfully defined.

Then, in §4, we focus on the ionized IGM and its clumpi-
ness, since it occupies the majority of volume and defines the
morphology of reionization. Due to its quadratic dependence
on the density, the recombination rate inside a given volume
V explicitly depends on the actual density distribution inside
the volume. It is convenient to use the clumping factor

C = 〈n2
i 〉/〈ni〉

2, (1)

to factorize out that dependence and to express the recombi-
nation rate through the mean density inside the volumeV ,

R =
∫

V
n2

i αdV ≈ αC〈ni〉
2
VV, (2)

whereni is the number density of ionized hydrogen (we as-
sume that the number of electrons is proportional to the num-
ber of ionized hydrogen, which is the case before He II reion-
ization),R is the recombination rate inside the volumeV , and
α(T ) is the recombination coefficient.

However, the lack of a common definition of the
ionized IGM leads to problems with comparing the
clumping factor between different numerical studies
(Gnedin & Ostriker 1997; Iliev et al. 2005; Kohler et al.
2007; McQuinn et al. 2007; Trac & Cen 2007; Pawlik et al.
2008; Raǐcevíc & Theuns 2011; Finlator et al. 2012;
Shull et al. 2012; Emberson et al. 2013; So et al. 2013;
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Jeeson-Daniel et al. 2014) and analytical models
(Sobacchi & Mesinger 2014; Kaurov & Gnedin 2014).
We reexamine the value of the clumping factor withGnedin
(2014) simulation described in §2 and discuss its definition.
In addition, we study its spatial inhomogeneity in §4.1and its
correlation with density in §4.2.

2. SIMULATION

As a physically plausible model of reionization we use
numerical simulations from the Cosmic Reionization On
Computers (CROC) project (Gnedin 2014; Gnedin & Kaurov
2014).

These simulations are suitable for our purposes for sev-
eral reasons. CROC simulations include the whole range of
physical processes required in order to model reionization
fully self-consistently4, from gas dynamics to fully coupled
3D radiative transfer, star formation, and stellar feedback.
They match the existing observational constraints on the evo-
lution of galaxy luminosity functions and on the full distri-
bution function of Gunn-Peterson absorption in the spectra
of high redshift quasars. Using the DC model formalism of
Gnedin et al.(2011), the simulations account for the cosmic
variance between several independent realizations. Finally,
using Adaptive Mesh Refinement, CROC simulations achieve
spatial resolution of 125 pc in simulation volumes of up to
40h−1 comoving Mpc.

Such high spatial resolution allows us to consider every-
thing outside galaxies well resolved, and therefore, such quan-
tities as clumping factor can be computed directly with no
prior assumptions. The internal structure of galaxies is not
well resolved with the spatial resolution of∼ 100 pc; there-
fore, we do not consider clumping of the ISM in this paper.

In this paper we use three 40h−1 Mpc simulations with dif-
ferent DC modes (runs B40.sf1.uv2.bw10.A-C fromGnedin
(2014)) as our fiducial set, with all presented quantities av-
eraged over these three runs. In addition, we use two
20h−1 Mpc simulations: the “medium resolution” one (run
B20.sf1.uv2.bw10.B fromGnedin(2014)) that matches our
fiducial set in spatial and mass resolution and a higher reso-
lution simulation (run B20HR.sf1.uv2.bw10.B fromGnedin
(2014)) that we use to test numerical convergence.

3. PHASE DIAGRAM

In this section we describe our main tool (a kind of a “phase
diagram”), which we use in the subsequent sections to classify
the cosmic gas distribution into ISM, IGM, and LLS. Specifi-
cally, we plot the mass weighted distribution of all cells from
a simulation in two dimensions: density, (1+ δ), andioniza-
tion state indicator, κ, which is defined as:

κ ≡ (1+ δ)
x2

H II

xHI
, (3)

4 We purposedly distinguish terms “self-consistent” and “from the first
principles”. CROC simulations do include free parameters in the underlying
physical model (gas depletion time due to star formation, delayed cooling
time scale, effective emissivity of ionizing photons at thesimulation reso-
lution limit, etc), hence they are not “from the first principles” simulations.
We call them “self-consistent”, though, in a sense that all modeled physical
processes are followed with the same spatial and temporal resolution, co-
evolving and affecting each other as the simulation proceeds. In that sense
the term “self-consistent” distinguishes CROC simulations from numerical
models where radiative transfer is done in post-processing, or which track
hydrodynamics and radiative transfer with two separate numerical schemes
with widely divergent resolutions.
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FIG. 1.— Schematic representation of the phase diagram introduced in §3.

wherexHII and xHI are the fractions of ionized and neutral
hydrogen relative to the total abundance of hydrogen.

This definition is motivated by a consideration that in the
photoionization equilibrium

ΓnHI = n2
H II α(T ), (4)

whereΓ is ionizing background, and hence

κ ∝
Γ

α(T )
. (5)

In particular, in the IGM with modest temperature fluctuations
and approximately homogeneous ionizing background,κ ≈
const.

Thus, the ionization state indicator is a good tracer of gen-
eral IGM under the assumption of: (a) uniform ionizing back-
ground, (b) no collisional ionization5, and (c) uniform tem-
perature. Therefore, if the ionizing background is indeed uni-
form in ionized regions, then we should see a narrow distribu-
tion ofκ.

A few distinct features, which correspond to different states
of gas, emerge from this phase diagram. We label these fea-
tures in Figure1 and discuss them individually, as well as the
general properties of the phase diagram, in the following sub-
sections. While the overdensityδ traces the large scale struc-
ture and gives an idea about where spatially these regions are
located, the variations in the ionization state indicator show
where the assumptions (a)-(c) break down.

3.1. General properties of the δ −κ phase diagram

To give a better understanding of this type of a phase dia-
gram, we outline its major properties using an optically thin
(ionized) Lagrangian volume collapsing into a dense region
as an example. Initially it is located in the region labeled as
“Ionized IGM” in Figure1. As the Lagrangian volume gets

5 In case of presence of collisional ionization, the photoionization equilib-
rium does not hold. Thus, Equation4 should have another term on the left
hand side.
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FIG. 2.— Theδ −κ phase diagram captured at four redshifts. The mass weightedionized fraction. fi,m, is shown in each panel. Dashed lines show density
and ionized fraction thresholds presented in Figure5. White diamond and square represent the first and the second pivot points we adopt for the definition of the
ionized IGM. The hatched area corresponds to the high density regions inside galaxies (IGM), which is not well resolved in the simulation.

denser, it moves to the right in the phase diagram. However,
the behavior of theκ value depends on the environment.

If the volume contracts slowly enough, it has enough time
to recombine and to reach the equilibrium with the ionizing
background. In this case the ionization state indicator does
not change, and we see a horizontal movement in the phase
diagram.

If the same volume collapses rapidly and contracts faster
than it recombines, i.e. the ionized fraction does not change,
then it moves along the line with the unity slope inδ−κ space.
Therefore, in the phase diagram that region moves up and may
escape the “Ionized IGM” region into what we label as the
“Proximity effect” part of the phase diagram.

Another mechanism for a volume to enter “Proximity” zone
is to approach a source of ionizing radiation. It will locally
boost radiation background and, if the medium remains opti-
cally thin,κ will also increase.

As the Lagrangian volume continues to collapse, at some
point it enters the optically thick regime. The ionization rate
inside it drops dramatically; consequently, the ionized frac-
tion decreases, and the ionization state indicatorκ decreases
too. In the phase diagram it corresponds to the transition to
the “Self-shielded” region in the phase diagram.

3.2. Discussion of individual regions



4

The actual phase diagrams from the CROC simulations at
4 different redshifts are shown in Figure2. As reionization
proceeds, the distribution of gas between various regions in
the phase diagram changes.

Ionized and Neutral IGM. Before reionization the IGM has
a small uniform ionized fraction left after the recombination
epoch. Therefore, at redshifts 8.9, 8.0 and 7.3, when a signif-
icant fraction of low density gas is still neutral, we see it dis-
tributed along a line with the unity slope. The IGM progres-
sively becomes more and more ionized as redshift approaches
5.7, and occupies different parts of the phase diagram. The
value ofκ increases, which represents the growth of the ion-
ized fraction.

Ionization fronts are the intermediate stage between the ion-
ized and neutral IGM. Since a particle spends relatively short
time inside an ionization front, only a small fraction of mass
is located in that phase at any given time. The fraction of to-
tal mass in ionization fronts is order of 5% at redshifts with
50% total ionization fraction and lower during other periods
(and that is only an upper limit, as ionization fronts are not
resolved in CROC simulations).

In individual ionized bubbles the ionization rate may vary
significantly from bubble to bubble, due to random variations
in the number of sources inside them. As ionized bubbles
start to overlap, the ionization rate becomes more and more
uniform. This is reflected in the phase diagram in the width
of “Ionized IGM” region, which becomes much narrower at
z = 5.7 compared toz = 7.3. The nuances of our specific IGM
definition are discussed in §4.

Self-shielded regime. At higher densities (marked with a
square in Figure2) self-shielding becomes important. Spa-
tial locations with no or very low star formation correspond
to the sharp decline inκ from the typical values in the ion-
ized IGM. As reionization proceeds, the ionizing background
builds up, and burns deeper into these regions; therefore, the
self-shielded region in the diagram moves to the right with
time. In Figure3 self-shielded regions manifest themselves
as tiny dark spots in the ionization state indicator or tempera-
ture maps or bright spots in the neutral fraction map.

Proximity effect. After reionization, the scatter inκ in
the optically thin regions can occur due to the proximity
to ionizing sources, large temperature variations, and non-
equilibrium effects.

By looking on spatial distribution ofκ we can observe a
few other effects. In Figure3 we look at filament structure at
redshift 5.7, however the same behavior is typical for any red-
shift inside ionized regions. Modest increase inκ is observed
around filaments due to the rapid contraction of these regions.
It leads to the increase of temperature, decrease of recom-
bination coefficient, and, consequently, growth of ionization
state indicator, which is inversely proportional to the recom-
bination coefficient. Additionally, in these relatively sparse
regions the characteristic contraction timescale may approach
recombination time and, consequently, matter will be more
ionized than it would be in the ionization equilibrium. So, the
shell around filaments shows slight increase ofκ, but overall
that effect is small.

In Figure4 we zoom into a merging halo also at reshift 5.7.
Regions with active merging stand out because of extreme
temperatures. There, beside change in the recombination co-
efficient, collisional ionization of hydrogen also takes place,
driving the neutral fraction away from a pure photoionization
equilibrium. These regions are located in top left side of phase

diagram – roughly at 10< δ < 103 and 105 < κ < 1012, and
contain less than 1% of the total mass.

Galactic interiors. In the simulation that we used, the
galactic interiors are not well resolved. Therefore, we do
not discuss the features atδ & 105 in the phase diagram -
that would require higher resolution simulations of individual
galaxies.

4. IGM CLUMPING FACTOR

Before calculating the clumping factor of the ionized IGM,
one first needs to define what the ionized IGM is. The most
common approach of defining the ionized IGM is based on
two thresholds: an upper limit on the gas density and a lower
limit on the ionization fraction. These cuts exclude neutral
dense matter and the ISM from contributing to gas clumping.
We adopt the notationCδ, xH II for the clumping factor calcu-
lated over the volume with overdensity belowδ and the ion-
ization fraction abovexHII . The choice of these thresholds is
somewhat arbitrary, which makes such a definition not well
motivated. Here we propose a physically-motivated fix, based
on the phase diagram introduced in the previous section.

Theκ−δ phase diagram contains a few features, which can
be used as pivot points. The most prominent one is the transi-
tion between “Ionized IGM” and “Self-shielded” regions (a
square symbol in Figure2). At z = 5.7 it is easily identi-
fiable along the yellow ridge that contains most of mass in
low density regions as a point when the ridge turns down (to-
wards more neutral gas). However, it is less pronounced at
high redshifts and also the corresponding overdensity thresh-
old does not fully include “Proximity” zone. Instead, we can
use another pivot point located at a local minimum between
“Proximity effect”, “Self-shielded” and “Galactic interiors”
zones (a diamond symbol in Figure2). It is prominent at
all redshifts, and includes “Proximity” zone, and mathemati-
cally well defined, making it much easier to find with a sim-
ple algorithm. For each redshifts we determine this point and
record correspondingoverdensity and ionized fraction (the ac-
tual values are plotted in Figure5).

At redshifts where both these points are well defined, they
always lie at the same value of the ionized fraction. It is
not clear whether this is a universal property of theκ − δ
phase diagram or a mere coincidence, but that fact does not
appear to be important enough to warrant a targeted study.
Hence, using that property, we can define the transition into
the “Self-shielded” regime at all redshifts, as a local max-
imum in the phase diagram along the line of constant ion-
ized fraction (dashed line) passing through the diamond pivot
point.

The values of the pivot points can be used in defining
physically-motivated thresholds in the definition of the ion-
ized IGM, although one can, in principle, define the ionized
IGM as an arbitrary region in theκ − δ plane rather than a
region bounded by constant density and ionized fraction con-
straints. The thresholds for the two definitions of the IGM
(corresponding to two pivot points) are shown with dotted and
dashed lines in Figure2.

The proposed definition, in contrast to the choice of arbi-
trary fixed density and ionized fraction thresholds, uses the
specific distribution of gas in theκ-δ plane to define the ion-
ized IGM - which makes the density and the ionization frac-
tion cuts time dependent (and, potentially, different in differ-
ent simulations). Therefore, the applied thresholds account
for the evolving ionizing background and for structure forma-
tion.
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FIG. 3.— 2h−1 Mpc×2h−1 Mpc slice atz = 5.7 showing filament structure. From left panel to right panel:gas density, ionization state indicator, neutral fraction
of hydrogen, and temperature.
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FIG. 4.— 1h−1 Mpc× 1h−1 Mpc slice atz = 5.7 showing a region with active merging. From left panel to right panel: gas density, ionization state indicator,
neutral fraction of hydrogen, and temperature.
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FIG. 5.— Density thresholds used for definition ofC✸ (thin green dashed
line) andC✷ (thick red dashed line), along with the ionization threshold used
in both definitions (blue solid line).

Once we have defined the region in theδ −κ phase space
that we identify with the ionized IGM, we can calculate its

clumping factor. Given a definition of the ionized IGM, we
calculate the average squared ionized hydrogen density and
divide it by the squared average ionized hydrogen density over
all simulation cells that fall within the IGM definition,

CIGM =

∑

i∈IGM Vi
∑

i∈IGM Vi(1+ δi)2x2
H II , i

(
∑

i∈IGM Vi(1+ δi)xHII , i
)2 , (6)

whereVi, δi andxHII , i are the volume, the overdensity and the
ionized fraction of thei-th cell correspondingly.

In order to distinguish various definitions of the ionized
IGM that we discuss above, we will use symbolsC✸ andC✷

to label the definitions of the IGM based on the thresholds
from Figure5 and a symbolCδ, xH II for the definition of the
IGM from fixed thresholds in density and ionized fraction.

It is worth mentioning that all the information necessary for
calculating the clumping factor is contained in the phase dia-
gram. Hence, instead of iterating over cells in the simulation
box, one can integrate over the areaS of the phase diagram,
which is identified with the ionized IGM,

CIGM =

∫

S NM(1+ δ,κ)× (1+ δ) d(1+ δ)dκ
∫

S NM(1+ δ,κ)/(1+ δ) d(1+ δ)dκ
, (7)

whereNM is mass weighted 2D histogram shown in Figure2.
The result of such calculations is presented in Figure6. No-

tice, that the adaptive thresholds may change for a different
reionization model, to reflect the actual onset of self-shielding
in the IGM. By accident, for our particular model,C✷ and
Cδ<100, xH II>0.99 end up very similar.
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FIG. 6.— Clumping factor of the IGM as a function of redshift. Solid lines
represents our two adaptive definitions of the ionized IGM, while dashed lines
show models with fixed thresholds.

Our two adopted definitions share the same ionization
threshold, which does not change much with redshift in this
particular model of reionization (see Figure5). On the other
hand, the density threshold evolves significantly, and the one
associated withC✸ is about two order of magnitude higher
than the one used inC✷. Both definitions account for ionized
IGM; however,C✷, in contrast toC✸, includes less volume as-
sociated with the proximity effect (see Figure2). This differ-
ence has a moderate influence on the global clumping factor at
redshiftsz & 6 (see Figure6), but reaches about 25% atz ∼ 5.
Therefore, ifC✸ definition is used, one needs to account for
recombinations in the proximity zones by increasing propor-
tionally the effective escape fractions from ionizing sources.

In contrast to previous works (Shull et al. 2012; So et al.
2013; Jeeson-Daniel et al. 2014) where fixed density thresh-
old is used for defining clumping factor, we propose to derive
it directly from a simulation. InMcQuinn et al.(2011) the
connection between ionizing background and such a density
threshold has been studied and a power law connection has
been found. This result has been used to determine the density
threshold inFinlator et al.(2012) study. Similar approach has
been adopted inEmberson et al.(2013), where the authors de-
rive the critical density cut-off from their simulation andalso
find power law dependence. Our findings can be interpreted in
a similar manner. The fact that the ionization fraction thresh-
old (Figure5) does not change significantly means that both
our markers lie on the same line inκ − δ phase diagram at
all redshifts. Therefore, taking into account Equation5, the
density thresholdδ has a power law dependence on average
ionizing backgroundΓ.

4.1. Local variations of the clumping factor

In addition to the temporal evolution of the global, aver-
aged over the whole universe clumping factor, one may also
be interested in its (in)homogeneity. We now explore spa-
tial variations of the clumping factor at fixed redshiftz = 5.7,
when the IGM is already highly ionized. In this section we
use our definition of the clumping factor (C✸), however all
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FIG. 7.— The distribution of local clumping factors atz = 5.7 versus scale
it is defined over. The marker shows the median value and errorbars trace its
1%-99% scatter range. Blue squares correspond to all three 40h−1 Mpc sim-
ulations; the rightmost point and its errorbar correspond to the mean and the
standard deviation of the clumping factor between the threeindependent re-
alizations. Other two sets of points correspond to two 20h−1 Mpc simulations
with identical initial conditions but different resolutions. Simulation which
correspond to the red triangle has the same resolution as our40h−1 Mpc runs,
and the simulation shown with green circles has 8 times higher mass resolu-
tion and 2 times higher spatial resolution in the IGM.

general trends are expected to be similar for other definitions
of the clumping factor as well.

In order to measure the spatial variations in the clumping
factor in the simulations, we split the simulation box into cu-
bic sub-boxes with sizes from 0.15h−1 Mpc up to 20h−1 Mpc
(half the box size), and calculate the local clumping factorin
each sub-box. We define the local clumping factor as:

Cloc =
〈n2

i 〉loc

〈ni〉2
loc

=

〈

n2
i

〉

loc

n̄i
2
Universe(1+ δ̄loc)2

, (8)

whereni is number density in ionized regions,〈〉loc is the av-
erage inside each cubic sub-box, andn̄iUniverseandδ̄loc are the
cosmic mean density of ionized regions and the average over-
density of the sub-box. Notice, that there is the (1+ δ̄loc)−2

dependence in our definition that accounts for the given sub-
box being over- or under-dense.

The local clumping factor versus the spatial averaging scale
is shown in Figure7. A couple of trends can be observed.
First, the median value of the clumping factor approaches
unity at small scales, and the scatter is lower in smaller sub-
boxes. Reduced clumping factor implies that smaller sub-
boxes contain less substructure; when the clumping factor ap-
proaches unity, the averaging scale becomes comparable to
a smoothing scale, below which the density field is uniform.
There are two candidates for this smoothing scale: physical–
the pressure smoothing scale, and numerical – the finite reso-
lution of the simulation. The first one is the scale over which
the pressure of the photo-ionized gas erases baryonic fluctua-
tions (Gnedin & Hui 1998; Gnedin et al. 2003; Kulkarni et al.
2015). Therefore, the gas distribution in sub-boxes with sizes
comparable to the pressure smoothing scale scale is more-or-
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less uniform, and, consequently, the clumping factor is close
to unity.

The exact value of the pressure smoothing scale depends on
the variety of factors, such as thermal history and the degree
of nonlinearity in the distribution of the particular subset of
gas under consideration (namely, the gas that falls inside the
cuts in Fig.2). In the post-reionization epoch (z ∼ 2− 4) the
linear pressure smoothing scale (often called “filtering scale”)
is about 50− 70kpc (Gnedin et al. 2003); the nonlinear pres-
sure smoothing scale, however, is somewhat larger, closer to
100 kpc atz∼ 3 (Kulkarni et al. 2015), and getting even larger
(up to 200 kpc) as the IGM temperature increases to close to
105 K (i.e. closer to reionization). The latter value is similar
to (albeith still smaller than) the scale in Fig.7 at which the
local clumping factor approaches unity. The exact compari-
son between these two quantities, however, would require a
numerically expensive focused study, whose value would be
largely academic.

However, simulations do not have infinitely fine resolution,
so it is also possible that the simulation does not resolve this
scale, and observed smoothing is just a resolution effect. In
order to exclude the latter possibility, we perform the same
analysis on two 20h−1 Mpc runs with identical initial condi-
tions, but with different mass and spatial resolutions. The
result is presented in Figure7. The clumping factor and its
scatter are only insignificantly larger in a higher resolution
simulation; hence the behavior of the clumping factor shown
in Figure7 is real and not a numerical artifact.

The second obvious trend in Figure7 is that, as the aver-
aging scale increases, the median gets closer to the global
clumping factor, and the scatter also decreases. Even if the
actual values of the clumping factor on large scales are af-
fected by the finite size of the simulation box, the qualitative
behavior is as expected, since at the largest scales the universe
is approaching homogeneity.

The scatter of the clumping factor peaks at the intermedi-
ate scale of a fewh−1 Mpc. This scale is in the same order-
of-magnitude range as several physical scales in the problem
(galaxy clustering scale, typical size of ionized bubbles,the
photon mean free path due to LLS, etc), so the reason behind
the increase of scatter would be virtually impossible to isolate.

4.2. Local clumping and density correlation

The scatter in the local clumping factor from Figure7 is not
necessarily random. It can correlate with several properties of
sub-boxes, of which the mean density is the primary candi-
date. In Figure8 slices of density and the clumping factor
in 1.25h−1 Mpc sub-boxes are presented. There is an obvious
correlation between them. It motivates us to study this depen-
dence in more detail.

We group sub-boxes by density and measure the distribu-
tions of clumping factors within sub-boxes of the same den-
sity. In Figure9 we show the scatter of local clumping factor
as a function of the mean density in 1.25h−1 Mpc sub-boxes.
The correlation is apparent, but the scatter of the clumping
factor at fixed density is still over a factor of 3-5. Neverthe-
less, this dependence can be used for sub-grid modeling of
clumping factor in low resolution simulations.

By definition, the clumping factor is nothing else but
the second moment (variance) of the probability distribution
function (PDF) of density. Therefore we take a look at PDFs
within sub-boxes with a given mean density, in order to ex-
plore what features in the PDF lead to the increased clumping

0.5 0.75 1 1.5 2 3

1 + δb
0.1 0.5 1 2 5 10

Cloc − 1

FIG. 8.— The slice of 40h−1 Mpc simulation at redshift 5.7. Colors rep-
resents the baryon density field (left panel), the local clumping factor (right
panel). Both fields are defined on 1.25h−1 Mpc scale.
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FIG. 9.— Local clumping factor versus average local density atz = 5.7
defined at scale of 1.25h−1 Mpc. Black solid line represents median and con-
tours show 10%-90% and 1%-99% intervals.

factor in denser regions.
These PDFs are presented in the left panel of Figure10.

The observed shapes correspond to neither normal nor log-
normal distributions, and reveal a power law slope at high
densities, followed by a partial break at densities where the
self-shielding sets in (as a reminder, we only consider densi-
ties of the ionized gas, since only they contribute to the clump-
ing factor, Equation1). In sub-boxes of higher mean densities
the self-shielding sets in at proportionally higher densities, so
that when the densities in each sub-box are scaled by the mean
sub-box density, the self-shielding threshold remains roughly
constant, (1+ δ)/(1+ δ̄) ≈ 100 (at this redshift and for this
reionization model).

From the shapes of PDFs in the left panel of Figure10 it
is not immediately clear which range of densities contributes
most to the clumping factor. Therefore, we show in the right
panel of Figure10 the cumulative clumping factor as a func-
tion of the maximum density for the PDFs from the left panel.
As one can see, almost all of the contribution to the clumping
factor comes from modest densities, (1+δ)/(1+ δ̄). 10−100,
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well below the self-shielding threshold. Hence, the dominant
contribution to the clumping factor comes form the densities
around the peak of the PDF, and not from the high density tail.
Hence, the increase of the clumping factor with the density is
not unexpected: denser regions, being analogous to denser
universes, are more evolved and, hence, have a wider density
distribution.

5. CONCLUSIONS

Spontaneous recombination of ionized hydrogen takes
away ionizing photons, and, hence, is an important physical
process during and after cosmic reionization. Even though re-
combination is the same physical process no matter where it
occurs, it is customarily quantified in analytical studies and in
not-fully-self-consistent simulations with three separate quan-
tities: the escape fraction, the IGM clumping factor, and the
maximum mean free path.

Using fully self-consistent numerical simulations of cosmic
reionization, we explore whether such a separation is phys-
ically motivated and robust. To that end, we use a conve-
nient physical quantity, the “ionization state indicator”κ and
a κ − δ “phase diagram”, to introduce a well-motivated and
approximately robust definition of the IGM, and to compute
its clumping factor. In comparing to previous work, we find
that our physical definition of the IGM is reasonably well
approximated by simple fixed thresholds in ionized fraction
(xHII > 0.99) and density (δ & 102 − 103).

The largest ambiguity in the definition of the ionized IGM
comes from the unvirialized regions around galaxies that are
over-ionized by the local enhancement in the radiation field
(“proximity zones”). That inherent ambiguity imposes a “sys-
tematic error” on the value of the clumping factor of about
20% (somewhat smaller during reionization but increasing to
≈25% at lower redshifts).

The fact that self-shielded neutral regions separate cleanly
from the ionized IGM allows one to account for them sep-
arately. In ionized IGM recombinations are proportional to
density squared, and therefore the clumping factor is a con-

venient descriptor. Recombinations on the surface of self-
shielded regions only compensates for the ionizations from
external radiation, and in that case the maximum mean free
path of ionizing photons is an appropriate quantity.

The last regime of “three-regime” approach is galactic in-
teriors. Even though our simulations do not resolve internal
structure of galaxies, the compactness of galaxies and their
mutual separation allow to consider them as isolated systems.
Therefore, characterizing the escape of photons with a single
number (the escape fraction) and neglecting angular inhomo-
geneity may be sufficient for many studies.

We also explore the scale-dependence of the clumping fac-
tor over the range of scales, faithfully represented in our sim-
ulations. We find that the clumping factor computed in sub-
boxes of a given size correlates strongly, but not perfectly,
with the mean density in such sub-boxes. This correlation is
driven by the increase in the PDF width in denser sub-boxes
(and not by their high density tails), which, being analogous to
denser universes, are more evolved and, hence, have a wider
density distribution.

Nevertheless, the correlation between the local clumping
factor and the mean density over the scale it is computed is
not perfect, and other factors introduce significant (factor of
3-5) scatter in the relation. In principle, numerical simulations
would allow us to further explore that additional dependence;
however, we do not engage in such study in this work, as its
practical need is not presently clear.

Fermilab is operated by Fermi Research Alliance, LLC,
under Contract No. DE-AC02-07CH11359 with the United
States Department of Energy. This work was also supported in
part by the NSF grant AST-1211190 and by the NASA grant
NNX-09AJ54G. This work made extensive use of the NASA
Astrophysics Data System andarXiv.org preprint server.
This work was done with significant usage of YT package
(Turk et al. 2011).
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FIG. 10.— Left panel: probability distribution functions (PDF) of ionized baryon density in 1.25h−1 Mpc sub-boxes of given mean density (color coded)at
z = 5.7. Right panel: the cumulative clumping factor as a functionof density in the same sub-boxes (i.e., the variance (secondmoment) of the PDFs in the left
panel as a function of the maximum density of integration).




