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ABSTRACT
To address the high-performance challenges of data transfer in big data era, we research, develop, and implement mdtmFTP: a High-performance Data Transfer Tool in Bigdata Era. DOE’s Advanced Scientific Computing Research (ASCR) office has funded Fermilab and Brookhaven National Laboratory to collaboratively work on the Multicore-Aware Data Transfer Middleware (MDTM) project. MDTM aims to accelerate data movement toolkits on multicore systems. mdtmFTP is the latest outcome of this continued research effort. mdtmFTP is a high-performance data transfer tool that builds upon the MDTM middleware. Initial tests show that mdtmFTP performs better than existing data transfer tools.

Categories and Subject Descriptors
C.2.2 [Network Protocols]: Applications;
C.2.4 [Distributed Systems]: Client/server

General Terms
Algorithms, Performance, Design

Keywords
Keywords are your own designated keywords.

1. INTRODUCTION
Big data has emerged as a driving force for scientific discoveries [1]. Large scientific instruments (e.g., colliders, light sources, and telescopes) generate exponentially increasing volumes of data. Currently, Large Hadron Collider (LHC) experiments generate hundreds of petabytes of data per years. The aggregated amount of climate science data is expected to exceed 100 exabytes by 2020. To enable scientific discovery, science data must be collected, indexed, archived, shared, and analyzed, typically in a widely distributed, highly collaborative manner [2-7]. At present, computing facilities for large-scale science, such as ALCF, OLCF, and NERSC, offer the types of computing and storage resources needed to process and analyze science data. The efficient movement of science data from their sources into processing and storage facilities and ultimately on to user analysis is critical to the success of any such endeavor. Data transfer is now an essential function for science discoveries, particularly within big data environments.

In DOE research communities, the emergence of distributed, extreme-scale science applications is generating significant performance challenges regarding data transfer [2-7]. First, it is becoming critical to transfer data at the highest possible throughputs because the volumes of science data are growing exponentially. Second, the DOE is working toward deploying extreme-scale supercomputer facilities in support of extreme-scale science applications. To fully utilize these expensive computing facilities, ultra-high-throughput data transfer capabilities will be required to move data in or out of them.

To date, several data transfer tools (e.g., GridFTP [8-9] and BBCP [10]) have been developed to support bulk data movement. Advanced data transfer features, such as transfer resumption, partial transfer, third-party transfer, and security, have been implemented in these tools and services. There have also been numerous enhancements to speed up data transfer performance. For example, parallelism at all levels (e.g., multi-stream parallelism [8], multicore parallelism [11], and multi-path parallelism [12-15]) is widely implemented in bulk data movement and offers significant improvement in aggregate data transfer throughput.

Although significant improvements have been made in the area of bulk data transfer, the currently available data transfer tools will not be able to successfully address the high-performance challenges of data transfer in big data era for the following reasons:

- Existing data transfer tools are unable to fully and efficiently exploit multicore hardware under the default OS support, especially on NUMA systems.
- Existing data transfer tools are unable to effectively address the lots of small files (LOSF) problem [16]. The state-of-the-art solutions to the LOSF problem—pipelining, concurrency, and tar-based solution—are either inefficient, or do not scale well.

To address the high-performance challenges of data transfer in big data era, we research, develop, and implement mdtmFTP: a High-performance Data Transfer Tool in Big Data Era.

2. mdtmFTP
DOE’s Advanced Scientific Computing Research (ASCR) office has funded Fermilab and Brookhaven National Laboratory to collaboratively work on the Multicore-Aware Data Transfer Middleware (MDTM) project [11]. MDTM aims to accelerate data movement toolkits on multicore systems. mdtmFTP is the latest outcome of this continued research effort.

mdtmFTP is a high-performance data transfer tool that builds upon the MDTM middleware (Figure 1). It has several salient features:

- It adopts an I/O-centric architecture to execute data transfer tasks. Dedicated I/O threads are spawned to perform network and disk I/O operations.
- Various optimization mechanisms—zero copy, asynchronous I/O, pipelining, batch processing, and buffer pools—are applied to improve performance.
- It makes use of MDTM middleware services to fully utilize the underlying multicore system.
- It implements a Large Virtual File mechanism to address the LOSF problem.
- It takes advantage of GridFTP E-Mode to transfer data.
3. Initial Evaluation

We evaluated mdtmFTP in ESNET 100G test bed [17]. We run data transfer from DTN “nersc-tbn-2” to “nersc-tbn-1”. There is 95ms RTT loop between nersc-tbn-1 and nersc-tbn-2. In our evaluation, mdtmFTP is compared with GridFTP and BBCP. For fair comparisons, all the tools are configured with the same parameters—I/O block size and the number of parallel streams. We use Time-to-Completion as the performance metric.

The first comparison is to transfer a 100GB large file from nersc-tbn-2 to nersc-tbn-1. The results are listed in Table 1. It can be seen that mdtmFTP is approximately 14% faster than BBCP, and ~20% faster than GridFTP.

<table>
<thead>
<tr>
<th></th>
<th>mdtmFTP</th>
<th>GridFTP</th>
<th>BBCP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time to Completion</td>
<td>81s</td>
<td>101s</td>
<td>95s</td>
</tr>
</tbody>
</table>

Table 1 Large file data transfer

The second comparison is to transfer a Linux folder from nersc-tbn-2 to nersc-tbn-1. For GridFTP, the pipelining and concurrency options are enabled. The results are listed in Table 2. It is surprising that mdtmFTP is 200x faster than BBCP. It also surprises us that GridFTP crashed in the test. It seems like that GridFTP has bugs in handling folder data transfer.

<table>
<thead>
<tr>
<th></th>
<th>mdtmFTP</th>
<th>GridFTP</th>
<th>BBCP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time to Completion</td>
<td>30s</td>
<td>Crashed</td>
<td>6274s</td>
</tr>
</tbody>
</table>

Table 2 Folder data transfer
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Figure 1 The MDTM architecture