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Abstract. The NOvA experiment at Fermilab is a long-baseline neutrino experiment designed
to study νe appearance in a νµ beam. Over the last few years there has been intense work to
streamline the computing infrastructure in preparation for data, which started to flow in from
the far detector in Fall 2013. Major accomplishments for this effort include migration to the use
of off-site resources through the use of the Open Science Grid and upgrading the file-handling
framework from simple disk storage to a tiered system using a comprehensive data management
and delivery system to find and access files on either disk or tape storage. NOvA has already
produced more than 6.5 million files and more than 1PB of raw data and Monte Carlo simulation
files which are managed under this model. The current system has demonstrated sustained rates
of up to 1TB/hour of file transfer by the data handling system. NOvA pioneered the use of
new tools and this paved the way for their use by other Intensity Frontier experiments at
Fermilab. Most importantly, the new framework places the experiment’s infrastructure on a
firm foundation, and is ready to produce the files needed for first physics.

1. Introduction
There are many open and exciting questions regarding neutrinos [1]. At the top of the list, the
fundamental question of the mass ordering of the neutrino mass eigenstates is unknown. That
is, if we consider the mass state that is predominantly composed of the electron neutrino, we
do not yet know if this is the lightest mass state (the normal case), or if it is actually heavier
than the state with the smallest component of electron neutrino (the inverted case). Another
important question regards the CP-violating phase in the neutrino mass mixing matrix: we don’t
yet know if this phase is non zero, and if it is non zero we don’t know if it is large enough to
play an important role in the development of the matter/antimatter asymmetry of the universe.
Recently, due to precise measurements of θ13 [2, 3], θ23 (the first of the three measured mixing
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angles) has become the least precisely known mixing angle. Moving into potential new physics,
perhaps there are more than three generations of neutrino species. The existence of a fourth
generation (which would have to be a “sterile” neutrino due to constraints from the width of
the Z0 boson [4–6]) is well motivated and would also be a major discovery. Ongoing and future
neutrino experiments will attempt to shed light on all of these interesting unknowns.

The NOvA experiment [7] hopes to address many of the questions mentioned above. NOvA
recently finished commissioning the experiment which consists of a near detector at Fermilab
and a 14 kiloton far detector located 810 km away in Ash River, MN and slightly off axis relative
to the NuMI beam line. The detectors are composed of alternating horizontal and vertical
planes of PVC cells filled with liquid scintillator and outfitted with wavelength shifting fiber
readout by avalanche photo diodes. The far detector started collecting data in Fall 2013 and
the commissioning period was completed in Fall 2014. First results are expected from NOvA in
summer 2015.

NOvA follows a traditional HEP computing strategy where event-driven analysis access
centrally-stored data and Monte Carlo simulated events by distributing data to parallel jobs
running on grid computing clusters [8]. Like many other experiments, NOvA also relies heavily
on ROOT [9] and GEANT4 [10]. NOvA uses an analysis framework shared by several other
experiments at Fermilab called art [11–13]. An important goal of art, and an important feature
for NOvA, is seamless integration with the data-handling tools available at Fermilab. NOvA
further utilizes many other centralized resources and services. At Fermilab, FIFE (Fabric for
Frontier Experiments) manages and provides access to shared resources and tools [14,15]. FIFE
provides access and support for a comprehensive set of services at Fermilab that NOvA benefits
from: DAQ and controls; job submission [16], grid and cloud resources; scientific data storage,
access, and management, scientific frameworks and software; physics and detector simulation;
databases; and scientific collaborative tools. NOvA’s use of many of these services will be
discussed below. NOvA and other experiments at Fermilab benefit from this strategy to share
resources and services [17].

The demand from NOvA for computing resources is large. Last year NOvA used about
15million CPU hours and has already written more than 2 petabytes of files to tape. This total
represents more than 5million files, and raw data alone produces about 5,000 new files per day.
In comparison, by the end of the experiment the total NOvA file collection could be comparable
in size to everything from the Tevatron experiments (perhaps as large as 20PB).

The NOvA offline computing model has undergone a major paradigm shift in preparation for
file production for physics analysis. Describing these changes and recent successes of the effort
will be the topic of this paper.

2. Transition of the NOvA Computing Paradigm
Three years ago NOvA used a large networked disk (BlueArc) for all storage and ran all batch
jobs locally on cores with direct mounts available to the BlueArc disk. As the computational
needs of the experiment increased it became clear that this system was not scalable.

One major change that NOvA made to improve the situation was to transition to a data
handling system based on SAM [18–21]. SAM stands for Sequential data Access via Metadata
and is a system that was successfully used by the CDF and D0 experiments at the Tevatron.
SAM largely consists of a database serving as a per-file metadata catalog. For example, metadata
may include file name, file size, number of events, run information, luminosity, details of Monte
Carlo simulation, etc. Based on this metadata, queries and dataset definitions can be conducted
in a flexible and robust way. SAM coordinates and manages the data movement to jobs using
the desired file transfer protocol [22] (gridftp, dccp, SRM, ...). SAM also interfaces with cache
management, currently based on dCache as a front end to the tape system, and SAM tracks file
consumption and job success providing tools for easy job recovery. The NOvA production group
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modified all of their workflows to use SAM for all of the data handling needs. Input datasets
are defined using SAM metadata and output files are always registered in SAM.

Another major transition for NOvA was to add the ability to run batch jobs on off-site
resources. NOvA now has the capability to distribute its code using CernVM-FS [23] and the
SAM-based data handling system functions well off-site. Specifically, NOvA is now capable of
running on the Open Science Grid (OSG) [24] and the Amazon Cloud [25].

3. Summary of NOvA’s Computing Infrastructure
A SAM-based data handling system would not succeed without a well-planned underlying
infrastructure. At NOvA typical users do most of their interactive work on virtual machines.
These machines have access to the NOvA software and are available for login use [26]. They also
have access to 335TB of BlueArc disk (NFS-based NAS). The BlueArc disk is useful project
space and provides storage for short-term or small data sets. For larger efforts users submit jobs
to Fermigrid, a shared computing resource at Fermilab with approximately 15,000 cores. The
current NOvA quota is 1300 cores but opportunistic slots are also available: at times NOvA
receives up to 5000 cores on Fermigrid. SAM is used to handle data for batch jobs. There is a
large shared cache disk (about 4PB of dCache) that serves as a front end to the tape system.
The tape library serves as permanent data storage. Several PostgreSQL databases are required
for online and offline operations and these can be accessed via http servers for ease of off-site
usage.

4. NOvA File Production Steps

Figure 1. File production steps for the NOvA experiment.

The file production steps of the NOvA experiment are shown in Fig. 1. The detector data flow
starts on the top left while the simulated data [27] starts on the top right. At each production
step, a new data set is produced. These steps are conducted for several different data types:
near and far detector; cosmic rays; neutrino beams with varying horn current; etc. After the
reconstruction step [28] more advanced particle identification steps are performed (PID and
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Library Event Matching, LEM [29, 30]) before the small analysis ntuples (“CAF” [31]) files are
produced. One small caveat: the LEM process is more memory intensive than the other steps, so
is done off-site at Caltech where the grid nodes have more available memory. Note that analysis
can be done either with CAF files in ROOT, or with the output of the reconstruction, PID, or
LEM jobs in the art framework.

5. Resource Requirements
In fall of 2013 NOvA conducted a workshop in preparation for the first data analysis to
understand resource requirements and streamline file production tools. A production run on
NOvA consists of reprocessing all of the data and producing the full set of MC needed for an
oscillation analysis, and it is anticipated that this will need to be done about twice per year.
In total a production run requires about 250TB of tape storage and about 10,000CPU days of
processing. So, if the goal is to be able to conduct a production run in a reasonably short period
of time (∼10 days), it must be possible to pass about 1TB per hour through the file transfer
system and one must have access to at least 1000CPUs dedicated to the production effort.

6. Recent File Production Efforts
The current CPU quota for NOvA is 1300 cores on Fermigrid and usage has actually averaged
over 2000 cores for the last three-month period (see Fig 2 for CPU usage over the last
12months), with opportunistic use of shared resources making up the difference. In addition
to that, production jobs are also run on OSG. Thus, while NOvA’s CPU needs have increased
significantly over the last year, so far CPU has not been a major limiting factor. A recent grant
has been obtained with the goal to demonstrate production scale processing on the Amazon
cloud [25]. Using commercial cloud resources to satisfy burst computing needs will take some of
the pressure off of local CPU resources.

Figure 2. NOvA’s usage on Fermigrid over the last 12months. Usage has increased significantly
in preparation for the first physics results, but resources have been available to meet that need.

With thousands of batch jobs running on grid resources, output files must be passed through
the file transfer system (FTS) at a reasonable rate or this step will become the processing bottle
neck. The file transfer system at NOvA currently consists of three servers that monitor drop
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boxes, copy files to dCache locations (then to tape), and register their locations in SAM. Before
files can be accessed by an analysis or the next processing step, they must be registered in SAM.
The combined FTS servers have demonstrated throughput of greater than 1TB per hour and
sustained throughput over several hours of greater than 0.5TB per hour.

Recently, a new suite of tools for validating all steps of the production effort was created [32].
For every new software release, the validation tool checks all file production steps with a set of
automated scripts and publishes the results to a web page. Failures are reported and metrics
for each production step and the resulting output data can be compared with past validation
checks. For example, file output size, job size, and memory usage are recorded. These metrics
are also very useful for predicting the resource needs of any new request to the production group.
This new tools has streamlined predicting resource needs.

Two recent production runs have demonstrated the successful transition to SAM. In spring of
2014 we had the first production run that included a substantial far detector data set and SAM
was fully integrated into all file production steps. There were challenges with the new system,
but in the end all steps of production ran in time to produce files for the “Neutrino 2014”
conference. Currently ongoing is the winter/spring 2015 effort to produce files to be used for the
first oscillation analyses from NOvA. With the pressure of first physics came many new requests
including keep-up processing, new calibration requests, systematic samples, etc. Overall, the
SAM paradigm has functioned well in the current intense production efforts.

7. Summary and Outlook
The increasing computational requirements of the NOvA experiment demanded a scalable data
handling system and a flexible set of CPU resources. Over the last two years, NOvA migrated
from a simple central disk storage model to a tiered model composed of disk, cache disk, and
tape where SAM is used to track file locations. SAM provides tools for a flexible and scalable
data handling system where file metadata can be used to define datasets for processing. In
addition, NOvA added CPU resources by demonstrating the ability to run jobs on the Open
Science Grid and is working to incorporate the Amazon Cloud as a flexible resource for times
of increased CPU needs. The NOvA computing infrastructure is now on a firm foundation that
should successfully provide the files required for physics analysis for years to come.
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