
1
The NUHM2 after LHC Run 1

O. Buchmuellera, R. Cavanaughb,c, M. Citrona, A. De Roeckd,e, M.J. Dolanf , J.R. Ellisg,d,
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We make a frequentist analysis of the parameter space of the NUHM2, in which the soft supersymmetry
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breaking scalar masses squared for squarks and sleptons, m2
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date of SUSY at the LHC is not significantly alleviated in the NUHM2. We find that the minimum χ2 = 32.5
with 21 degrees of freedom (dof) in the NUHM2, to be compared with χ2/dof = 35.0/23 in the CMSSM, and
χ2/dof = 32.7/22 in the NUHM1. We find that the one-dimensional likelihood functions for sparticle masses and
other observables are similar to those found previously in the CMSSM and NUHM1.

KCL-PH-TH/2014-33, LCTS/2014-29, CERN-PH-TH/2014-145,

DESY 14-144, FTPI-MINN-14/39, UMN-TH-3344/14, SLAC-PUB-16051

ar
X

iv
:1

40
8.

40
60

v1
  [

he
p-

ph
] 

 1
8 

A
ug

 2
01

4
FERMILAB-PUB-14-605-CMS

This manuscript has been authored by Fermi Research Alliance, LLC under Contract No. DE-AC02-07CH11359 with the U.S. 
Department of Energy, Office of Science, Office of High Energy Physics.



1. Introduction

Supersymmetric (SUSY) models are among the
best-motivated extensions of the Standard Model
(SM) that might be discovered at the Large
Hadron Collider (LHC). They stabilize the elec-
troweak hierarchy [1] and facilitate grand unifica-
tion [2], and the lightest supersymmetric particle
(LSP) provides a natural candidate for the cos-
mological dark matter [3]. However, the absence
of a signal in direct searches for SUSY particles in
Run 1 of the LHC [4,5] sets strong constraints on
supersymmetric models, as do the measurement
of the mass and properties of the Higgs boson [6]
and precision measurements of rare decays such
as Bs → µ+µ− [7–9] .

Gaining a fully accurate picture of the effects of
these constraints requires that they be combined
in global statistical fits within specific super-
symmetric models. Particularly well-motivated
and simplified versions of the minimal supersym-
metric Standard Model (MSSM) [10] are derived
from grand unified theory (GUT) model-building
considerations. There have been a number of
analyses [11–13] of the constraints imposed by
LHC Run 1 data on the parameter spaces of
such models, particularly the constrained MSSM
(CMSSM) [14–16], whose parameters are the
soft supersymmetry (SUSY)-breaking masses m0,
m1/2 and A0 that are universal at the GUT scale,
and tanβ, the ratio of the two vacuum expecta-
tion values of the two Higgs doublets. There have
also been some studies of the LHC constraints
on the NUHM1 [17], in which the soft SUSY-
breaking contributions to the masses of the elec-
troweak Higgs multiplets, m2

Hd,Hu
, are equal but

non-universal.
However, these models have become very con-

strained by the recent data. The anomalous mag-
netic moment of the muon (g − 2)µ [18, 19] is
a particular source of tension, as has been re-
inforced by the recent convergence in the Stan-
dard Model (SM) calculations of (g − 2)µ based
on τ decays and different sets of e+e− annihi-
lation data [20]. As is well known, the ∼ 3.5σ
discrepancy between the observed value and SM
prediction can be reduced by SUSY contributions
due to relatively light electroweakly-interacting

superpartners. In the simple GUT-based models
mentioned above, direct searches and the Higgs
mass force the coloured super-partners to be so
heavy that, due to the universality of the soft
SUSY-breaking parameters m0 and m1/2 at the
GUT scale that leads also to relatively heavy elec-
troweak superpartners, these models cannot re-
move the (g − 2)µ anomaly [21].

A related extension of these models which a
priori might be able to alleviate this tension is
the NUHM2 [22], in which m2

Hd
6= m2

Hu
6= m2

0 in
general 1, but the soft SUSY-breaking parameters
m0, m1/2 and A0 are still universal at the GUT
scale. An equivalent formulation of the NUHM2
is to treat the pseudoscalar mass MA and super-
symmetric Higgs mass term µ as free parame-
ters, which could lead to interesting phenomenol-
ogy associated with light higgsinos and/or a light
pseudoscalar Higgs. Moreover, new terms in the
renormalization group equations (RGEs) associ-
ated with the scalar-mass non-universality in the
NUHM2 may lead to lighter left-handed sleptons,
offering further avenues for ameliorating the ten-
sion with (g − 2)µ (see Sec. 3.1 for details).

Therefore, in this paper we extend our previ-
ous analyses of the CMSSM and NUHM1 [11] to
the NUHM2 [22], and compare the corresponding
phenomenological predictions. In addition to the
8 TeV ATLAS search for supersymmetry in the
jets + /ET [4] 2 channel, our frequentist fit using
the MultiNest [23] sampling algorithm includes
Higgs mass measurements [6], the measurements
of BR(Bs → µ+µ−) by LHCb and CMS [7–9],
other B-physics [24] and electroweak precision
observables [25], and the XENON100 and LUX
searches for spin-independent dark matter scat-
tering [26,27].

We find that the NUHM2, despite its freedom
in the choices of MA and µ, is unable to alleviate
significantly the tension between the absence to
date of SUSY at the LHC and the supersymmet-
ric interpretation of (g−2)µ that had been found
previously in the CMSSM and NUHM1. We
find that the minimum χ2/dof = 32.5/21 in the
NUHM2, to be compared with χ2/dof = 35.0/23

1For previous studies of the NUHM2 in light of LHC data,
see [13].
2See also [5], which we do not use in our analysis.
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in the CMSSM and χ2/dof = 32.7/22 in the
NUHM1. A novel feature of the best NUHM2
fit is that the preferred regions of the NUHM2
parameter space have negative SUSY-breaking
scalar masses squared for squarks and sleptons,
m2

0 < 0, as well as m2
Hu

< m2
Hd

< 0.3

As an output of our analysis, we compare the
one-dimensional likelihood functions for sparti-
cle masses and other observables in the NUHM2
with those found previously in the CMSSM and
NUHM1. The 95% CL lower limits on the gluino,
squark, stop and stau masses are not very dif-
ferent in the NUHM2 from those found previ-
ously in the CMSSM and NUHM1. However,
the distinction found in those models between
low- and high-mass regions of their respective
parameter spaces is largely lost in the NUHM2
because of its greater flexibility in satisfying the
dark matter constraint. In addition to sparticle
masses, we also present NUHM2 predictions for
BR(Bs → µ+µ−) and the spin-independent dark-
matter scattering cross section, σSI

p .

2. Analysis Procedure

We follow closely the procedure described
in [11]. Our treatment of the non-LHC con-
straints is identical with the treatment in [11]
(minor shifts in some observables, such as in
the top quark mass, do not have a relevant im-
pact), and we again use the MultiNest algorithm
to sample the NUHM2 parameter space, just as
we did previously for the CMSSM and NUHM1
models. As mentioned in the Introduction, we
use a NUHM2 sample comprising ∼ 4 × 108

points, with the aim of sampling adequately fea-
tures of the six-dimensional NUHM2 parameter
space {m0,m1/2,mHu ,mHd , A0, tanβ}, ensuring
in particular that all high-likelihood regions are
identified and well characterized. We sample
the ranges −1333 GeV < m0 < 4000 GeV,
0 < m1/2 < 4000 GeV, −5 × 107 GeV2 <

m2
Hu
,m2

Hd
< 5 × 107 GeV2, −8000 GeV < A0 <

8000 GeV and 2 < tanβ < 68. (Here and subse-

3Negative SUSY-breaking scalar masses have also arisen in
recent post-Higgs gauge mediation constructions [28]. For
a discussion of cosmological issues associated with such
tachyonic soft SUSY-breaking mass parameters, see [29].

quently, negative values of m0 should be under-
stood as m0 ≡ Sign(m2

0)
√
|m2

0| < 0, and we use
analogous definitions for negative values of mHu

and mHd .) The parameter ranges are scanned
by dividing the range of m0 into 4 segments, and
the ranges of m1/2,mHu and mHd into 3 segments
each, yielding a total of 108 boxes. Their bound-
aries are smeared using a Gaussian function so as
to sample the NUHM2 parameter space smoothly,
which also provides some information beyond the
nominal sampling range, as we see later in the
case of mHu and mHd .

We merge this dedicated sample of the NUHM2
parameter space with the samples of the CMSSM
and NUHM1 parameter spaces used in [11]. The
latter are subspaces of the full NUHM2 parame-
ter space, and the CMSSM and NUHM1 points
provide supplementary sampling of the likelihood
function of the NUHM2.

We construct a global likelihood function that
receives contributions from the usual electroweak
precision observables, as well as B-decay mea-
surements such as BR(b → sγ), BR(Bu → τντ )
and BR(Bs → µ+µ−). Bounds on their exper-
imental values as well as those on the cosmo-
logical dark matter density, the cross-section for
spin-independent dark matter scattering from the
LUX experiment and the LHC searches for su-
persymmetric signals are given in [21], with up-
dates detailed in [30]. Their contributions to
the likelihood function are calculated within the
MasterCode framework [31]. This incorporates a
code for the electroweak observables based on [32]
as well as the SoftSUSY [33], FeynHiggs [34, 35],
SuFla [36], SuperIso [37], MicrOMEGAs [38] and
SSARD [39] codes, using the SUSY Les Houches
Accord [40]. The ATLAS and CMS measure-
ments of the Higgs mass, Mh, are interpreted us-
ing FeynHiggs 2.10.0 [35] to calculate Mh and
as in [11] we allow conservatively for a theoreti-
cal uncertainty of 1.5 GeV at each point in the
NUHM2 parameter space 4. The improvements

4As in [11], we do not include constraints from the Higgs
signal strength measurements. These are not yet suffi-
ciently accurate to constrain our results, since the Higgs
rate predictions in the favoured regions of the NUHM2,
NUHM1 and CMSSM parameter space lie in the decou-
pling regime, despite the additional freedom for MA in the
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recently incorporated into FeynHiggs [34] yield
an upward shift of Mh for scalar top masses in
the (multi-)TeV range and reduce the theoretical
uncertainty in the Higgs mass calculation [41].

We incorporate here the public results of
searches for jets + /ET events without leptons us-
ing the full ATLAS Run 1 data set of ∼ 20/fb at
8 TeV [4], which has greater sensitivity to the
relevant parts of the NUHM2 parameter space
than searches including leptons. The experimen-
tal searches for jets + /ET events are typically an-
alyzed within the framework of the CMSSM for
some fixed A0 and tanβ. The applicability of
these analyses to other A0 and tanβ values, as
well as to constraining the NUHM1,2, requires
some study and justification. One issue is that,
for any specific set of values of m0, m1/2, A0 and
tanβ, the sensitivities of ATLAS and CMS to
jets + /ET events might depend on the degree of
non-universality in the NUHM1,2. A second is-
sue is that the range of m0 in the NUHM2 that
is consistent with the χ̃0

1 LSP requirement de-
pends on the degrees of non-universality. Specifi-
cally, this requirement is compatible with m2

0 < 0
in the NUHM2, a possibility that is absent for
the CMSSM, but can occur in the NUHM1 for
m1/2

>∼ 2000 GeV when m2
Hd

= m2
Hu

< 0 and
dominates over m2

0 in the renormalization group
evolution. In the NUHM2 it is even easier to
obtain m2

0 < 0 and remain compatible with a
neutralino LSP, because a combination of soft
supersymmetry-breaking parameters known as S
(defined below) may be non-zero.

Since the LHC experiments quote limits only
for the CMSSM with m2

0 > 0, we rely on a pre-
vious dedicated study of jets + /ET searches at
7 TeV [30] made using the Delphes [42] generic
simulation package with a ‘card’ to emulate the
performance of the ATLAS detector, that showed
that the LHC results could be extrapolated to
m2

0 < 0 5. This study confirmed that /ET con-
straints in the (m0,m1/2) plane of the CMSSM
are relatively insensitive to tanβ and A0, as

NUHM2 and NUHM1.
5 CMSSM models with m2

0 < 0 were studied in the context
of a gravitino LSP [43]. We recall that these and NUHM
models with m2

Hu
< 0 and m2

Hd
< 0 are in principle

subject to additional cosmological constraints [29].

stated in [44], and that the /ET constraints
are also quite insensitive to the degrees of non-
universality in the NUHM1,2. Specifically, it was
found that the 95% CL bounds in the (m0,m1/2)
plane of the CMSSM were essentially independent
of A0 and tanβ, as also stated by ATLAS [45],
that the same was true for m2

Hu
= m2

Hd
6= m2

0 in
the NUHM1, and also for m2

Hu
6= m2

Hd
6= m2

0 in
the NUHM2. The same is expected to be true for
the 8-TeV ATLAS jets + /ET search [4] used here,
which uses a similar event selection.

Finally, we also incorporate here the most re-
cent constraints on A/H production from ATLAS
and CMS [46], using the same approach as in [11].

3. Analysis of the NUHM2 Parameter
Space

3.1. Scalar Mass Parameters and Renor-
malization

As is well known, in the CMSSM the elec-
troweak vacuum conditions may be used to de-
termine both MA and µ for any fixed values of
m0,m1/2, A0 and tanβ, whereas in the NUHM1
the flexibility in m2

Hu
= m2

Hd
6= m2

0 permits
one to treat either MA or µ as a free parame-
ter, and in the NUHM2 the double flexibility in
m2
Hu
6= m2

Hd
6= m2

0 allows both MA and µ to be
treated as free parameters.

Before discussing our results for the NUHM2,
we briefly review another important difference be-
tween this model and its more constrained rela-
tives. When m2

Hu
6= m2

Hd
, the quantity [47]

S ≡ g21
4

(
m2
Hu −m2

Hd
+ 2
(
m2
Q̃L
−m2

L̃L

− 2m2
ũR

+m2
d̃R

+m2
ẽR

)
+
(
m2
Q̃3L
−m2

L̃3L
− 2m2

t̃R

+m2
b̃R

+m2
τ̃R

))
(1)

is non-zero. In both the CMSSM and NUHM1,
S = 0 and is a fixed point of the RGEs at the
one-loop level and remains zero at any scale [48].
However, in the NUHM2, with m2

Hu
6= m2

Hd
,

S 6= 0 at the GUT scale, as seen in (1), which
can cause the low-energy spectrum to differ sig-
nificantly from that in the CMSSM or NUHM1.
For example, consider the renormalization-group
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equation for the τR mass:

dm2
τ̃R

dt
=

1

8π2
(−4g21M

2
1

+ 2h2τ (m2
L̃3L

+m2
τ̃R

+m2
1 +A2

τ )

+ 4S) . (2)

When S < 0, the evolution of m2
τR receives a pos-

itive contribution as it runs down from the GUT
scale to the electroweak scale. As a result, ensur-
ing a neutralino LSP becomes a generic possibil-
ity even when m2

0 < 0 6. Furthermore, the masses
of left-handed sleptons may run to lighter values
than their right-handed counterparts, allowing for
new co-annihilation channels to regulate the neu-
tralino relic density [22], or larger contributions
to (g − 2)µ.

3.2. Model Parameter Planes

The (m0,m1/2) plane:
We first present results for the (m0,m1/2) plane
shown in Fig. 1. We denote the best-fit point by a
filled green star and the ∆χ2 = 2.30 and 5.99 con-
tours, corresponding approximately to the 68 and
95% CL contours, by solid red and blue contours,
respectively. In the upper left panel of Fig. 1
we also show the best-fit points in the NUHM1
and CMSSM (shaded and open green stars), and
the 68% and 95% CL contours in these models
(dashed and dotted red and blue contours, re-
spectively).

We see that the 68% CL NUHM2 region
in the upper left panel of Fig. 1 extends
in a lobe down to m1/2 ∼ 1000 GeV for

−500 GeV <∼ m0
<∼ 2000 GeV, whereas m0 is

relatively unrestricted for m1/2
>∼ 2500 GeV.

At the 95% CL we find m1/2
>∼ 500 GeV for

m0
>∼ 0. The best-fit point in the NUHM2 has

m0 ∼ −500 GeV and m1/2 ∼ 1800 GeV. The
LHC /ET search with the most impact on the pa-
rameter space is that with jets and zero leptons,
which constrains the NUHM2 parameter space
when m0

<∼ 1000 GeV. As already mentioned, we

6In the NUHM1, the flexibility to allow m2
Hd

= m2
Hu

< 0

with a different value from m2
0 can also affect the running

to ensure a neutralino LSP when m2
0 < 0, but only in a

restricted region when m1/2 is large enough.

have verified previously [30] that this constraint
is essentially independent of the other NUHM2
parameters in the (m0,m1/2) region of interest.
Searches for events with b-jets and/or leptons
have greater sensitivity when m0

>∼ 1500 GeV,
but are important only outside the 95% CL con-
tour, at lower m1/2, so we have not studied in
detail their sensitivity to the model parameters.

In the case of the NUHM1, the range of m0

where low values of m1/2
<∼ 2000 GeV are al-

lowed at the 68% CL (within the dashed red
contour in Fig. 1) is much smaller, being lim-
ited to 200 GeV <∼ m0

<∼ 1000 GeV. The
case of the CMSSM is much more restrictive,
with only a small part of the 68% CL region
(within the dotted red contour in Fig. 1) with
300 GeV <∼ m0

<∼ 1500 GeV appearing when

m1/2
<∼ 1800 GeV. Moreover, in this case at

the 95% CL the largest allowed value of m1/2 ∼
2500 GeV, whereas we observe no upper bound
on m1/2 in either the NUHM1 or the NUHM2.

The dark matter constraint:
The dark matter density constraint is less restric-
tive in the NUHM2 than in the NUHM1 and, par-
ticularly, the CMSSM. In the regions of interest,
the dark matter density is generally brought down
into the range allowed by cosmology through en-
hancement of (co-)annihilation processes due to
particular properties of the spectrum. In the
other panels of Fig. 1 we use different colours
of shading to visualize the impacts of these pro-
cesses, by displaying areas of the 95% CL regions
in the (m0,m1/2) planes where the following con-
ditions are satisfied:

τ̃1 coannihilation (pink) :
mτ̃1
m
χ̃0
1

− 1 < 0.15 ,

A/H funnel (blue) : | MA

2m
χ̃0
1

− 1| < 0.2 ,

χ̃±
1 coannihilation (green) :

m
χ̃
±
1

m
χ̃0
1

− 1 < 0.1 ,

t̃1 coannihilation (grey) :
mt̃1
m
χ̃0
1

− 1 < 0.2 .

each of which is surrounded by a dotted con-
tour. Regions where more than one of these con-
ditions are satisfied are shaded in darker colours.
We have also explored the focus-point criterion
|µ/mχ̃0

1
− 1| < 0.3, and found that it is not rele-
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Figure 1. Upper left: The (m0,m1/2) planes in the NUHM2, CMSSM and NUHM1. The results of the
fit in the NUHM2 are indicated by solid lines and filled green stars, and those of our previous fits to the
CMSSM and NUHM1 by dotted and dashed lines as well as open and shaded green stars, respectively.
In all cases, the red lines denote ∆χ2 = 2.30 (∼ 68% CL) contours, and the blue lines denote ∆χ2 =
5.99 (∼ 95% CL) contours. Upper right: The dominant mechanisms (3) fixing the dark matter density
Ωχh

2 in the CMSSM. Lower left: The same for the NUHM1. Lower right: the same for the NUHM2.
Stau coannihilation regions are shaded pink, rapid A/H annihilation funnel regions are shaded blue, χ̃±

1

coannihilation regions are shaded green, stop coannihilation regions are shaded grey. Regions where more
than one of these conditions are satisfied are shaded in darker colours.

vant in the displayed portions of the (m0,m1/2)
planes. We note that the criteria above are ap-
proximate, being intended only to serve as guides
to the different regions in the (m0,m1/2) planes.

We see in the upper right panel of Fig. 1 that

the low-mass region of the CMSSM is in the
stau coannihilation region [49, 50] (pink shad-
ing) and its high-m0 region (blue shading) is
in the funnel region where the LSPs annihi-
late rapidly through the s-channel heavy Higgs
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resonances A/H [14]. The best-fit CMSSM
point now lies in the stau coannihilation re-
gion: the difference from the low-mass best-fit
point found in [11] is due to using the updated
ATLAS jets + /ET constraint [4]. The current
CMSSM best-fit point is very similar to the pre-
vious local best fit in the low-mass region. We
also see for 1000 GeV <∼ m0

<∼ 2000 GeV and

m1/2
>∼ 2000 GeV (shaded purple) a CMSSM re-

gion where both the stau-coannihilation and fun-
nel criteria are satisfied.

In the NUHM1, as seen in the lower left panel
of Fig. 1 it is possible to satisfy the Ωχh

2 con-
straint for larger values of m1/2 than are possi-
ble in the CMSSM, thanks to the extra degree of
freedom associated with the soft SUSY-breaking
contribution to the Higgs masses. In the low-
mass NUHM1 region, the relic density is again de-
termined by stau coannihilation (pink shading),
whereas at large m0 and m1/2

<∼ 2500 GeV the
rapid annihilation via the A/H funnel (blue shad-
ing) is important. The NUHM1 best-fit point is in
a high-mass region where Ωχh

2 is determined by
coannihilations of nearly-degenerate χ̃0

1, χ̃±
1 and

χ̃0
2 [50, 51] (green shading), since µ � m1/2 and

the LSP is nearly a pure higgsino.
In the case of the NUHM2, all four of the

mechanisms (3) come into play, as we see in the
lower right panel of Fig. 1. As in the cases
of the CMSSM and NUHM1, there are regions
where stau coannihilation (pink), rapid annihi-
lation via A/H bosons (blue) and χ̃±

1 coannihi-
lations (green) are important. We also see two
small bands with (m0,m1/2) ∼ (2000, 600) GeV
where stop coannihilation [52] is important.

Our best-fit point for the NUHM2 has m2
0 < 0

in the pink region where the relic density is fixed
by stau coannihilation. As can be seen in Fig. 2,
the LSP and the lighter stau are indeed very
nearly degenerate at this point, with the other
sleptons only slightly heavier but the other spar-
ticles significantly more massive. Also, MA �
2mχ̃0

1
, so there is no significant enhancement of

LSP annihilations via direct-channel resonances.
We emphasize, however, that the NUHM2 spec-
trum is poorly determined, and that this and
other processes play important roles in other

parts of the NUHM2 parameter space. We find
Mh = 124.8 GeV at the best-fit point.

Other parameter planes:
Fig. 3 displays the (m0, tanβ) plane (left) and
the (tanβ,m1/2) plane (right) in the NUHM2,
CMSSM and NUHM1. In both panels, we see
that a large range 5 <∼ tanβ <∼ 60 is allowed at
the 68% CL (solid red contour) 7. The range of
tanβ within the 68% CL region is restricted to
values <∼ 40 for the lower-mass lobe in Fig. 1

where m0
<∼ 1000 GeV and m1/2

<∼ 2500 GeV.
Once again, we see that the additional freedom
of being able effectively to choose µ and MA

independently allows solutions with the correct
relic density over a wider range of the parameters
m0,m1/2 and tanβ. The region of the (m0, tanβ)

plane with |m0| <∼ 1000 GeV is generally in the
stau coannihilation region, whereas in the region
at larger m0 and tanβ <∼ 40 χ̃±

1 coannihilation is
important. The prominent horizontal lobe in the
left-hand plot at tanβ ∼ 50 is associated with the
A-funnel region.

Fig. 4 displays the (m0,m
2
Hu

) and (m0,m
2
Hd

)
planes of the NUHM2 (left and right panels, re-
spectively). We see again that the best-fit point
has m0 < 0, and that both m2

Hu,d
< 0 are

favoured, with a preference for m2
Hu

< m2
Hd

8.
The reason for this preference can be understood
from (1). To obtain a neutralino LSP, we re-
quire S < 0, which then requires m2

Hu
< m2

Hd
.

In general, stau coannihilation is most important
when m2

Hu
or m2

Hd
<∼ 0, whereas χ̃±

1 coannihila-

tion is more important when m2
Hu

or m2
Hd

>∼ 0.
Fig. 5 displays the (m2

Hu
,m2

Hd
) plane for the

NUHM2, where we see that the best-fit point
has m2

Hu
< m2

Hd
< 0. However, we emphasize

that the global likelihood function is quite flat in
m2
Hu,d

, and the most reliable statement that can

be made is that the quadrant m2
Hu

> 0,m2
Hd

< 0

is the least favoured. When m2
Hu

<∼ 0, stau coan-

nihilation is important for m2
Hd

>∼ m2
Hu

, but the

7We do not show results for tanβ > 60 where the RGE
results are less reliable.
8However, the exact locations of the CL contours near the
best-fit point in the right panel of Fig. 4 are subject to our
sampling restrictions.
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Figure 2. The spectrum at the best-fit point found in our frequentist fit to the NUHM2.
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Figure 3. The (tanβ,m0) and (tanβ,m1/2) planes in the NUHM2, CMSSM and NUHM1. The stars and
contours have the same significations as in Fig. 1.

A/H funnel is important when m2
Hd
∼ m2

Hu
.

When m2
Hu

>∼ 0, χ̃±
1 coannihilation is important

for m2
Hd

>∼ 0 whereas stop coannihilation becomes
important for m2

Hd
< 0.

Fig. 6 displays the (m0, A0) plane (left) and the
(A0,m1/2) plane (right) for the NUHM2. The fit

does not exhibit any overall preference for a sign
of A0. However, we see that negative values of
A0 are generally preferred when m0 and m1/2 are
large, whereas the low-mass lobe in Fig. 1 is gen-
erally associated with positive values of A0

9. This

9We recall that we use the same convention for the sign of
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tendency is driven by the value of Mh measured
at the LHC.

A0 as in [11,30], which is opposite to the convention used
in, e.g., SoftSUSY.

Fig. 7 displays the (MA, tanβ) plane in the
NUHM2 (solid lines), CMSSM (dashed lines) and
NUHM1 (dotted lines). In the NUHM2 we see a
95% CL lower limit on MA that increases from
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significations of the solid lines and filled stars are the same as in Fig. 1.

∼ 200 GeV when tanβ ∼ 5 to 1000 GeV when
tanβ ∼ 50, which is essentially determined by
the H/A→ ττ constraint [46]. The best-fit value
of MA ∼ 2500 GeV, but the global χ2 function is
very flat, and this model parameter is not well de-
termined, and could be as low as 500 GeV at the
68% CL. We find a 95% CL lower limit tanβ >∼ 4,
which is quite insensitive to the value of MA. We
find that χ̃±

1 coannihilation is generally important
for MA

<∼ 2000 GeV, whereas stau coannihilation

is important for MA
>∼ 2000 GeV. The A/H fun-

nel becomes important for MA ∼ 2000 GeV, and
also for tanβ >∼ 50.

3.3. Summary of NUHM2 Global Fit
Table 1 summarizes our results for the our best-

fit points in a global fit to the NUHM2, compared
with fits in the NUHM1 and the CMSSM using
the same post-LHC Run 1 data set. We see that
the total χ2 in the best NUHM2 fit is lowered
by only ∆χ2 = 0.2 from the best NUHM1 fit,
so the extra parameter in the NUHM2 does not
provide a significant advantage. According to the
F-test, there is a 77% chance that the data are

represented better by the NUHM1 than by the
CMSSM, whereas there is only a 28% chance that
the NUHM2 is an improvement on the NUHM1,
and a 78% chance that the NUHM2 represents
the data better than the CMSSM. None of these
can be regarded as significant.

We note that the NUHM2 best-fit value of m0

is small and negative, and that it is accompanied
by values of m2

Hu
and m2

Hd
that are also negative

and larger in magnitude. The best-fit value of
m1/2 in the NUHM2 lies significantly beyond the
direct lower limit from sparticle searches at the
LHC. We also find that a positive value of A0

is preferred, in contrast to the NUHM1 and the
CMSSM which have much larger values of m0 and
m1/2 at their best fit points. That said, we point
out that the likelihood functions are extremely
shallow, and the 68% ranges very large, so the
best fit point should not be over-interpreted.

4. Predictions for Physical Observables

We now turn to the predictions for physical ob-
servables that emerge from our frequentist analy-
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Model χ2/d.o.f. Prob- m0 m1/2 A0 tanβ m2
Hu

m2
Hd

ability (GeV) (GeV) (GeV) ( GeV2) ( GeV2)

CMSSM 35.0/23 5.2% 420 970 3000 14 = m2
0 = m2

0

NUHM1 32.7/22 6.6% 1380 3420 -3140 39 1.33× 107 = m2
Hu

NUHM2 32.5/21 5.2% -490 1730 4930 21 −5.28× 107 −4.03× 107

Table 1
The best-fit points found in global fits in the CMSSM, the NUHM1 and the NUHM2, using the same
experimental constraints (and their theoretical interpretations): the difference in the CMSSM best-fit
from that found in [11] is due to using the updated ATLAS jets + /ET constraint [4]. We note that the
overall likelihood functions in all the models are quite flat, so that the precise locations of the best-fit
points are not very significant, and for this reason we do not quote uncertainties.

sis of the NUHM2 parameter space, and compare
them with corresponding predictions from our
previous analyses of the CMSSM and NUHM1
parameter spaces [11]. Since the CMSSM is a sub-
set of the NUHM1, which is itself a subset of the
NUHM2, χ2|CMSSM ≥ χ2|NUHM1 ≥ χ2|NUHM2 ev-
erywhere. However, this is not immediately visi-
ble in the plots below, in which we plot the differ-
ence ∆χ2 from the minimum value of χ2 in that
model shown in the Table.

4.1. Sparticle Masses
In the left panel of Fig. 8 we display the ∆χ2

function in the NUHM2 (solid line) as a function
of mg̃. We see that mg̃

>∼ 1.5 TeV is preferred,
as was the case in the CMSSM and NUHM1, at
the 95% CL, and that the ∆χ2 function is quite
flat for mg̃

>∼ 2.5 TeV. The lower limit on mg̃ is
mainly due to the ATLAS jets + /ET constraint,
counteracted to some extent by (g−2)µ: the LHC
Mh measurement plays no role. The best-fit point
has mg̃ ∼ 3670 GeV as seen also in Fig. 2. At
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low masses, the ∆χ2 function is similar to that
for the CMSSM (dotted line), and also to the
NUHM1(dashed line) when mg̃

<∼ 2 TeV. Above
this mass, the difference between the ∆χ2 func-
tions for the NUHM2 and the NUHM1 is largest
for 3 TeV <∼ mg̃

<∼ 5 TeV.
The right panel of Fig. 8 displays the ∆χ2 like-

lihood as a function of mq̃R , defined here to be the
average of the spartners of the right-handed com-
ponents of the four lightest quarks. We see that
mq̃

>∼ 1.5 TeV at the 95% CL in the NUHM2,
driven essentially by the ATLAS jets + /ET con-
straint, with a best-fit value mq̃R ∼ 3080 GeV as
seen also in Fig. 2, and that the ∆χ2 function in
this model is very similar to those in the NUHM1
and CMSSM for mq̃R

<∼ 2 TeV. However, the
∆χ2 functions in these models differ quite signif-
icantly for 2 TeV <∼ mq̃R

<∼ 4.5 TeV, reflecting
the fact visible in Fig. 1 that the separation be-
tween the low- and high-mass regions becomes
less pronounced as the Higgs mass universality is
progressively relaxed. This can be traced back to
the broader range of options for bringing the cold
dark matter density into the range preferred by
cosmology.

In the left panel of Fig. 9 we display the ∆χ2

likelihood as a function of mt̃1
. In this case the

lower mass limit is not driven by the ATLAS
jets + /ET search. On the other hand, the ∆χ2

functions for these models are quite different at
both larger and smaller mt̃1

: lower masses are
not so strongly disfavoured in the NUHM2, and
the features found in the NUHM1 and CMSSM
at mt̃1

∼ 1 TeV and ∈ (2, 3) TeV are not found
in the NUHM2, whose ∆χ2 function falls almost
monotonically as mt̃1

increases. This reflects
again the fact that the low- and high-mass regions
are less distinct in the NUHM2. There are also
some stop coannihilation points at low mt̃1

. The
best-fit point has mt̃1

∼ 3420 GeV as seen also in
Fig. 2. The right panel of Fig. 9 displays the ∆χ2

likelihoods in the NUHM2, NUHM1 and CMSSM
as functions of mτ̃1 . At low mass, we see that the
∆χ2 functions are almost identical in the three
models, giving a lower bound mτ̃1

>∼ 300 GeV
at the 95% CL, driven by the ATLAS jets + /ET
search. At higher masses, the structures seen
in the ∆χ2 functions for the NUHM1 (dashed

line) and CMSSM (dotted line) are absent for the
NUHM2, whose ∆χ2 function (solid line) has a
shallow minimum at mτ̃1 ∼ 780 GeV.

The left panel of Fig. 10 displays the depen-
dences of the ∆χ2 functions in the NUHM2,
NUHM1 and CMSSM on MA. We see that the
∆χ2 function for the NUHM2 is quite flat above
∼ 500 GeV, following a steep rise at lower masses
and a 95% CL lower limit MA

>∼ 200 GeV. The
best-fit point has MA ∼ 2470 GeV as seen also
in Fig. 2. The right panel of Fig. 10 displays the
corresponding ∆χ2 function for µ. Like MA, this
extra degree of freedom in the NUHM2 is poorly
constrained by current data.

Fig. 11 displays the ∆χ2 functions for mχ̃0
1

(in the left panel) and mχ̃±
1

(in the right panel)

in the NUHM2, the NUHM1 and the CMSSM.
The ∆χ2 functions for mχ̃0

1
are quite similar

at low masses, being largely driven by the AT-
LAS jets + /ET constraint, and we find that
mχ̃0

1

>∼ 250 GeV at the 95% CL. The ∆χ2 func-
tion in the NUHM2 (solid line) then has a shal-
low minimum for mχ̃0

1
∈ (600, 1000) GeV, with a

best-fit value ∼ 760 GeV. As already mentioned,
the NUHM2 best-fit point is in the stau coanni-
hilation region, with mτ̃1 −mχ̃0

1
∼ 18 GeV and

the other sleptons slightly heavier, as also seen in
Fig. 2. In the case ofmχ̃±

1
, the NUHM2 ∆χ2 func-

tion has a 95% CL lower bound >∼ 500 GeV and
a shallow minimum for mχ̃±

1
∈ (1000, 1500) GeV

and a best-fit value ∼ 1430 GeV as also seen
in Fig. 2. The extra degree of freedom in the
NUHM2 compared to the NUHM1 does not relax
significantly the lower bounds on the χ̃±

1 and χ̃0
1

masses.
The left panel of Fig. 12 displays the ∆χ2

functions for Rµµ (defined here as BR(Bs →
µ+µ−)/BR(Bs → µ+µ−)SM ) in the NUHM2,
NUHM1 and CMSSM. We see that they are al-
most identical, and that all three models allow no
scope for Rµµ to fall significantly below the SM
value within the 95% confidence level range. For
Rµµ above the Standard Model value, the ∆χ2

functions all rise in the same way as the contribu-
tion from the experimental constraint onRµµ (red
line), implying that the other constraints do not
impose significant constraints on Rµµ above the
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Figure 8. The ∆χ2 likelihood function in the NUHM2 (solid line) as a function of mg̃ (left panel) and
mq̃R (right panel). The dotted (dashed) lines are for the corresponding fits in the CMSSM and NUHM1,
respectively.
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Figure 9. As in Fig. 8, for mt̃1
(left panel) and for mτ̃1 (right panel).

Standard Model value. The fact that the CMSSM
appears to have slightly larger freedom for Rµµ is
related to the fact the total χ2 is larger than in the
other models. Shifting the CMSSM curve in the
right panel of Fig. 12 to account for that differ-
ence, the CMSSM region would be fully contained
in the NUHM1,2 regions, as expected because of
the stronger restrictions in the CMSSM.

4.2. The Anomalous Magnetic Moment of
the Muon

The right panel of Fig. 12 displays the ∆χ2

functions for the difference from the SM: ∆
(
g−2
2

)
in the NUHM2, NUHM1 and CMSSM, as blue
solid, dashed and dotted lines, respectively. Also
shown, as a solid red line, is the (g − 2)µ con-
tribution to the χ2 function. As is well known,
the other constraints, principally those from the
LHC, do not allow a large SUSY contribution
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Figure 10. As in Fig. 8, for MA (left panel) and for µ (right panel).
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Figure 11. As in Fig. 8, for mχ̃0
1

(left panel) and for mχ̃±
1

(right panel).

to (g − 2)µ within the NUHM1 (dashed line) or
the CMSSM (dotted line). We find that in the
NUHM2 the most important role is played by the
LHC Mh measurement. As we also see in the
right panel of Fig. 12, there is significantly more
flexibility in the NUHM2 contribution to (g−2)µ
(solid line). However, even in this case the model
is unable to reduce the discrepancy between the
theoretical prediction and the central experimen-
tal value much below the ∆χ2 ∼ 9 level. A re-
duction of the minimum value of the global χ2

function w.r.t. the SM [11] is found at the level

of ∆χ2 ∼ 4.0, with a best-fit value of ∆
(
g−2
2

)
=

3.4× 10−10. Comparing with the NUHM1 (best-
fit value ∆

(
g−2
2

)
= 1.0 × 10−10), we find a re-

duction in the (g− 2)µ contribution to the global
χ2 function at the best-fit point by ∼ 1.6, that
is largely compensated by a net increase in the
contributions of other observables, including the
electroweak precision measurements. The best-fit
value in the CMSSM is ∆

(
g−2
2

)
= 2.8 × 10−10,

with a total χ2 higher than in the NUHM2 by 2.5.
As seen in Fig. 11, in the low-mass regions the
∆χ2 functions formχ̃0

1
(in the left panel) andmχ̃±

1
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Figure 12. As in Fig. 8, for Rµµ (left panel) and for ∆
(
g−2
2

)
(right panel). In each panel, we display

separately as a red line the contribution of that individual observable to the global χ2 functions.

(in the right panel) in the NUHM2, the NUHM1
and the CMSSM are not very different. Going
to lower mass, as would be needed for a further
reduction in the (g − 2)µ discrepancy, is strongly
penalized by the direct LHC searches for sparti-
cles.

4.3. Direct Dark Matter Detection
The left panel of Fig. 13 displays the (mχ̃0

1
, σSI
p )

plane, where σSI
p is the spin-independent LSP-

proton scattering cross-section, including the
best-fit points and the 68% and 95% CL contours
in the NUHM2, NUHM1 and CMSSM. Our com-
putation of σSI

p follows the procedure described
in [11], and we have once again adopted for the
π-nucleon σ term the value ΣπN = 50 ± 7 MeV.
In addition to the model results, we also dis-
play the 90% CL upper limits on σSI

p given by
the XENON100 and LUX experiments [26, 27],
and the level of the atmospheric neutrino back-
ground [54]. As we see in the right panel of
Fig. 13, in the CMSSM the ∆χ2 function is rel-
atively flat for 10−47 cm2 <∼ σSI

p
<∼ 10−45 cm2.

On the other hand, in the case of the NUHM1,
values of σSI

p ∼ 10−48 cm2 are only slightly dis-

favoured relative to the best-fit value of σSI
p ∼

10−45 cm2, with intermediate values somewhat
disfavoured. In the case of the NUHM2, val-
ues of σSI

p ∼ 4 × 10−49 cm2, within the range

where the atmospheric neutrino background dom-
inates, are slightly favoured relative to the range
σSI
p ∼ 10−45 cm2. In all the three models, the

steep rise in the ∆χ2 function at low values of σSI
p

is due to the contribution from Higgs exchange
via the small Higgsino component in the χ̃0

1.

5. Summary and Conclusions

In this paper we have presented the results of a
frequentist global fit of the NUHM2 model. Pre-
vious analyses of the CMSSM and NUHM1 mod-
els [11] have shown those models to be very con-
strained by available data. One might have won-
dered whether the extra degrees of freedom in the
Higgs sector in the NUHM2 scenario would alle-
viate this tension, but we found that this was not
the case.

Our fit employed ∼ 4 × 108 points in the
NUHM2 parameter space, and we paid particular
attention to the part of the NUHM2 parameter
space where m2

0 < 0. Applying the LHC con-
straints on jets + /ET to the NUHM1,2 (and espe-
cially to m2

0 < 0) required an extrapolation from
the published results, which we previously vali-
dated for 7 TeV limits using an implementation
of the Delphes collider detector simulation code
set to emulate the ATLAS detector.

The minimum value of χ2/dof was 32.5/21, to
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Figure 13. Left panel: The (mχ̃0
1
, σSI
p ) plane in the NUHM2, with results in the CMSSM and NUHM1

shown for comparison. The star and contours have the same significations as in Fig. 1. Also shown are
the 90% CL upper limits on σSI

p from the XENON100 [26] and LUX [27] experiments (green and black
lines, respectively), and the calculated atmospheric neutrino background level from [54] (orange dashed
line). Right panel: The ∆χ2 functions for σSI

p in the CMSSM, NUHM1 and NUHM2.

be compared with the values χ2/dof ∼ 32.7/22
and 35.0/23 found in our previous analyses of the
NUHM1 and CMSSM, respectively. We found
that ranges of m2

Hu
< m2

Hd
< m2

0 < 0 are
favoured. We find similar tension between (g−2)µ
and the LHC Higgs and jets + /ET constraints in
the NUHM2 as in the NUHM1 and CMSSM. The
best-fit values of mg̃ and mq̃R in the NUHM2 are
∼ 3 TeV, with χ2 functions that are quite flat for
masses >∼ 2 TeV. The freedom effectively to vary
µ and MA in the NUHM2 does not suffice to pro-
vide a better fit to (g − 2)µ and suggests that if
this anomaly persists then some non-universality
among the SUSY-breaking scalar masses may be
required.

On the one hand, it is encouraging that the re-
sults of this NUHM2 analysis are relatively simi-
lar to those found previously for the NUHM1 and
the CMSSM, suggesting that the type of frequen-
tist analysis presented here is robust with respect
to simple expansions of the CMSSM parameter
space. On the other hand, this analysis suggests

that it would be interesting to study models in
which the GUT universality assumptions are fur-
ther relaxed, with a corresponding increase in the
number of parameters. Such models may offer
the prospect of a significant reduction in χ2 if
they can relax the tension between (g − 2)µ and
the LHC constraints. Similarly, models based on
a phenomenological definition of low-energy soft
supersymmetry-breaking parameters, variants of
the pMSSM [55], may also ameliorate the tension.
This may offer another path of extension beyond
the well-studied CMSSM, NUHM1 and NUHM2
scenarios.
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