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Abstract. With over ten years in production use dCache data storage system has evolved to
match ever changing lansdcape of continually evolving storage technologies with new solutions to
both existing problems and new challenges. In this paper, we present three areas of innovation in
dCache: providing efficient access to data with NFS v4.1 pNFS, adoption of CDMI and WebDAV
as an alternative to SRM for managing data, and integration with alternative authentication
mechanisms.

1. Introduction
dCache[1] is a Free/Open-Source system that supports storing and retrieving large volumes of
data by aggregating the capacity of many servers in a scalable fashion. It provides fast access to
this data and scales to many petabytes of storage[2][3][4][5]. dCache offers a number of advanced
features like transparent access to tertiary storage systems (including several tape systems), file
replication (for resilience and increased performance), hot-spot detection and mitigation and file
integrity checking[6].

As dCache is freely available, it is difficult to know exactly how many dCache instances are
in use. For WLCG there are around 80 dCache clusters spread over some 60 sites throughout
the world[7]. Although dCache is most heavily used in HEP[8][9], sites are increasingly offering
dCache storage to non-HEP users[10][11]. This is possible because of dCache’s strong emphasis
on standards-compliance so that, in addition to HEP-specific protocols, dCache also supports
the NFS v4.1/pNFS[12], HTTP/WebDAV[13] and FTP[5] protocols.

This paper describes some of the recent changes in dCache that have been introduced to meet
requirements of increasingly diverse dCache user-communities and how these changes are being
adopted by HEP users. It will focus on three main areas: managing storage, data analysis and
new ways of authentication. The remainder of the paper is structured to follow these topics
with a section on CDMI and then by sections on NFS and authentication.

2. CDMI and cloud storage
At the current time, WLCG manages about 246 PiB of data spread over some 230 sites running
a variety of storage systems[7]. Managing data spread over many distinct storage systems is a
formidable task and is only possible if sites present their storage capacity in a standard fashion.
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Currently, the standard approach for accessing storage is the SRM v2.2 protocol[14].
Although SRM has been standardised through the Open Grid Forum (OGF)[15], it has had
poor uptake outside the HEP community. Moreover, there are several technical and perceived
problems with the protocol that are leading the WLCG community to look for alternative
approaches, such as WebDAV[16].

WebDAV supports basic management operations, such as renaming and deleting files, but
lacks many of the management functions and concepts that are currently used by WLCG.
The industry storage standardisation body SNIA has developed the Cloud Data Management
Interface (CDMI) protocol[17]. CDMI covers many more of the features needed by WLCG, plus
it brings a number of new features that may prove useful[18].

It should be noted that WebDAV allows for simple metadata attached to files and directories.
Many of the missing SRM features could be supported by profiling metadata values; for example,
properties could describe a file: which pins are active, its access-latency, retention policy and
locality. Although such a profile would be outside the specification, a sufficiently standards-
complaint clients would be able to interact with storage systems.

2.1. Advanced features of CDMI
In addition to providing features similar to SRM, CDMI includes a number of innovations that
may prove useful to the HEP community.

CDMI can expose storage as block-storage, file-storage and object-storage. The file-storage
is broadly analogous to SRM and WebDAV. The object-storage provides a mechanism to store
data with a single, system-supplied unique ID as a reference. Stored files must be registered in
some central catalogue if they are to be used by others. Once registered, the local filename is
redundant; indeed, in some cases, the path is auto-generated. Using an object-store removes the
need to auto-generate a unique path and simplifies the client and management operations.

CDMI protocol allows the client to store an arbitrary JSON object as metadata against
either a file or directory. A CDMI client can then query or update some arbitrary subset of
a file’s stored metadata. The protocol also supports the possibility of searching for files that
match metadata criteria. Information currently stored in the path could be stored in the file’s
metadata, allowing the storage system to optimise data distribution by using this data to predict
likely access patterns. Physics metadata could also be stored in file metadata[19][20]. This would
allow jobs to query the storage system for data matching physics predicates[21], thus avoiding
the overhead of opening files that the job is not interested in.

2.2. dCache support for CDMI
At the time of writing, the dCache team has a prototype implementation of CDMI providing
roughly the same level of support as WebDAV, which we anticipate releasing in early 2014.

After the basic support has been released, work will switch to support for storing and fetching
user-defined metadata, initially to allow photon science workflows that require storing both data
and the associated metadata[22].

Once this work is completed, more advanced features will be introduced, such as querying
for files that satisfy metadata predicates and allowing storing and receiving data via the object
store functions.

3. NFS in HEP
The requirements for storing data in HEP has always been challenging[23]. Simply adding
more storage to a single server does not scale as certain resources (RAID controller, internal
bandwidth, network adaptors) cannot scale indefinitely. To provide storage resources beyond
such limitations, multiple servers must be used.
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Until recently, the readily available solutions that supported multiple servers provided a single
front-end node that mediated access. While functional, this approach prevents storage systems
from scaling to the levels demanded by HEP-scale data analysis.

The approach taken by HEP has been to allow direct data transfers between the end client
machine and the server node storing the file’s data. Various protocols were developed to support
this model: DCAP, rfio, rootd and later xrootd. Such protocols have remained non-standard
and proprietary, typically implemented by a single storage system or library. Extensions to FTP
that allow direct transfers have been developed and standardised[5] but their use outside HEP
remains limited.

The first minor version update of NFS v4[24] introduced an optional feature called pNFS.
The pNFS extension allows an NFS client to read and write data directly from servers other
than the one mounted. In essence, pNFS should provide the same performance profiles as the
HEP-specific protocols, but in a standards-based protocol.

It is worth emphasising the benefits of adopting NFS as a basic protocol. Although dCache
supports HEP-specific protocols, such as DCAP and xrootd[25], the clients of such protocols
receive support only from a small community of developers. These developers lack the resoures
to optimise usage with the analysis platform. For example, no HEP-specific protocol has support
in the Linux kernel; instead, shims or work-arounds are used, such as pre-load libraries[26] or
FUSE plugins[27]. Other potential solutions (such as Lustre[28], GPFS[29] and Ceph[30]) exist
but are not widely deployed within WLCG, so not considered by this paper.

3.1. Current status
DESY, as the dCache partner most strongly involved with NFS development, has been building
up operational experience with dCache NFS servers over several years[31]. The photon-science
community requires the ability to store data through a mounted filesystem, which dCache NFS
provides and has been in production for over two years. The analysis software for the Belle II
experiment also requires a mounted filesystem and has been using NFS access to dCache for
over one year.

Since the WLCG worker-nodes have been upgraded to Scientific-Linux 6, it has been possible
to mount dCache on these machines. DESY grid cluster[11] worker-nodes can run some 7,700
jobs in parallel. This is a far greater load than any dCache NFS server has been exposed to, so
we wanted to roll out NFS support slowly to gain experience and watch for problems.

The first stage involved mounting dCache on a single worker-node and updating the CMS
Trivial File Catalogue[32] so that any CMS job landing on this node uses NFS for reading.
The worker-node continued to receive a mixture of CMS and non-CMS jobs. This allowed the
verification that non-CMS jobs were unaffected by the NFS mount and any concurrent CMS
jobs that access files through NFS. This deployment was run for 10 days during which CMS and
non-CMS jobs continued to function well on this node.

The second stage involved increasing the number of selected worker-nodes to 60 (roughly
1,000 job-slots). In addition to testing dCache at a higher load, the increased number of worker-
nodes allowed us to gather better statistics to compare NFS and DCAP performance. For this
comparison, a subset of unmodified worker-nodes was selected with hardware and number of
job-slots similar to those with NFS mounts. The job efficiency (CPU- to wall-clock ratio) for
CMS and ATLAS jobs was collected and compared for various kinds of jobs. This has the
advantage of checking real-world behaviour (rather than some synthesised benchmark) but with
the disadvantages of being neither reproducible nor under our control.

The preliminary results are shown in Figure 1. The usage of protocols (excluding GridFTP)
for the NFS-mounted worker-nodes is shown in Figure 1a with the effect of editing the Trivial
File Catalogue clearly visible. The remaining plots are generated from jobs running on three
days (2013-10-08 to 2013-10-10, when NFS was heavily used) and compare the efficiency for jobs
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Figure 1: Preliminary NFS performance results. (a) shows the effect of changing the Trivial File
Catalog; (b) to (i) show the job efficiency for different groups of jobs with values normalised so
the area is 1.
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(i) Jobs from another CMS user

for the two sets of worker-nodes. The graphs are normalised so the area under each curve is 1.
Although the results are preliminary and require further analysis to detect possible systematic

errors from selection effects, early results seem promising. There are two points worth noting:
some ATLAS jobs appear to show some deviation (see Figures 1c and 1f) and some specific
user-submitted jobs appear to show a strong decrease in performance when using NFS (see
Figure 1h). Further data and analysis is needed to clarify whether these effects are real, or
whether they are instead some statistical fluctuation or artefact of our analysis.

During testing a race condition in dCache (the pool service) was discovered which resulted
in an incorrect response from the pool when under heavy load. The client (the worker-node)
then attempted to recover from this, but did so in a way that dCache did not expect, namely,
by making alternate OPEN requests to the NFS server and READ requests to the pool node in
a tight loop, which was processed at ∼120 Hz. As each open file requires the NFS server to use
some memory, after ∼40 hours and with some ∼17,000,000 concurrent open files, the NFS server
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ran out of memory, died and was automatically restarted. It is worth noting that the cluster
survived this restart and recovered completely automatically. Although some jobs (∼100) failed,
other jobs and all subsequent jobs were unaffected by the restart.

The experience gained from this problem resulted in fixing a bug in dCache and modifying
dCache to be more robust against such client activity. The CMS dCache cluster at DESY will
be updated with these changes at the next scheduled downtime to allow further testing.

Previous analysis[12] suggests that NFS should out-perform DCAP for HEP analysis. While
the initial results are encouraging, they do not reflect this anticipated enhanced performance.
We will investigate this discrepancy and invest effort into improving the NFS performance, based
on our real-world experience.

However, assuming there are no “show stoppers”, DESY plans to update all CMS jobs to use
only NFS for reading by the end of 2013. Once this is achieved, DESY will look at migrating
other VOs running at DESY to use NFS and support other dCache sites that want to transition
to using NFS.

4. Authentication
Traditionally, authentication has been closely associated with the service that uses the
information gathered through authentication: typically users will present a user-name
and password when they log into some service. There are several alternative methods
of authentication (for example, two-factor authentication, one-time passwords, asymmetric
encryption), but these do not alter the requirement to identify oneself with the service.

With the arrival of single-sign-on services, such as Kerberos[33], responsibility for
authentication becomes somewhat blurred: the service with which the user authenticates, the
Key Distribution Centre (KDC), issues a token that is then used, transparently, when interacting
with a service. A strong trust relationship exists between the server providing a reliable and
secure service and the KDC as the server now also depends on the KDC functioning correctly.

Within WLCG, a solution is needed to allow users to authenticate with services in many
institutes. This requires the same trust relationship to exist between the service and the institute
that issued the user’s credential. The IGTF[34] is successful in establishing this trust, providing
a world-wide set of trusted Certificate Authorities (CAs).

Users new to grid computing often experience problems in acquiring an X.509 certificate, as
the CA must vet the users identity. For new communities, it is harder as they often have no
access to an IGTF-accredited CA and establishing a new CA is prohibitively expensive.

However, often this overhead is unnecessary as the user’s home institute has already vetted
the user with at least the same level of scrutiny as IGTF-membership requires. Because of this,
several projects have appeared that allow the user to obtain their certificate by authenticating
against their home institute[35]. While this is an improvement, it still requires the use of X.509
certificates. This is problematic as most software does not make handling X.509 easy for the
user.

LSDMA[36] (Large Scale Data Management and Analysis) is a project funded by the German
government to link research of the Helmholtz Association of research centres in Germany with
community specific Data Life Cycle Laboratories (DLCL). The DLCLs work in close cooperation
with scientists and they process, manage and analyse data during its whole life cycle. The
joint research and development activities in the DLCLs lead to community-specific tools and
mechanisms. The DLCLs are complemented with a Data Services Integration Team (DSIT). This
provides generic technologies and infrastructures for multi-community use, based on research and
development in the areas of data management, data access and security, storage technologies
and data preservation.

dCache, as major partner within the LSDMA DSIT team, is working on solving these
authentication problems through authenticating via SAML. This is non-trivial as almost all
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SAML usage has been for web-driven activity while most data transfers are not initiated by a
web-browser.

Within DSIT, the plan is to establish a federation of Identity Providers (IdPs) for Germany:
LSDMA-AAI. This federation is similar to the existing DFN federation (DFN-AAI)[37] and we
anticipate LSDMA-AAI becoming part of DFN-AAI in the future. The initial work will be
on providing web-portals that allow a user to authenticate via SAML. An X.509 credential is
built from that information, which is used when authenticating with data servers. This follows
existing work in this direction[38].

Group-membership is a common concern across many projects as often it is desired to
authorise some operation based on that user’s group membership. A common group-membership
service will be run within Germany to allow services to discover group membership of a user.

Later, support in dCache for certain transfer protocols (e.g., FTP and NFS) will be updated
to allow direct SAML-based authentication. This will allow clients to access their data directly
without a web-portal using their home institute credentials in a secure fashion.

5. Conclusion
We have shown that dCache continues to focus on standards-compliance, which will allow new
communities to more easily adopt dCache services. Existing dCache sites have started moving
existing users over to these standards to better support them, reduce the site’s support load and
to improve performance by benefiting from other’s work.

By expanding into new scientific user base (for example, through dCache’s participation in
LSDMA) and solving the storage requirements of new user-groups, dCache continues to evolve.
This keeps dCache at the forefront of managed storage for scientific users.

The new abilities introduced into dCache, backed by standards, allow both existing and new
HEP communities to push for the most efficient usage of storage by removing barriers and
enabling scientists to best extract meaning from their collected data.
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