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14LPSC, Université Joseph Fourier Grenoble 1, CNRS/IN2P3,
Institut National Polytechnique de Grenoble, Grenoble, France

15CPPM, Aix-Marseille Université, CNRS/IN2P3, Marseille, France
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We present a direct measurement of the mass difference between top and antitop quarks (∆m) in lepton+jets
tt̄ final states using the “matrix element” method. The purity of the lepton+jets sample is enhanced for tt̄ events
by identifying at least one of the jet as originating from a b quark. The analyzed data correspond to 3.6 fb−1 of
pp̄ collisions at

√
s = 1.96 TeV acquired by D0 in Run II of the Fermilab Tevatron Collider. The combination

of the e+jets and µ+jets channels yields ∆m = 0.8± 1.8 (stat)± 0.5 (syst) GeV, which is in agreement with
the standard model expectation of no mass difference.

PACS numbers: 14.65.Ha

I. INTRODUCTION1

The standard model (SM) is a local gauge-invariant quan-2

tum field theory (QFT), with invariance under charge, parity,3

and time reversal (CPT ) providing one of its most fundamen-4

tal principles [1–4], which also constrains the SM [5]. In5

fact, any Lorentz-invariant local QFT must conserve CPT [6].6

A difference in the mass of a particle and its antiparticle7

would constitute a violation of CPT invariance. This issue has8

been tested extensively for many elementary particles of the9

SM [7]. Quarks, however, carry color charge, and therefore10

are not observed directly, but must first hadronize via quan-11

tum chromodynamic (QCD) processes into jets of colorless12

particles. These hadronization products reflect properties of13

the initially produced quarks, such as their masses, electric14

charges, and spin states. Except for the top quark, the time15

scale for hadronization of quarks is orders of magnitude less16

than for electroweak decay, thereby favoring the formation of17

QCD-bound hadronic states before decay. This introduces a18

significant dependence of the mass of a quark on the model of19

QCD binding and evolution. In contrast to other quarks, no20

bound states are formed before decay of produced top quarks,21

thereby providing a unique opportunity to measure directly22

the mass difference between a quark and its antiquark [8].23

In proton-antiproton collisions at the Fermilab Tevatron24

Collider, top quarks are produced in tt̄ pairs via the strong25

interaction, or singly via the electroweak interaction. In the26

SM, the top quark decays almost exclusively into a W boson27

∗with visitors from aAugustana College, Sioux Falls, SD, USA, bThe Univer-
sity of Liverpool, Liverpool, UK, cSLAC, Menlo Park, CA, USA, dUniversity
College London, London, UK, eCentro de Investigacion en Computacion -
IPN, Mexico City, Mexico, f ECFM, Universidad Autonoma de Sinaloa, Cu-
liacán, Mexico, and gUniversität Bern, Bern, Switzerland. ‡Deceased.

and a b quark. The topology of a tt̄ event is therefore deter-28

mined by the subsequent decays of the W bosons. The world’s29

most precise top quark mass measurements are performed in30

the lepton+jets (`+jets) channels, which are characterized by31

the presence of one isolated energetic electron or muon from32

one W → `ν decay, an imbalance in transverse momentum33

relative to the beam axis from the escaping neutrino, and four34

or more jets from the evolution of the two b quarks and the35

two quarks from the second W → qq̄′ decay.36

The top quark was discovered [9, 10] in proton-antiproton37

collision data at a center of mass energy of
√

s = 1.8 TeV in38

Run I of the Tevatron. After an upgrade to a higher center39

of mass energy of
√

s = 1.96 TeV and higher luminosities,40

Run II of the Tevatron commenced in 2001. Since then, a41

large sample of tt̄ events has been collected, yielding precision42

measurements of various SM parameters such as the mass of43

the top quark, which has been determined to an accuracy of44

about 0.6% or mtop ≡ 1
2 (mt + mt̄) = 173.3± 1.1 GeV [11],45

where mt (mt̄) is the mass of the top (antitop) quark.46

The D0 Collaboration published the first measurement of47

the top-antitop quark mass difference, ∆m ≡ mt −mt̄ , using48

1 fb−1 of Run II integrated luminosity [12]. Our new measure-49

ment, presented here, employs the same matrix element (ME)50

technique [13, 14], suggested initially by Kondo et al. [15–51

17], and developed to its current form by D0 [18]. Our previ-52

ous study measured a mass difference53

∆m = 3.8±3.4(stat.)±1.2(syst.) GeV.

Recently, CDF has also measured ∆m [19] based on 5.6 fb−1
54
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of Run II data, using a template technique, and found55

∆m =−3.3±1.4(stat.)±1.0(syst.) GeV.

In this paper, we extend our first measurement of ∆m us-56

ing an additional 2.6 fb−1 of Run II integrated luminosity, and57

combining our two results. We also re-examine the uncer-58

tainties from the modeling of signal processes and of the re-59

sponse of the detector. Moreover, we consider additional sys-60

tematic uncertainties from modeling the response of the de-61

tector. Most important is a possible presence of asymmetries62

in the calorimeter response to b and b̄-quark jets, which we re-63

evaluate using a purely data-driven method. We also consider64

for the first time a bias from asymmetries in response to c and65

c̄-quark jets.66

This paper is arranged as follows: after a brief descripton of67

the D0 detector in Sec. II, we review the event selection and68

reconstruction in Sec. III. In Sec. IV, we define the samples of69

Monte Carlo (MC) events used in the analysis. The extraction70

of the top-antitop quark mass difference using the ME tech-71

nique is then briefly reviewed in Sec. V. The calibration of this72

technique, based on MC events, and the measurement of the73

mass difference in 2.6 fb−1 of Run II integrated luminosity are74

presented in Sec. VI. The evaluation of systematic uncertain-75

ties and cross checks are discussed in Sec. VII and VII C, re-76

spectively. Finally, the combination of the measurements for77

the 2.6 fb−1 and 1 fb−1 data samples is presented in Sec. VIII.78

II. THE D0 DETECTOR79

The D0 detector has a central-tracking system, calorimetry,80

and a muon system. The central-tracking system consists of81

a silicon microstrip tracker (SMT) and a central fiber tracker82

(CFT), both located within a 1.9 T superconducting solenoidal83

magnet [20–22], with designs optimized for tracking and ver-84

texing at pseudorapidities |η | < 3 [23]. The SMT can re-85

construct the pp̄ interaction vertex (PV) with a precision of86

about 40 µm in the plane transverse to the beam direction and87

determine the impact parameter of any track relative to the88

PV [24] with a precision between 20 and 50 µm, depending89

on the number of hits in the SMT. These are are the key ele-90

ments to lifetime-based b-quark jet tagging. The liquid-argon91

and uranium sampling calorimeter has a central section (CC)92

covering pseudorapidities |η |. 1.1 and two end calorimeters93

(EC) that extend coverage to |η | ≈ 4.2, with all three housed94

in separate cryostats [20, 25]. Central and forward preshower95

detectors are positioned just before the CC and EC. An outer96

muon system, at |η |< 2, consists of a layer of tracking detec-97

tors and scintillation trigger counters in front of 1.8 T toroids,98

followed by two similar layers after the toroids [26]. The lu-99

minosity is calculated from the rate of pp̄ inelastic collisions100

measured with plastic scintillator arrays, which are located in101

front of the EC cryostats. The trigger and data acquisition102

systems are designed to accommodate the high instantaneous103

luminosities of Run II [27].104

III. EVENT SELECTION105

In this new measurement of ∆m, we analyze data corre-106

sponding to an integrated luminosity of about 2.6fb−1 for both107

the e+jets and µ+jets channels.108

Candidate tt̄ events are required to pass an isolated ener-109

getic lepton trigger or a lepton+jet(s) trigger. These events110

are enriched in tt̄ content by requiring exactly four jets re-111

constructed using the Run II cone algorithm [28] with cone112

radius ∆R ≡
√

(∆η)2 +(∆φ)2 = 0.5, transverse momenta113

pT > 20 GeV, and pseudorapidities |η | < 2.5. The jet of114

highest transverse momentum in a given event must have115

pT > 40 GeV. Furthermore, we require exactly one isolated116

electron with pT > 20 GeV and |η |< 1.1, or exactly one iso-117

lated muon with pT > 20 GeV and |η | < 2.0. The leptons118

must originate within 1 cm of the PV in the coordinate along119

the beamline. Events containing an additional isolated lep-120

ton (either e or µ) with pT > 15 GeV are rejected. Lepton121

isolation criteria are based on calorimetric and tracking infor-122

mation along with object identification criteria, as described123

in Ref. [29]. The positively (negatively) charged leptons are124

used to tag the top (antitop) quark in a given event. To reduce125

instrumental effects that can cause charge-dependent asym-126

metries in the lepton momentum scale, the polarity of the127

solenoidal magnetic field is routinely reversed, splitting the128

total data into two samples of approximately equal size. The129

PV must have at least three associated tracks and lie within the130

fiducial region of the SMT. At least one neutrino is expected131

in the `+jets final state; hence, an imbalance in transverse132

momentum (defined as the opposite of the vector sum of the133

transverse energies in each calorimeter cell, corrected for the134

energy carried by identified muons and energy added or sub-135

tracted due to the jet energy scale calibration described be-136

low) of p/T > 20 GeV (25 GeV) must be present in the e+jets137

(µ+jets) channel. These kinematic selections are summarized138

in Table 1.139

To reduce the contribution of multijet production (MJ) in140

the e+ jets channel, ∆φ(e, p/T ) > 2.2− p/T × 0.045 GeV−1
141

is required for the azimuthal difference ∆φ(e, p/T ) = |φe −142

φp/T | between the electron and the direction of p/T . Like-143

wise, ∆φ(µ , p/T ) > 2.1− p/T × 0.035 GeV−1 is required in144

the µ +jets channel. Jets from b quarks are identified by a145

neural-network-based b-tagging algorithm [30], which com-146

bines variables that characterize properties of secondary ver-147

tices and tracks within the jet that have large impact parame-148

ters relative to the PV. Typically, its efficiency for b-quark jets149

is about 65%, while the probability for misidentifying u, d,150

s-quark and gluon jets as b jets is about 3%. To increase tt̄151

purity, and to reduce the number of combinatoric possibilities152

for assigning jets to tt̄ decay products, we require at least one153

b-tagged jet to be present in the events used to measure ∆m.154

After all acceptance requirements, a data sample of 312155

(303) events is selected in the e+jets (µ+jets) channel. As156

discussed above, each of those samples is split according to157

lepton charge. In the e+jets channel, 174 (138) events have158

a positive (negative) lepton in the final state. Likewise, the159

µ+jets sample is split to subsets of 145 and 158 events.160
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TABLE 1: A summary of kinematic event selections applied.

Exactly 1 charged lepton pT > 20 GeV |η |< 1.1 (e)
pT > 20 GeV |η |< 2.0 (µ)

Exactly 4 jets pT > 20 GeV |η |< 2.5
Jet of highest pT pT > 40 GeV |η |< 2.5

Imbalance in transverse momentum p/T > 20 GeV (e+jets)
p/T > 25 GeV (µ+jets)

IV. MONTE CARLO SIMULATION161

Large samples of simulated MC events are used to de-162

termine the resolution of the detector and to calibrate the163

∆m measurement as well as the statistical sensitivity of the164

method. After simulation of the hard scattering part of the in-165

teraction and parton shower corrections, MC events are passed166

through a detailed detector simulation based on GEANT [31],167

overlaid with data collected from a random subsample of168

beam crossings to model the effects of noise and multiple in-169

teractions, and reconstructed using the same algorithms that170

are used for data. Although the fraction of signal events, f , is171

fitted in the analysis, we also cross check that the entire data172

sample is described adequately by the simulations.173

A. Monte Carlo samples for signal174

Simulated tt̄ events with different mt and mt̄ are required to175

calibrate the ∆m measurement. We use the PYTHIA genera-176

tor [32], version 6.413, to model the tt̄ signal. This generator177

models the Breit-Wigner shape of the invariant mass distribu-178

tion of t and t̄ quarks, whose correct description is important179

for the ∆m measurement.180

In the standard PYTHIA, it is not possible to generate tt̄181

events with different masses mt and mt̄ . Therefore, we modify182

the PYTHIA program to provide signal events with mt 6= mt̄ .183

In applying these modifications, we adjust the description of184

all quantities that depend on the two masses, for example, the185

respective decay widths Γt and Γt̄ . Technical details of this186

implementation can be found in Appendix I.187

We generate tt̄ events using the CTEQ6L1 parton distribu-188

tion function set (PDF) [33] at the momentum transfer scale189

Q2 = (pscat
T )2 + 1

2

{
P2

1 +P2
2 +m2

t +m2
t̄

}
, where pscat

T is the190

transverse momentum for the hard scattering process, and Pi191

is the four-momentum of the incoming parton i. For mt = mt̄ ,192

the expression used for Q2 is identical to that in the standard193

PYTHIA. All other steps in the event simulation process aside194

from the generation of the hard-scattering process, e.g., the195

modeling of the detector response, are unchanged from the196

standard PYTHIA.197

We check our modified PYTHIA version against the orig-198

inal by comparing large samples of simulated tt̄ events for199

(mt ,mt̄) = (170 GeV, 170 GeV), at both the parton and re-200

construction levels, and find full consistency.201

The tt̄ samples are generated at fourteen combinations of202

top and antitop quark masses (mt ,mt̄), which form a grid203

spaced at 5 GeV intervals between (165 GeV, 165 GeV) and204

(180 GeV, 180 GeV), excluding the two extreme points at205

(165 GeV, 180 GeV) and (180 GeV, 165 GeV). The four206

points with mt = mt̄ are generated with the standard PYTHIA,207

whereas all others use our modified version of the generator.208

B. Monte Carlo and other simulations of background209

The dominant background to tt̄ decays into `+ jets final210

states is from the electroweak production of a W boson in211

association with jets from gluon radiation. We simulate the212

hard scattering part of this process using the ALPGEN MC pro-213

gram [34], which is capable of simulating up to five additional214

particles in the final state at leading order (LO) in αs. ALPGEN215

is coupled to PYTHIA, which is used to model the hadroniza-216

tion of the partons and the evolution of the shower. The217

MLM matching scheme is applied to avoid double-counting218

of partonic event configurations [35]. The W +jets contribu-219

tion is divided into two categories according to parton flavor:220

(i) W+bb̄+jets and W+cc̄+jets, and (ii) W+jets, where “jets”221

generically denotes jets from u, d, s-quarks or gluons. While222

the individual processes are generated with ALPGEN, the rel-223

ative contributions of the two categories are determined us-224

ing next-to-LO (NLO) calculations, with next-to-leading log-225

arithmic (NLL) corrections based on the MCFM MC genera-226

tor [36]. This increases the contribution of (i) by a factor of227

1.47± 0.22. We rely on theoretical calculations only for de-228

termining the relative contributions of (i) and (ii) to W +jets229

production and use this to improve the descriptions of kine-230

matic distributions from this background. No theoretical pre-231

dictions for the absolute contribution of W +jets production232

are used (Sec. V).233

Additional background contributions arise from WW , WZ,234

ZZ, single top quark electroweak production, Z → ττ , and235

Z → ee (Z → µµ) production in the e+jets (µ +jets) chan-236

nel. The predictions for these backgrounds are taken from237

MC simulations, and, with the exception of single top quark238

electroweak production, their production cross sections are239

normalized to NLO+NLL calculations with MCFM. Diboson240

processes are simulated with PYTHIA. The hard-scattering241

part of single top quark production is simulated with COM-242

PHEP [37], while ALPGEN is used for Z+jets boson produc-243

tion. For both backgrounds, PYTHIA is employed to model244

hadronization and shower evolution. The CTEQ6L1 PDFs are245

used in the generation of all the background MC samples.246

Events from MJ production can pass our selection criteria,247

which typically happens when a jets mimics an electron, or a248

muon that arises from a semileptonic decay of a b or c quark249

appears to be isolated. The kinematic distributions of the MJ250

background are modeled using events in data that fail only251

the electron identification (muon isolation) criteria, but pass252

loosened versions of these criteria. The absolute contribution253

of this background to each of the channels is estimated using254

the method described in Ref. [38].255
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C. Event yields256

We split the selected `+jets events into subsamples accord-257

ing to lepton flavor (e or µ), jet multiplicity, and the number of258

b-tagged jets in the event to verify an adequate description of259

the data with our signal and background model. In general, we260

observe good agreement between data and simulations, and261

systematic uncertainties on the final result explicitly account262

for moderate agreement observed in some kinematic distribu-263

tions (cf. Sec. VII).264

The numbers of events surviving the final stage of selection265

with at least one b-tag are summarized in Table 2. Here, for266

ease of comparison, the contributions from tt̄ events are scaled267

to 7.45+0.5
−0.7 pb, the NLO cross section including NNLO ap-268

proximations [39]. The total W +jets cross section is adjusted269

to bring the absolute yield from our signal and background270

model into agreement with the number of events selected in271

data before applying b-jet identification criteria. The distri-272

butions in the transverse mass of the W boson, MW
T [40], and273

in p/T are shown in Fig. 1 for data with at least one b-tag, to-274

gether with the predictions from our signal and background275

models.276

TABLE 2: Numbers of events selected in data, compared to yield
predictions for individual processes using simulations, in the e+jets
and µ+jets channels with exactly 4 jets and at least one b-tagged jet,
split according to b-tag multiplicity. Uncertainties are purely statis-
tical. See text for details.

1 b-tag >1 b-tags
e+jets

tt̄ 139.2 ± 3.0 91.8 ± 2.5
W +jets 39.9 ± 1.2 4.7 ± 0.3
MJ 23.5 ± 2.1 5.7 ± 1.0
Z+jets 7.6 ± 0.7 0.9 ± 0.1
Other 6.6 ± 0.4 1.9 ± 0.1
Total 216.7 ± 3.9 105.1 ± 2.7
Observed 223 89

µ+jets
tt̄ 105.9 ± 2.4 70.9 ± 2.0
W +jets 59.9 ± 1.8 7.2 ± 0.5
MJ 5.2 ± 0.9 2.0 ± 0.6
Z+jets 5.3 ± 0.5 1.2 ± 0.2
Other 5.0 ± 0.3 1.3 ± 0.1
Total 181.3 ± 3.2 82.6 ± 2.2
Observed 191 112

V. GENERAL DESCRIPTION OF THE METHOD277

In this section, we describe the measurement of ∆m using278

the ME method. The procedure is similar to the one used279

in Ref. [13, 41] to measure the average top quark mass mtop,280

but instead of simultaneously determining mtop and the jet en-281

ergy scale (JES), here we measure directly the masses of the282

top and antitop quarks, mt and mt̄ , which provides ∆m and283

mtop. We review the ME approach in Sec. V A, the calcula-284

tion of signal and background event probabilities in Secs. V B285
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FIG. 1: The transverse mass of the W boson MW
T for events with at

least one b-tag is shown for the (a) e+jets and (b) µ+jets channels.
Similarly, p/T is shown for the (c) e+jets and (d) µ+jets channels.
The statistical uncertainties on the prediction from the tt̄ signal and
background models are indicated by the hatched area.

and V C, respectively, as well as the parametrization of the286

detector response and the use of b-tagging information in287

Sec. V D.288

A. Probability densities for events289

To optimize the use of kinematic and topological informa-290

tion, each event is assigned a probability Pevt to observe it291

as a function of the assumed top and antitop quark masses:292

Pevt = Pevt(mt ,mt̄). The individual probabilities for all events293

in a given sample are combined to form a likelihood, from294

which the ∆m and mtop parameters are extracted. Simplify-295

ing assumptions are made in the expression of the likelihood296

about, e.g., detector response or the sample composition, are297

made to render the problem numerically solvable. It is there-298

fore necessary to calibrate the method using fully simulated299

MC events, as detailed in Sec. VI B. Systematic uncertainties300

are estimated to account for possible effects of these assump-301

tions on the extracted value of ∆m.302

Assuming that the signal and background physics processes303

do not interfere, the contribution to the overall probability304

from a single event can be formulated as305

Pevt(x;mt ,mt̄ , f ) = A(x){ f ·Psig(x;mt ,mt̄)
+ (1− f ) ·Pbkg(x) } , (1)

where x denotes the set of measured kinematic variables for306

the event observed in the detector, f is the fraction of sig-307

nal events in the sample, A(x) reflects the detector acceptance308

and efficiencies for a given x, and Psig and Pbkg are the prob-309

abilities for the event to arise from tt̄ or W +jets production,310
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respectively. The production of W bosons in association with311

jets is the dominant background, and we neglect all other con-312

tributions to Pbkg. Kinematically similar contributions from313

other background processes like MJ production are accounted314

for in the analysis implicitly (cf. Sec. VII).315

Both signal and background probabilities depend on the316

JES, which is defined as the ratio of the calibrated energy of a317

jet over its uncalibrated energy. The standard calibration of jet318

energies accounts for the energy response of the calorimeters,319

the energy that crosses the cone boundary due to the transverse320

shower size, and the additional energy from pileup of events321

and from multiple pp̄ interactions in a single beam crossing.322

Although the ∆m observable is not expected to show a strong323

dependence on JES by construction, we apply an additional324

absolute calibration to the JES using a matrix element which325

is a function of mtop and JES from Refs. [13, 41]. The poten-326

tial systematic bias on ∆m from the uncertainty on the absolute327

value of the JES is estimated in Sec. VII.328

To extract the masses mt and mt̄ from a set of n selected329

events, with sets of measured kinematic quantities x1, ...,xn, a330

likelihood function is defined from the individual event prob-331

abilities according to Eq. (1):332

L(x1, ...,xn; mt ,mt̄ , f ) =
n

∏
i=1

Pevt(xi; mt ,mt̄ , f ) . (2)

For every assumed (mt ,mt̄) pair, we first determine the value333

of f ≡ f best that maximizes this likelihood.334

B. Calculation of signal probability Psig335

The probability density for the signal to yield a given set of336

partonic final state four-momenta y in pp̄ collisions is propor-337

tional to the differential cross section dσ for tt̄ production:338

dσ (pp̄→ tt̄ → y;mt ,mt̄) =
∫

q1,q2

∑
quark
flavors

dq1dq2 f (q1) f (q2)

× (2π)4 |M (qq̄→ tt̄ → y)|2
2q1q2s

dΦ6 , (3)

where M denotes the matrix element for the qq̄ → tt̄ →339

b(lν)b̄(qq̄′) process, s is the square of the center-of-mass en-340

ergy, qi is the momentum fraction of the colliding parton i (as-341

sumed to be massless), and dΦ6 is an infinitesimal element of342

six-body phase space. The f (qi) denote the probability densi-343

ties for finding a parton of given flavor and momentum frac-344

tion qi in the proton or antiproton, and the sum runs over all345

possible flavor configurations of the colliding quark and an-346

tiquark. In our definition of M , and therefore the tt̄ signal347

probability, only quark-antiquark annihilation at LO is taken348

into account; in this sense, Eq. (3) does not represent the full349

differential cross section for tt̄ production in pp̄ collisions.350

Effects from gluon-gluon and quark-gluon induced tt̄ produc-351

tion are accounted for in the calibration procedure described352

in Sec. VI B. We further test for an effect on ∆m from from353

higher-order corrections in Sec. VII C.354

The differential cross section for observing a tt̄ event with355

a set of kinematic quantities x measured in the detector can be356

written as357

dσ(pp̄→ tt̄ → x;mt ,mt̄ ,kJES)

= A(x)
∫

y
dydσ(pp̄→ tt̄ → y;mt ,mt̄)W (x,y;kJES) , (4)

where finite detector resolution and offline selections are taken358

explicitly into account through the convolution over a transfer359

function W (x,y;kJES) that defines the probability for a par-360

tonic final state y to appear as x in the detector given an abso-361

lute JES correction kJES.362

With the above defintions, the differential probability to ob-363

serve a tt̄ event with a set of kinematic quantities x measured364

in the detector is given by365

Psig(x;mt ,mt̄ ,kJES) =
dσ(pp̄→ tt̄ → x;mt ,mt̄ ,kJES)

σobs(pp̄→ tt̄;mt ,mt̄ ,kJES)
, (5)

where σobs is the cross section for observing tt̄ events in the366

detector for the specific ME M defined in Eq. (3):367

σobs(pp̄→ tt̄;mt ,mt̄ ,kJES)

=
∫

x,y
dxdy dσ(pp̄→ tt̄ → y;mt ,mt̄)W (x,y;kJES)A(x)

=
∫

y
dy dσ(pp̄→ tt̄ → y;mt ,mt̄)

∫

x
dx W (x,y;kJES)A(x) .

The normalization factor σobs is calculated using MC integra-368

tion techniques:369

σobs(pp̄→ tt̄;mt ,mt̄ ,kJES) ' σtot(mt ,mt̄)×〈A|mt ,mt̄〉, (6)

where370

σtot(mt ,mt̄) =
∫

y
dy dσ(pp̄→ tt̄ → y;mt ,mt̄) , (7)

and371

〈A|mt ,mt̄〉 ≡ 1
Ngen

∑
acc

ω . (8)

To calculate the 〈A|mt ,mt̄〉 term, events are generated ac-372

cording to dσ(pp̄ → tt̄;mt ,mt̄) using PYTHIA and passed373

through the full simulation of the detector. Here, Ngen is the374

total number of generated events, ω are the MC event weights375

that account for trigger and identification efficiencies, and the376

sum runs over all accepted events.377

The formulae used to calculate the total cross section σtot378

and the matrix element M are described below in Secs. V B 1379

and V B 2. In all other respects, the calculation of the sig-380

nal probability proceeds identically to that in Refs. [13, 41],381

with the following exceptions: (i) CTEQ6L1 PDFs are used382

throughout, and (ii) the event probabilities are calculated on a383

grid in mt and mt̄ spaced at 1 GeV intervals along each axis.384

As described in Sec. VI A, a transformation of variables to ∆m385

and mtop is performed when defining the likelihood.386
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FIG. 2: The total pp̄ → tt̄ production cross section σtot defined in
Eq. (7) as a function of ∆m and mtop. Each line shows σtot as a
function of ∆m for a given value of mtop displayed above the curve.
The range from 152 GeV to 188 GeV is shown in 6 GeV increments,
the broken line corresponds to 170 GeV.

1. Calculation of the total cross section σtot387

Without the assumption of equal top and antitop quark388

masses, the total LO cross section for the qq̄ → tt̄ process in389

the center of mass frame is given by390

σ =
16πα2

s

27s
5
2
|~p|[3EtEt̄ + |~p|2 +3mtmt̄

]
, (9)

where Et (Et̄) are the energies of the top and antitop quark,391

and ~p is the three-momentum of the top quark. This reduces392

to the familiar form for mt = mt̄ :393

σ =
4πα2

s

9s
β

(
1− β 2

3

)
,

where β = |~pt |/Et = |~pt̄ |/Et̄ represents the velocity of the t394

(or t̄) quark in the qq̄ rest frame.395

Integrating Eq. (9) over all incoming qq̄ momenta and using396

the appropriate PDF yields σtot(pp̄ → tt̄; mt ,mt̄), as defined397

for any values of mt and mt̄ in Eq. (7). Figure 2 displays the398

dependence of σtot on ∆m for a given mtop. The correspond-399

ing average acceptance term 〈A|mt ,mt̄〉, as defined in the same400

equation, is shown in Fig. (3) for the e+jets and µ+jets chan-401

nels.402
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FIG. 3: The dependence of the overall average acceptance 〈A|mt ,mt̄〉
on ∆m and mtop, as defined in Eq. (8), for the (a) e+jets and (b) µ+
jets signal MC samples. Each line shows 〈A|mt ,mt̄〉 as a function of
∆m for a given value of mtop displayed above the curve. The range
from 152 GeV to 188 GeV is shown in 6 GeV increments, the broken
lines correspond to 170 GeV.

2. Calculation of the matrix element M403

The LO matrix element for the qq̄ → tt̄ process we use in404

our analysis is405

|M |2 =
g4

s

9
FF̄ · 2

s
×{

(Et −|~pt |cqt)2 +(Et̄ + |~pt̄ |cqt)2 +2mtmt̄
}

.(10)

The form factors FF̄ are identical to those given in Eqs. (24)406

and (25) of Ref. [13]. For the special case of mt = mt̄ , the407

expression in Eq. (10) reduces to408

|M |2 =
g4

s

9
FF̄ · (2−β 2s2

qt
)
,

which is identical to Refs. [13, 42], where sqt is the sine of409

the angle between the incoming parton and the outgoing top410

quark in the qq̄ rest frame.411

C. Calculation of the background probability Pbkg412

The expression for the background probability Pbkg is sim-413

ilar to that for Psig in Eq. (5), except that the ME MW+jets is414

for W +jets production, and all jets are assumed to be light415

quark or gluon jets. Clearly, MW+jets does not depend on mt416

or mt̄ , and Pbkg is therefore independent of either. We use a417

LO parameterization of M from the VECBOS [43] program.418

More details on the calculation of the background probability419

can be found in Ref. [13].420

D. Description of detector response421

The transfer function W (x,y,kJES), which relates the set of422

variables x characterizing the reconstructed final-state objects423

to their partonic quantities y, is crucial for the calculation424

of the signal probability according to Eq. (5), and the cor-425

responding expression for Pbkg. A full simulation of the de-426

tector would not be feasible for calculating event probabilities427



9

because of the overwhelming requirements for computing re-428

sources. Therefore, we parametrize the detector response and429

resolution through a transfer function.430

In constructing the transfer function, we assume that the431

functions for individual final-state particles are not correlated.432

We therefore factorize the transfer function into contributions433

from each measured final-state object used in calculating Psig,434

that is the isolated lepton and four jets. The poorly measured435

imbalance in transverse momentum p/T , and consequently the436

transverse momentum of the neutrino, is not used in defining437

event probabilities. We assume that the directions of e, µ ,438

and jets in (η ,φ) space are well-measured, and therefore de-439

fine the transfer functions for these quantities as δ functions:440

δ 2(η ,φ)≡ δ (ηy−ηx)δ (φy−φx). This reduces the number of441

integrations over the 6-particle phase space dΦ6 by 5×2 = 10442

dimensions. The magnitudes of particle momenta |~p| display443

significant variations in resolution for leptons and jets and are444

therefore parameterized by their corresponding resolutions.445

There is an inherent ambiguity in assigning jets recon-446

structed in the detector to specific partons from tt̄ decay. Con-447

sequently, all 24 permutations of jet-quark assignments are448

considered in the analysis. The inclusion of b-tagging infor-449

mation provides improved identification of the correct per-450

mutation. This additional information enters the probability451

calculation through a weight wi on a given permutation i of452

jet-parton assignments. The wi are larger for those permu-453

tations that assign the b-tagged jets to b quarks and untagged454

jets to light quarks. The sum of weights is normalized to unity:455

∑24
i=1wi = 1.456

Based on the above, we define the transfer function as457

W (x,y; kJES) = W`(Ex,Ey)δ 2
` (η ,φ)

×
24

∑
i=1

wi

{
4

∏
j=1

δ 2
i j(η ,φ)Wjet(E i

x,E
j
y ;kJES)

}
, (11)

where ` denotes the lepton flavor, with a term We describing458

the energy resolution for electrons and Wµ the resolution in the459

transverse momentum for muons. Similarly, Wjet describes the460

energy resolution for jets. The sum in i is taken over the 24461

possible permutations of assigning jets to quarks in a given462

event. More details on W` and Wjet can be found in Ref. [41].463

The weight wi for a given permutation i is defined by464

a product of individual weights w j
i for each jet j. For b-465

tagged jets, w j
i is equal to the per-jet tagging efficiency466

εtag(αk; E j
T , η j), where αk labels the three possible parton-467

flavor assignments of the jet: (i) b quark, (ii) c quark, and468

(iii) light (u,d,s) quark or gluon. For untagged jets, the w j
i469

factors are equal to 1− εtag(αk; E j
T , η j).470

Because the contributions to W +jets are parameterized by471

MW+jets without regard to heavy-flavor content, the weights472

wi for each permutation in the background probability are all473

set equal.474

VI. MEASUREMENT OF THE TOP-ANTITOP QUARK475

MASS DIFFERENCE476

A. Fit to the top-antitop quark mass difference477

For the set of selected events, the likelihood L(mt ,mt̄) is478

calculated from Eq. (2) (Sec. V A). The signal fraction f best
479

that maximizes the likelihood is determined at each (mt ,mt̄)480

point for grid spacings of 1 GeV. Subsequently, a trans-481

formation is made to the more appropriate set of variables482

(∆m,mtop):483

L(x1, ...,xn;∆m,mtop)

= L[x1, ...,xn; ∆m,mtop, f best(∆m,mtop)] . (12)

To obtain the best estimate of ∆m in data, the two-484

dimensional likelihood in Eq. (12) is projected onto the ∆m485

axis, and the mean value 〈∆m〉, that maximizes it, as well as486

the uncertainty δ∆m on 〈∆m〉 are calculated. This procedure487

accounts for any correlations between ∆m and mtop. As a con-488

sistency check, we simultaneously extract the average mass489

mtop by exchanging ∆m↔ mtop above.490

B. Calibration of the method491

We calibrate the ME method by performing 1000 MC492

pseudo-experiments at each input point (mt ,mt̄). These are493

used to correlate the fitted parameters with their true input494

values and to assure the correctness of the estimated un-495

certainties. Each pseudo-experiment is formed by drawing496

Nsig signal and Nbkg background events from a large pool of497

fully simulated tt̄ and W +jets MC events. We assume that498

W +jets events also represent the kinematic distributions ex-499

pected from MJ production and other background processes500

with smaller contributions, and evaluate a systematic uncer-501

tainty from this assumption. Events are drawn randomly and502

can be used more than once, and an “oversampling” correc-503

tion [44] is applied. The size of each pseudo-experiment,504

N = Nsig + Nbkg, is fixed by the total number of events ob-505

served in the data, i.e., N = 312 (303) events for the e+jets506

(µ+jets) channel. The fraction of signal events is allowed to507

fluctuate relative to the signal fraction f determined from data508

(Sec. VI B 1), assuming binomial statistics. The same W+jets509

background sample is used to form pseudo-experiments for510

each (mt ,mt̄) mass point.511

1. Determining the signal fraction in data512

The signal fraction f is determined independently for the513

e+jets and µ +jets channels directly from the selected data514

sample. The likelihood depends explicitly on three parame-515

ters: ∆m, mtop, and f , as defined in Eq. (12). The uncalibrated516

signal fraction f uncal is calculated in data as an average of f best
517

determined at each point in the (mt ,mt̄) grid and weighted by518

the value of the likelihood at that point. To calibrate f uncal,519
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we form 1000 pseudo-experiments for each input signal frac-520

tion f true in the interval [0,1] in increments of 0.1, and extract521

f uncal for each one, following the same procedure as in data.522

Signal MC events with mt = mt̄ = 172.5 GeV are used for this523

calibration. A linear dependence is observed between f extr
524

and f true, where f extr is the average of f uncal values extracted525

in 1000 pseudo-experiments for a given f true. We use the re-526

sults of a linear fit of f extr to f true to calibrate the fraction of527

signal events in data. The results are summarized in Table 3.528

Possible systematic biases on the measured value of ∆m from529

the uncertainty on f are discussed in Sec. VII.

TABLE 3: Signal fractions determined from data for the assumption
that mt = mt̄ = 172.5 GeV. The uncertainties are statistical only.

Channel Measured signal fraction
e+jets 0.71 ± 0.05
µ+jets 0.75 ± 0.04

530

2. Calibration of ∆m531

The dependence of the extracted ∆m on the generated ∆m532

is determined from the extracted values ∆mextr(mt ,mt̄), again533

obtained from averaging 〈∆m〉 over 1000 pseudo-experiments534

for each (mt ,mt̄) combination. The resulting distribution and535

fit to the 14 (mt ,mt̄) points is shown in Fig. 4 (a) and (b) for536

the e+jets and µ+jets channels, respectively. This provides537

the calibration of the extracted ∆m value:538

∆mextr = ξ ∆m
0 +ξ ∆m

1 ·∆mgen . (13)

The fit parameters ξ ∆m
i are summarized in Table 4.539

For an unbiased estimate of ∆m and of the uncertainty δ∆m540

on the measured 〈∆m〉 value, the distribution of the pulls541

should be described by a Gaussian function with a standard542

deviation (SD) of unity, and centered at zero. A SD of the543

pulls larger than unity would indicate an underestimation of544

δ∆m, which could be caused by the simplifying assumptions545

of the ME technique discussed in Sec. V. For a given pseudo-546

experiment at (mt ,mt̄), we define the pull in ∆m as547

π∆m =
〈∆m〉−∆mextr(mt ,mt̄)

δ∆m
. (14)

The pull widths ωπ∆m , defined by the SD in Gaussian fits to the548

pull distributions, are also shown for all 14 (mt ,mt̄) points in549

Fig. 4 (c) and (d) for the e+jets and µ+jets channels, respec-550

tively. The average pull widths 〈ωπ∆m〉 are taken from fits of551

the 14 pull widths in each channel to constant offsets and are552

summarized in Table 4. We calibrate the estimated uncertainty553

according to δ cal
∆m ≡ 〈ωπ∆m〉×δ∆m.554

3. Calibration of mtop555

Results from an analogous calibration of mtop are displayed556

in Fig. 5 (a) and (b) for the e+jets and µ+jets channel, respec-557

tively. The distributions in pull widths are given in parts (c)558

TABLE 4: Fit parameters for the calibration of ∆m and mtop, defined
by Eq. (13), and average pull-widths 〈ωπ〉 for pulls in ∆m and mtop,
defined in Eq. (14).

Channel ξ0 (GeV) ξ1 〈ωπ〉
∆m e+jets 0.28 ± 0.14 1.10 ± 0.02 1.25 ± 0.01

µ+jets −0.08 ± 0.13 0.99 ± 0.02 1.22 ± 0.01

mtop
e+jets 0.53 ± 0.08 0.99 ± 0.02 1.17 ± 0.01
µ+jets 0.24 ± 0.07 1.02 ± 0.02 1.16 ± 0.01

and (d) of the same figure. The corresponding fit parameters559

and average pull widths are also summarized in Table 4.560

C. Results561

With the calibration of ∆m and mtop, we proceed to extract562

∆m and, as a cross check, mtop, from the data, as described563

in Sec. V. As indicated previously, the probabilities for the564

selected events are calculated using the ME method, and the565

likelihoods in ∆m and mtop are constructed independently for566

the e+jets and µ+jets channels.567

The calibration of data involves a linear transformation of568

the uncalibrated axes of the likelihoods in ∆m and mtop to their569

corrected values, which we denote as ∆mcal and mcal
top, accord-570
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FIG. 4: The calibration of the extracted ∆m value as a function of
generated ∆m is shown for the (a) e+jets and (b) µ+jets channels.
The points are fitted to a linear function. Each point represents a set
of 1000 pseudo-experiments for one of the fourteen (mt ,mt̄) combi-
nations. Similarly, the pull widths, as defined in the text, are given
for the (c) e+jets and (d) µ+jets channels.
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FIG. 5: The calibration of the extracted mtop value as a function of
generated mtop is shown for the (a) e+jets and (b) µ+jets channels.
The dependence is fitted to a linear function. Each point represents
a set of 1000 pseudo-experiments for one of the fourteen (mt ,mt̄)
combinations. Similarly, the pull widths, as defined in the text, are
given for the (c) e+jets and (d) µ+jets channels.

ing to:571

∆mcal =
∆m−ξ ∆m

0

ξ ∆m
1

, (15)

mcal
top =

mtop−172.5 GeV−ξ mtop
0

ξ mtop
1

+172.5 GeV, (16)

where the ξi are summarized in Table 4. The resulting like-572

lihoods for data, as a function of ∆m and mtop are shown in573

Figs. 6 and 7, respectively.574

After calibration, 〈∆m〉 and 〈mtop〉 with their respective un-575

certainties δ∆m and δmtop , are extracted from the likelihoods as576

described in Sec. VI A. The uncertainties are scaled up by the577

average pull widths given in Table 4. The resulting distribu-578

tions in expected uncertainties δ cal
∆m are also shown in Fig. 6.579

580

The final measured results for ∆m and mtop are summarized581

below according to channel, as well as combined:582

e+jets, 2.6 fb−1:
∆m = 0.1 ± 3.1 GeV

mtop = 173.9 ± 1.6 GeV

µ+jets, 2.6 fb−1:
∆m = −0.5 ± 2.9 GeV

mtop = 175.3 ± 1.3 GeV

`+jets, 2.6 fb−1:
∆m = −0.2 ± 2.1 GeV

mtop = 174.7 ± 1.0 GeV .

(17)

The uncertainties given thus far are purely statistical. The583

combined `+jets results are obtained by using the canonical584

weighted average formulae assuming Gaussian uncertainties.585
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FIG. 6: The normalized likelihood in ∆mcal after calibration via
Eq. (15), together with a Gaussian fit, is shown for the (a) e+jets
and (c) µ+jets events in data. The extracted ∆mcal values are indi-
cated by arrows. The distributions in expected uncertainties δ cal

∆m af-
ter calibration via Eq. (15) and correction for the pull width, obtained
from ensemble studies using simulated MC events, is displayed for
the (b) e+jets and (d) µ+jets channel. The observed δ cal

∆m values are
indicated by arrows.
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We cross check the above values for mtop with those obtained586

from the absolute top quark mass analysis [41, 45] and find587

them to be consistent.588

As an additional cross check, we independently extract the589

masses of the top and antitop quarks from the same data sam-590

ple. The two-dimensional likelihood densities, as functions of591

mt and mt̄ , are displayed in Fig. 8. Also shown are contours592

of equal probability for two-dimensional Gaussian fits to the593

likelihood densities, where the Gaussian functions are of the594

form595

P(x,y) =
A

2πσxσy

1√
1−ρ2
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FIG. 8: Two-dimensional likelihood densities in mt and mt̄ for the
(a) e+jets and (b) µ +jets channels. The bin contents are propor-
tional to the area of the boxes. The solid, dashed, and dash-dotted
lines represent the 1, 2, and 3 SD contours of two-dimensional Gaus-
sian fits (corresponding to approximately 40%, 90% and 99% con-
fidence level, respectively) to the distributions defined in Eq. (18),
respectively.

×exp
{
− 1

2
1

1−ρ2

[ (x− x̄)2

σ2
x

+
(y− y)2

σ 2
y

+
2ρ(x− x)(y− y)

σxσy

]}
, (18)

with x≡ mt and y≡ mt̄ . The fits to data yield596

e+jets, 2.6 fb−1:
mt = 173.8 ± 1.5 GeV
mt̄ = 173.8 ± 2.0 GeV
ρ = −0.02

µ+jets, 2.6 fb−1:
mt = 175.2 ± 1.8 GeV
mt̄ = 175.5 ± 1.5 GeV
ρ = −0.01.

(19)

The above uncertainties are again purely statistical; however,597

in contrast to Eq. (17), they are not corrected for pull widths in598

mt and mt̄ . The correlation coefficients ρ are consistent with599

the absence of correlations.600

In Sec. VIII, we will combine the results for ∆m summa-601

rized in Eq. (17) with the previous measurement using 1 fb−1
602

of integrated luminosity [12].603

VII. SYSTEMATIC UNCERTAINTIES604

For the measurement of mtop we typically consider three605

main types of sources of systematic uncertainties [41]:606

(i) modeling of tt̄ production and background processes,607

(ii) modeling of detector response, and (iii) limitations inher-608

ent in the measurement method. However, in the context of a609

∆m measurement, many systematic uncertainties are reduced610

because of correlations between the measured properties of611

top and antitop quarks, such as, the uncertainty from the ab-612

solute JES calibration. Given the small value of the upper613

limit of O(5%) already observed for |∆m|/mtop, several other614

sources of systematic uncertainties relevant in the measure-615

ment of mtop, such as modeling of hadronization, are not ex-616

pected to contribute to ∆m because they would affect t and t̄617

in a similar manner. Following [46], we check for any effects618

TABLE 5: Summary of systematic uncertainties on ∆m.

Source Uncertainty
on ∆m (GeV)

Modeling of detector:
Jet energy scale 0.15
Remaining jet energy scale 0.05
Response to b and light quarks 0.09
Response to b and b̄ quarks 0.23
Response to c and c̄ quarks 0.11
Jet identification efficiency 0.03
Jet energy resolution 0.30
Determination of lepton charge 0.01

ME method:
Signal fraction 0.04
Background from multijet events 0.04
Calibration of the ME method 0.18

Total 0.47

on ∆m that might arise from sources in the latter category in619

Sec. VII C, and find them consistent with having no signif-620

icant impact. We therefore do not consider them further in621

the context of this measurement. On the other hand, we esti-622

mate systematic uncertainties from additional sources which623

are not considered in the mtop measurement, for example from624

the asymmetry in calorimeter response to b and b̄ quark jets.625

Typically, to propagate a systematic uncertainty on some626

parameter to the final result, that parameter is changed in the627

simulation used to calibrate the ME method, and the ∆m re-628

sult is re-derived. If the change in a parameter can be taken629

into account through a reweighting of events, a new calibra-630

tion is determined using those weights and applied directly631

to data. When this procedure is not possible, a re-evaluation632

of event probabilities is performed for one sample of tt̄ MC633

events corresponding to a particular choice of mt and mt̄ clos-634

est to the most likely value according to our measurement, i.e.635

mt = mt̄ = 175 GeV, or, when no such sample of MC events636

with a changed parameter is available, mt = mt̄ = 172.5 GeV.637

Consequently, the results of ensemble studies are compared to638

those found for the default sample for the same values of mt639

and mt̄ .640

The systematic uncertainties are described below and sum-641

marized in Table 5. The total systematic uncertainty is ob-642

tained by adding all contributions in quadrature.643

A. Modeling of detector644

(i) Jet energy scale: As indicated in Sec. VI C, we use the645

absolute JES calibration of kJES = 1.018±0.008 deter-646

mined from data. To propagate this uncertainty to ∆m,647

we scale the jet energies in the selected data sample by648

kJES±1SD.649

(ii) Remaining jet energy scale: The systematic uncer-650

tainty on the absolute JES discussed above does not ac-651

count for possible effects from uncertainties on jet en-652

ergy corrections that depend on Ejet and ηjet. To esti-653

mate this effect on ∆m, we rescale the energies of jets654



13

in the default tt̄ MC sample by a differential scale fac-655

tor S(Ejet,ηjet) that is a function of the JES uncertain-656

ties, but conserves the magnitude of the absolute JES657

correction.658

(iii) Response to b and light quarks: The difference in659

the hadronic/electromagnetic response of the calorime-660

ter leads to differences in the response to b and light661

quarks between data and simulation. This uncertainty662

is evaluated by re-scaling the energies of jets matched663

to b quarks in the default tt̄ MC sample.664

(iv) Response to b and b̄ quarks: The measurement of ∆m665

can be affected by differences in the reconstruction of666

the transverse momenta of particles and antiparticles.667

A difference could in principle be caused by different668

pT scales for µ+ and µ−. However, the data consist669

of an almost equal mix of events with opposite mag-670

net polarities, thereby minimizing such biases. We do671

not observe any difference in calorimeter response to e+
672

and e−.673

A systematic bias to ∆m can also be caused by dif-674

ferences in calorimeter response to quarks and anti-675

quarks. In the case of tt̄ events, this bias could arise676

especially from a different response to b and b̄-quarks.677

Several mechanisms could contribute to this, most no-678

tably a different content of K+/K− mesons, which have679

different interaction cross sections. In our evaluation of680

this systematic uncertainty, we assume that, although681

differences in response to b/b̄ quarks are present in682

data, they are not modeled in MC events. We measure683

the difference of the calorimeter response to b quarks684

to that of b̄ quarks, Rb,b̄ ≡Rb−Rb̄, using a “tag-and-685

probe” method in data. Namely, we select back-to-back686

dijet events, and enhance the bb̄ content by requiring687

b-tags for both jets. The tag jet is defined by the pres-688

ence of a muon within the jet cone, whose charge serves689

as an indication whether the probe jet is more likely690

to be a b or a b̄-quark jet. By evaluating the |~pT | im-691

balance between tag and probe jets for positively and692

negatively charged muon tags, we find an upper bound693

|Rb,b̄| < 0.0042. Based on this result, we modify the694

default tt̄ MC sample by re-scaling the momenta |~p| of695

b (b̄)-quark jets by 1∓ 1
2 ·Rb,b̄ = 0.9979 (1.0021), and696

adjusting their 4-vectors accordingly. We repeat the en-697

semble studies after recalculating the probabilities for698

the modified sample and quote the difference relative to699

the default sample as a systematic uncertainty.700

(v) Response to c and c̄ quarks: A difference in calorime-701

ter response to c and c̄ quarks can potentially bias ∆m,702

since c quarks appear in decays of W+ bosons from t703

quark decays, and vice versa for c̄ and t̄. It is exper-704

mentally difficult to isolate a sufficiently clean sample705

of cc̄ dijet events, since it will suffer from considerable706

contributions from bb̄ dijet events. However, the ma-707

jor underlying mechanisms that could cause a response708

assymetry, like, e.g., the different content of K+/K−
709

mesons, are the same, but of roughly opposite magni-710

tude between c and b quark jets, which would result in711

an anticorrelation. Based on the above, we assume the712

same upper bound |Rc,c̄| ≤ Rb,b̄ < 0.0042, and treat713

Rc,c̄ and Rb,b̄ as uncorrelated. To propagate the sys-714

tematic uncertainty from Rc,c̄ to ∆m, we apply a simi-715

lar technique to that for the estimation of the systematic716

uncertainty due to different response to b and b̄ quarks.717

(vi) Jet identification efficiency: D0 uses scale factors to718

achieve data/MC agreement in jet identification effi-719

ciencies. To propagate to the ∆m measurement the ef-720

fect of uncertainties on these scale factors, we decrease721

the jet identification efficiencies in the default tt̄ sample722

according to their uncertainties.723

(vii) Jet energy resolution: To evaluate any effect from724

data/MC disagreement in jet energy resolutions on ∆m,725

we modify the default tt̄ MC sample by varying the jet726

energy resolution within its uncertainty.727

(viii) Determination of lepton charge: This analysis uses the728

charge of the lepton in tt̄ candidate events to distinguish729

the top quark from the antitop quark. Incorrectly recon-730

structed lepton charges can result in a systematic shift731

in the measurement. The charge misidentification rate732

is found to be less than 1% in studies of Z → ee data733

events. To estimate the contribution of this uncertainty,734

we assume a charge misidentification rate of 1% for735

both e+jets and µ+jets final states and evaluate the ef-736

fects on ∆m resulting from a change in the mean values737

of the extracted mcal
t and mcal

t̄ .738

B. ME method739

(i) Signal fraction: The signal fractions f presented in Ta-740

ble 3 are changed by their respective uncertainties for741

each decay channel, and ensemble studies are repeated742

for all MC samples to re-derive the calibration for ∆m.743

The new calibrations are applied to data and the results744

compared with those obtained using the default calibra-745

tion.746

(ii) Background from multijet events: In the calibration of747

this analysis, the background contribution to pseudo-748

experiments is formed using only W+jets events, as749

they are also assumed to model the small MJ back-750

ground from QCD processes and smaller contributions751

from other background processes present in the data.752

To estimate the systematic uncertainty from this as-753

sumption, we define a dedicated MJ-enriched sample754

of events from data. The calibration is re-derived with755

this background sample included in forming pseudo-756

experiments.757

(iii) Calibration of the ME method: The statistical uncer-758

tainties associated with the offset (ξ0) and slope (ξ1)759

parameters that define the mass calibration in Sec. VI B760

contribute to the uncertainty on ∆m. To quantify this,761
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TABLE 6: Summary of additional checks for a possible bias on ∆m.
None of those show any significant bias on ∆m. Note that the num-
bers shown reflect an upper limit on a possible bias. This limitation
is of statistical origin and due to the number of available simulated
MC events.

Source Change in ∆m
(GeV)

Modeling of physical processes:
Higher-order corrections 0.26
ISR/FSR 0.21
Hadronization and underlying event 0.23
Color reconnection 0.27
b-fragmentation 0.03
PDF uncertainty 0.10
Multiple hadron interactions 0.06
Modeling of background 0.07
Heavy-flavor scale factor 0.02

Modeling of detector:
Trigger selection 0.07
b-tagging efficiency 0.25
Momentum scale for e 0.05
Momentum scale for µ 0.06

we calculate the uncertainty δ∆m due to δξ0
and δξ1

for762

each channel according to the error propagation formula763

δ∆m =

{(
∆m−ξ0

ξ 2
1

·δξ1

)2

+
(δξ0

ξ1

)2
}− 1

2

and then combine the resulting uncertainties for the764

e+jets and µ+jets channels in quadrature.765

C. Additional checks766

We check for effects on ∆m from sources of systematic un-767

certainties considered in the mtop measurement [41] which are768

not expected to contribute any bias in the context of the mea-769

surement of ∆m. For this, we follow the same approach as770

outlined at the beginning of this Section. We find the results771

of our checks to be indeed consistent with no bias on ∆m.772

The additional checks are described below and summarized773

in Table 6. Note that the numbers quoted merely reflect an774

upper bound on a possible bias, rather than any true effect.775

This limitation is statistical in nature and due to the number of776

available simulated MC events. Furthermore, if the difference777

between the central result and the one obtained for a check is778

smaller than the statistical uncertainty on this difference, we779

quote the latter.780

1. Modeling of physical processes781

(i) Higher-order corrections: To check the effect of782

higher-order corrections on ∆m, we perform ensemble783

studies using tt̄ events generated with (i) the NLO MC784

generator MC@NLO [47], and (ii) the LO MC genera-785

tor ALPGEN, with HERWIG [48] for hadronization and786

shower evolution.787

(ii) Initial and final-state radiation: The modeling of extra788

jets from ISR/FSR is checked by comparing PYTHIA789

samples with modified input parameters, such as the790

±1SD changes, found in a study of Drell-Yan pro-791

cesses [49].792

(iii) Hadronization and underlying event: To check a possi-793

ble effect of ∆m from the underlying event as well as the794

hadronization models, we compare samples hadronized795

using PYTHIA with those hadronized using HERWIG.796

(iv) Color reconnection: The default PYTHIA tune used at797

D0 (tune A), does not include explicit color reconnec-798

tion. For our check, we quantify the difference between799

∆m values found in ensemble studies for tt̄ MC sam-800

ples generated using tunes Apro and ACRpro, where801

the latter includes an explicit model of color reconnec-802

tion [50, 51].803

(v) b-fragmentation: Uncertainties in the simulation of804

b-quark fragmentation can affect the measurement of805

mtop in several phases of the analysis, such as in b-806

tagging and in the b-quark transfer functions used in the807

ME calculations. Such effects are studied in the context808

of ∆m by reweighting the simulated tt̄ events used in809

the calibration of the method from the default Bowler810

scheme [52], which is tuned to LEP (ALEPH, OPAL,811

and DELPHI) data, to a tune that accounts for differ-812

ences between SLD and LEP data [53].813

(vi) Uncertainty on PDF: The CTEQ6M [33] PDFs pro-814

vide a set of possible excursions in parameters from815

their central values. To check the effect on ∆m from816

PDFs, we change the default tt̄ MC sample (generated817

using CTEQ6L1) by reweighting it to CTEQ6M, repeat818

the ensemble studies for each of the parameter varia-819

tions, and evaluate the uncertainty using the prescribed820

formula [33]:821

δ∆m,PDF =
1
2

{
∑20

i=1[∆m(S+
i )−∆m(S−i )]2

} 1
2
,

where the sum runs over PDF uncertainties for positive822

(S+
i ) and negative (S−i ) excursions.823

(vii) Multiple hadron interactions: When calibrating the824

ME method, we reweight the luminosity profiles of our825

MC samples to the instantaneous luminosity profile for826

that data-taking period. For our check, we re-derive the827

calibration ignoring luminosity-dependent weights.828

(viii) Modeling of background: We check the effect of in-829

adequate modeling of background processes on our830

∆m measurement by identifying distributions in the831

background-dominated ` + 3 jets events that display832

only limited agreement between data and predictions833

from the sum of our signal and background models, as834
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determined through a Kolmogorov-Smirnov test [54].835

The calibration of the method is then re-done using836

W +jets events that are reweighted to bring the iden-837

tified distributions of predicted signal and background838

events into better agreement with data.839

(ix) Heavy-flavor scale-factor: As discussed in Sec. IV, a840

heavy-flavor scale-factor of 1.47±0.22 is applied to the841

W+bb̄+jets and W+cc̄+jets production cross sections842

to increase the heavy-flavor content in the ALPGEN843

W+jets MC samples. Moreoever, a scale factor of844

1.27±0.15 for the W+c+jets production cross section845

is obtained using MCFM. We re-derive the calibration846

with the heavy-flavor scale-factor changed by ±30% to847

check the magnitude of the effect on ∆m.848

2. Modeling of detector849

(i) Trigger selection: To check the magnitude the ef-850

fect from differential trigger efficiencies on ∆m, we851

re-derive a new ∆m calibration ignoring the trigger852

weights.853

(ii) b-tagging efficiency: We check the possibility of a bias854

in our ∆m measurement from discrepancies in the b-855

tagging efficiency between data and MC events by us-856

ing absolute uncertainties on the b-tagging efficiencies,857

and account independently for possible discrepancies858

that are differential in η and pT of the jet by reweighting859

the b-tagging rate in simulated tt̄ MC events to that ob-860

served in data. The total magnitude of a possible effect861

is determined by combining in quadrature excursions of862

∆m values obtained with the modified calibrations for863

both absolute and differential changes.864

(iii) Momentum scale for electrons: D0 calibrates the en-865

ergy of electrons based on studies of the Z → ee mass866

for data and MC events. We rescale the electron en-867

ergies in the default signal MC sample according to the868

uncertainties on the electron energy calibration to check869

the magnitude of the effect in the context of ∆m.870

(iv) Momentum scale for muons: The absolute momen-871

tum scale for muons is obtained from J/ψ → µµ and872

Z → µµ data. However, both linear and quadratic in-873

terpolation between these two points can be employed874

for the calibration. We check the effect of each extrap-875

olation on ∆m by applying the respective corrections to876

simulated tt̄ MC events in the default sample, and find877

a larger shift in ∆m for the linear parametrization.878

VIII. COMBINING THE 2.6 fb−1 AND 1 fb−1 ANALYSES879

We use the BLUE method [55, 56] to combine our new880

measurement (Eq. 17) with the result of the analysis per-881

formed on data corresponding to 1 fb−1 [12]. The BLUE882

method assumes Gaussian uncertainties and accounts for cor-883

relations among measurements.884

For reference, we summarize the results obtained for 1 fb−1:885

e+jets, 1fb−1 : ∆m = 0.3 ± 5.0 (stat) GeV,
µ+jets, 1fb−1 : ∆m = 6.7 ± 4.7 (stat) GeV,
`+jets, 1fb−1 : ∆m = 3.8 ± 3.4 (stat) GeV.

The 1 fb−1 analysis used a data-driven method to estimate886

systematic uncertainties from modeling of signal processes.887

This method did not distinguish between different sources888

of systematic uncertainties such as: (i) higher-order correc-889

tions, (ii) initial and final state radiation, (iii) hadronization890

and the underlying event, and (iv) color reconnection. The891

above sources are studied in the context of the mtop measure-892

ment [41], but are not expected to contribute any bias to the893

measurement of ∆m. We cross-check their impact on ∆m in894

Sec. VII C, and find them consistent with no bias. Based on895

our findings, we do not consider any systematic uncertainties896

from modeling of signal and background processes.897

Two sources of systematic uncertainties from modeling of898

detector peformance (Table 5) are taken to be uncorrelated899

between the two measurements: JES and remaining JES. The900

rest are taken to be fully correlated.901

In the 1 fb−1 analysis, a systematic uncertainty of 0.4 GeV902

from the difference in calorimeter response to b and b̄ quarks903

was estimated using MC studies and checks in data. This904

systematic uncertainty has been re-evaluated using an entirely905

data-driven approach (item (iv) in Sec. VII A), and we there-906

fore use this new result for the analysis of the 1 fb−1 data.907

Furthermore, we now evaluated a systematic uncertainty from908

the difference in calorimeter response to c and c̄ quarks, and909

propagate our findings to the 1 fb−1 analysis.910

All other systematic uncertainties not explicitly mentioned911

above are taken as uncorrelated.912

The combined result for ∆m corresponding to 3.6 fb−1 of913

data is914

∆m = 0.84±1.81 (stat.)±0.48 (syst.) GeV . (20)

In this combination, BLUE determines a relative weight of915

72.8% (27.2%) for the 2.6 fb−1 (1 fb−1) measurement. The916

χ2/NDOF of the combination is 0.96. The combined likeli-917

hood densities for the two analyses are presented in Fig. 9 as918

functions of mt and mt̄ , separately for the e+jets and µ+jets919

channels.920

IX. CONCLUSION921

We have applied the matrix element method to the mea-922

surement of the mass difference ∆m between top and an-923

titop quarks using tt̄ candidate events in the lepton+jets924

channel in data corresponding to an integrated luminosity of925

about 3.6 fb−1. We find926

∆m = 0.8±1.8 (stat.)±0.5 (syst.) GeV ,

which is compatible with no mass difference at the level of927

≈1% of the mass of the top quark.928
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FIG. 9: Combined likelihoods of the 2.6 fb−1 and 1 fb−1 measure-
ments as functions of mt and mt̄ in data for the (a) e+ jets and
(b) µ +jets channel. The bin contents are proportional to the area
of the boxes. The solid, dashed, and dash-dotted lines represent the
1, 2, and 3 SD contours of two-dimensional Gaussian fits defined in
Eq. (18) (corresponding to approximately 40%, 90% and 99% con-
fidence level, respectively) to the distributions, respectively. No pull
corrections have been applied, and therefore the figures are for illus-
trative purposes only.

I. APPENDIX: GENERATION OF tt̄ EVENTS WITH929

Mt 6= Mt̄930

We briefly describe below the modifications to the stan-931

dard PYTHIA [32] code which were necessary to generate tt̄932

events with mt 6= mt̄ . A new entry in the KF particle table is933

created for the t̄ quark. The PYINPR subroutine is modified934

for use cases in which one of the tt̄ production subprocesses935

(ISUB = 81,82,84,85) is called. The t̄ quark is assigned as936

the second final-state particle whenever a t quark is selected937

as the first final-state particle. Furthermore, the ordering of the938

first and second final-state particles are swapped, as needed,939

in the subroutine PYSCAT. Additional changes are made in the940

subroutines PYMAXI, PYRAND, and PYRESD to set the lower941

limit on the combined masses of the W+ (W−) boson and b942

(b̄) quark to the t (t̄) quark mass. Finally, the subroutine PY-943

WIDT is modified to adjust the resonance widths Γt and Γt̄ as944

functions of mt and mt̄ .945
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