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Abstract: The flux of cosmic rays above1018 eV has been measured with unprecedented precision at the Pierre Auger
Observatory. Two analysis techniques have been used to extend the spectrum downwards from3 × 1018 eV, with the
lower energies being explored using a unique technique that exploits the hybrid strengths of the instrument. The spectral
features are presented in detail and the impact of systematic uncertaintieson these features is addressed. The increased
exposure of about 60% with respect to previous publications is exploited.

Keywords: UHECR, energy spectrum, Pierre Auger Observatory.

1 Introduction

In this paper we present an updated measurement of the
cosmic ray energy spectrum with the Pierre Auger Obser-
vatory [1]. An accurate measurement of the cosmic ray flux
above1018 eV is a crucial aid for discriminating between
different models describing the transition between galactic
and extragalactic cosmic rays, the suppression induced by
the cosmic ray propagation and the features of the injection
spectrum at the sources.

Two complementary techniques are used at the Pierre
Auger Observatory to study extensive air showers initiated
by ultra-high energy cosmic rays (UHECR): asurface de-
tector array(SD) and afluorescence detector(FD).

The SD consists of an array of over 1600 water Cherenkov
detectors covering an area of about 3000 km2 allowing the
sampling of electrons, photons and muons in the air show-
ers at ground level with an on-time of almost 100%. In
addition the atmosphere above the surface detector is ob-
served during clear, moonless nights by 27 optical tele-
scopes grouped in 5 buildings. This detector is used to
observe the longitudinal development of an extensive air
shower by detecting the fluorescence light emitted by ex-
cited nitrogen molecules and the Cherenkov light induced
by the particles in the shower. Details regarding the de-
sign and the status of the Observatory can be found else-
where [2, 3, 4].

The energy spectrum at energies greater than 3× 1018 eV
has been derived using data from the surface detector array
of the Pierre Auger Observatory. The analysis of air show-
ers measured with the fluorescence detector that triggered

E[eV]
1810 1910 2010

 y
r 

sr
]

2
ex

po
su

re
 [k

m

10

210

310

410

(E/eV)
10

log
18 18.5 19 19.5 20

Auger SD 2011

Auger SD PLB[1]

Auger hybrid 2011

Auger hybrid PLB[1]

Figure 1:The SD and hybrid exposures used for the current flux
measurement compared with a previously published data set [1].
The SD exposure is shown for energies higher than 1018.5 eV
where the detector is fully efficient.

at least one station of the surface detector array (i.e.hy-
brid events) enables measurements to be extended to lower
energies. Despite the limited number of events due to the
fluorescence detector on-time, the lower energy threshold
and the good energy resolution ofhybrid events allow us
to measure the flux of cosmic rays down to 1018 eV in the
energy region where the transition between galactic and ex-
tragalactic cosmic rays is expected [5, 6, 7].
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Figure 2: Energy spectrum derived from surface detector data
calibrated with fluorescence detector measurements. The spec-
trum has been corrected for the energy resolution of the detector.
Only statistical uncertainties are shown. Upper limits correspond
to 68% CL.

2 Surface detector spectrum

Here we report an update of the energy spectrum based on
the surface detector data [1] using the period between 1
January 2004 and 31 December 2010. The exposure in-
creased by about 60% with respect to the previous publi-
cation and is now 20905 km2 sr yr. It is calculated by in-
tegrating the number of active detector stations of the sur-
face array over time. The SD exposure is shown in Fig. 1
compared to the one used in [1]. Above 3× 1018 eV the
SD acceptance is saturated regardless of the primary mass.
The uncertainty on the derivation of the exposure is about
3% [8].

The event selection requires the water-Cherenkov detector
with the greatest signal to be surrounded by operational sta-
tions and the reconstructed zenith angle to be smaller than
60◦. The total number of events above 3× 1018 eV ful-
filling the selection criteria is about 64000. The number of
events with energy greater than 1019 eV is about 5000. The
number of events above 3× 1018 eV does not fully reflect
the increase in exposure with respect to previous publica-
tion as the energy calibration has changed meantime [9].

As the energy estimator for the SD we use the expected sig-
nal at 1000 m from the shower core, corrected for shower
attenuation effects. The calibration of the energy estima-
tor of the surface detector is based on events measured in
coincidence with the fluorescence detector [9]. The pro-
cedure is affected by a systematic error of 22% due to the
uncertainty on the fluorescence energy assignment.

The energy resolution of the SD is∼16% at threshold,
falling to∼12% above 10 EeV. Details can be found in [9].
The influence of the bin-to-bin migration on the reconstruc-
tion of the flux due to the energy resolution has been cor-
rected by applying a forward-folding approach. The cor-
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Figure 3:Energy spectrum derived from hybrid data. Only sta-
tistical uncertainties are shown. Upper limits correspond to 68%
CL.

rection of the flux is mildly energy dependent but is less
than 20% over the entire energy range.

The energy spectrum, including the correction of the en-
ergy resolution, is shown in Fig. 2. The number of events
of the raw distribution is superimposed. The total system-
atic uncertainty of the flux for the derived spectrum is 6%
and is obtained by summing in quadrature the exposure un-
certainty (3%) and that due to the forward-folding assump-
tions (5%).

3 Hybrid energy spectrum

The energy spectrum from hybrid events is determined
from data taken between 1 November 2005 and 30 Septem-
ber 2010. With respect to the previous publication [1] the
time period has been extended and the events recorded at
the site of the Loma Amarilla fluorescence building, the
final set of telescopes brought into operation, have been
added into the analysis. The resulting integrated exposure
is doubled with respect to the previous publication [1, 10].
To ensure good energy reconstruction only events that sat-
isfy strict quality criteria have been accepted [10]. In par-
ticular, to avoid a possible bias in event selection due to the
differences between shower profiles initiated by primaries
of different mass, only showers with geometries that would
allow the observation of all primaries in the range from pro-
ton to iron are retained in the data sample. The correspond-
ing fiducial volume in terms of shower-telescope distance
and zenith angle range is defined as a function of the re-
constructed energy and has been verified with data [11].
A detailed simulation of the detector response has shown
that for zenith angles less than 60◦, every FD trigger above
1018 eV passing all the selection criteria is accompanied by
a SD trigger of at least one station, independent of the mass
or direction of the incoming primary particle [10].

The exposure of the hybrid mode of the Pierre Auger
Observatory has been calculated using a time-dependent

2



32ND INTERNATIONAL COSMIC RAY CONFERENCE, BEIJING 2011

(E/eV)
10

log
18 18.5 19 19.5 20 20.5

) 
-1

 
-2

.6
 E×

J/
(A

 

-1

-0.5

0

0.5

1

1.5

2 HiRes Stereo
Auger Combined PLB
Auger Combined (this work)
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Monte Carlo simulation. The changing configurations of
both fluorescence and surface detectors are taken into ac-
count for the determination of the on-time of the hybrid
system. Within a time interval of 10 min, the status
and efficiency of all detector components of the Obser-
vatory, down to the level of the single PMTs of the flu-
orescence detector, are determined. Moreover, all atmo-
spheric measurements [12] as well as monitoring informa-
tion are considered and used as input for the simulation.
A detailed description can be found in [10, 13]. The lon-
gitudinal profiles of the energy deposits have been simu-
lated with the CONEX [14] air shower simulation program
with Sibyll 2.1 [15] and QGSJet II-0.3 [16] as alternative
hadronic interaction models. The influence of the assump-
tions made in the hadronic interaction models on the expo-
sure calculation has been estimated to be lower than 2%. A
50% mixture of protons and iron nuclei has been assumed
for the primaries. The quality cuts used for the event se-
lection lead to only a small dependence of the exposure
on the mass composition. The systematic uncertainty aris-
ing from the lack of knowledge of the mass composition
is about 8% (1%) at 1018 eV (> 1019 eV). The full MC
simulation chain has been cross-checked with air shower
observations and the analysis of laser shots fired from the
Central Laser Facility [17]. The total systematic uncer-
tainty of the derived exposure is estimated as 10% (6%)
at 1018 eV (> 1019 eV).

The energy spectrum calculated using the hybrid events is
shown in Fig. 3. The main systematic uncertainty is due to
the energy assignment which relies on the knowledge of the
fluorescence yield, choice of models and mass composi-
tion [18], absolute detector calibration [19] and shower re-
construction. The total uncertainty is estimated to be about
22%. The details can be found in [1].

Table 1:Fitted parameters and their statistical uncertainties char-
acterizing the combined energy spectrum.

parameter broken power laws power laws
+ smooth function

γ1(E < Eankle) 3.27± 0.02 3.27± 0.01
lg(Eankle/eV) 18.61± 0.01 18.62± 0.01
γ2(E > Eankle) 2.68± 0.01 2.63± 0.02
lg(Ebreak/eV) 19.41± 0.02
γ3(E > Ebreak) 4.2± 0.1
lg(E1/2/eV) 19.63± 0.02
lg(Wc/eV) 0.15± 0.02
χ2/ndof 37.8/16 = 2.7 33.7/16 = 2.3

4 Combined energy spectrum

The energy spectrum derived from hybrid data has been
combined with the one obtained from surface detector data
using a maximum likelihood method. Since the surface de-
tector energy estimator is calibrated with hybrid events [9],
the two spectra have the same systematic uncertainty in
the energy scale (22%). On the other hand, the normali-
sation uncertainties are independent. They are taken as 6%
for the SD and 10% (6%) for the hybrid flux at 1018 eV
(> 1019 eV). These normalisation uncertainties are used
as additional constraints in the combination. This com-
bination procedure is used to derive the scale parameters
kSD=1.01 andkFD=0.99 which have to be applied to the
individual spectra in order to match them. The fractional
difference of the combined energy spectrum with respect
to an assumed flux∝ E−2.6 is shown in Fig. 4. The mea-
surements in stereo mode from the HiRes experiment [20]
are also shown in Fig. 4 for comparison. The ankle feature
seems to be somewhat more sharply defined in the Auger
data. This is possibly due to the different energy resolution
of the two instruments. A comparison with the Auger flux
published in [1] is also shown in Fig. 4. The two spectra
are compatible within the systematic uncertainties. Fur-
thermore, it has to be noted that the updated spectrum in-
cludes the change in the calibration curve reported in [9].

The characteristic features of the combined spectrum have
been quantified in two ways. For the first method, shown
as a dotted line in Fig. 5, three power laws with free breaks
between them have been used. For the second approach,
two power laws in the ankle region and a smoothly chang-
ing function at higher energies have been adopted. The
function is given by

J(E;E > Eankle) ∝ E−γ2
1

1 + exp
(

lgE−lgE1/2

lgWc

) ,

whereE1/2 is the energy at which the flux has fallen to one
half of the value of the power-law extrapolation andWc pa-
rameterizes the width of the transition region. The result of
the fit is shown as black solid line in Fig. 5. The derived pa-
rameters quoting only the statistical uncertainties are given
in Table 1. Changes to the calibration curve [9] have re-

3
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sulted in some changes of the parameters of the spectrum
with respect to previous work [1], although only the val-
ues ofγ2 are different by more than the quoted statistical
uncertainties (in Ref. [1] a value ofγ2 = 2.59 ± 0.02 is
reported).

5 Summary

An update of the measurement of the cosmic ray flux with
the Pierre Auger Observatory has been presented. Two in-
dependent measurements of the cosmic ray energy spec-
trum with the Pierre Auger Observatory have been ex-
ploited. Both spectra share the same systematic uncertain-
ties in the energy scale. A combined spectrum has been
derived with high statistics covering the energy range from
1018 eV to above 1020 eV. The dominant systematic uncer-
tainty of the spectrum stems from that of the overall energy
scale, which is estimated to be 22%. The combination of
spectra enables the precise measurement of both the ankle
and the flux suppression at highest energies.
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Abstract: The energy spectrum above4×10
18 eV is presented, obtained from 5936 events with zenith angles exceeding

62◦ collected by the Surface Detector of the Pierre Auger Observatory from1 January 2004 to 31 December 2010.
Showers with such large zenith angles are muon-dominated at ground level and the radial symmetry around the shower
axis is broken due to geomagnetic deflections. They are analysed separately from showers with smaller zenith angles
using two-dimensional models of the muon density at ground, allowing oneto reconstruct a global muon number for every
event. The conversion of the muon number to energy is obtained using thesub-sample of events detected simultaneously
with both the Surface and the Fluorescence Detector. The spectrum obtained displays suppression near4 × 10

19 eV
compatible with the analysis that uses less inclined events.

Keywords: spectrum, inclined showers, muons, Pierre Auger Observatory

1 Introduction

The Pierre Auger Observatory uses two techniques to study
cosmic rays, exploiting the induced extensive air show-
ers in Earth’s atmosphere. Charged particles and photons
which arrive at ground are measured with more than 1600
water-Cherenkov detectors, most of which are on a1.5 km
triangular-grid distributed over 3000 km2 (Surface Detec-
tor Array, SD [1]). In addition, charged particles in the air
generate ultra-violet light by excitation of nitrogen, which
is observed by 27 fluorescence telescopes (Fluorescence
Detector, FD [2]) under suitable conditions.

The SD has a duty cycle of almost 100 % and collects the
main bulk of events. Its energy scale is derived from coinci-
dent measurements with the FD, which provides an almost
calorimetric energy estimate of the shower [3]. The FD can
only operate in dark, moonless nights with a field of view
free of clouds. This limits its duty cycle to 13 % [4].

About 1/4 of the collected air showers have zenith an-
gles exceeding60

◦. Thesevery inclined showersare re-
constructed separately from less inclined ones due to their
special phenomenology. Very inclined showers are muon-
dominated at ground and show a broken circular symmetry
in the lateral fall-off of particle density, partly due to deflec-
tions in the geomagnetic field and partly due to the different
trajectories of early and late arriving particles. Only a weak
halo of low energy electrons and photons, generated mainly

by muon decay, arrives with the muons. Its contribution to
the SD signals is typically small and well understood [5].

Very inclined showers are interesting, because they in-
crease the viewable portion of the sky and the event statis-
tics. Moreover, they allow one to study the muon compo-
nent of air showers under weak model assumptions [6].

In this proceeding, we give an update of the cosmic ray
flux obtained from inclined events [7, 8] collected from
1 January 2004 to 31 December 2010. The analysis is
based on 5936 events above4× 10

18 eV, the lowest energy
where the SD is fully efficient in the zenith angle range
62

◦ < θ < 80
◦. Our main improvements are an extensive

validation of the reconstruction chain with air shower sim-
ulations [6], leading to reliable estimates of the reconstruc-
tion uncertainties, and the switch to a maximum likelihood
method for the energy calibration.

2 Event selection and reconstruction

Very inclined showers generate sparse and elongated signal
patterns on the SD with a sharp rise of the signal in time,
typical for a front of arriving muons [9]. Surface detectors
trigger on such signals. The central data acquisition builds
events from these local triggers if they have a compact spa-
tial pattern and arrival times that roughly agree with a plane
moving with the speed of light across the array [10].

5



H.P. DEMBINSKI et al. COSMIC RAY SPECTRUM FROM INCLINED SHOWERS

Figure 1: Number of recorded events withN19 > 0.89

(corresponding to the threshold of full SD efficiency) in
bins of equal geometrical exposure. A fitted horizontal line
is compared and the reducedχ2 is shown.

Muons from showers of lower energy form a background
which generates false triggers or false early signals in in-
dividual detectors. This background is removed off-line by
requiring a stricter space-time compatibility of the event
with a plane front, using an algorithm that successively
tries all combinations of rejecting one or more stations un-
til an acceptable configuration is found. False early signals
can be identified as small isolated and narrow peaks before
the main signal cluster in the time domain and are rejected
with a heuristic algorithm based on that property.

The arrival direction(θ, φ) of the cosmic ray is recon-
structed from the signal arrival times by fitting a sphere
expanding with the speed of light from a point along the
shower axis. The achieved angular resolution is better than
1
◦ above4× 10

18 eV [6, 9, 11]. The average radius of cur-
vature for a shower of zenith angle70

◦ is around 35 km.

In the next step, the shower size on the ground is recon-
structed: it scales with energyE of the cosmic ray. For that
purpose, the measured signals are compared to expected
signals, which are computed as follows. Firstly, the num-
ber of muons hitting a surface detector is calculated from
a model of the lateral fall-off of muon density as a func-
tion of the incoming direction of the shower. The model
accounts for circular asymmetries and the muon attenua-
tion with the zenith angle. Such models have been derived
from simulations using different approaches [12, 13], with
comparable results. Then, the detector response to incom-
ing muons is calculated, based on GEANT4 simulations.
Finally, the expected signal from electromagnetic particles
is added, parametrized from simulations [5]. At zenith an-
gles larger than 60◦ these particles are mainly generated by
muon decay and contribute about 15 % to the signal.

The shower core and shower size are simultaneously es-
timated with a maximum likelihood method that accounts
for non–triggering and saturated detectors. The shower size
parameterN19 is proportional to the total number of muons

in the shower and scales only with the cosmic ray energy
and mass. The model of the lateral fall-off of muon density
is normalised in such a way thatN19 = 1 indicates a shower
with the same number of muons as a simulated shower ini-
tiated by a proton of10

19 eV. However,N19 is not an abso-
lute quantity, it depends on the hadronic interaction model
used to simulate the proton shower. The model used here
[13] is based on QGSJet-II [14] and yields values ofN19

that are about 10 % higher than in previous analyses [8].
This change does not affect the energy determination, as it
is reabsorbed in the calibration procedure (see section 3).

The reconstruction chain was validated with an analysis of
more than 100,000 simulated SD events which allows one
to assess bias and resolution of the reconstruction. Further
details are given in [6]. Above4 × 10

18 eV, the resolution
of N19 is better than 20 % and the systematic uncertainty
smaller than 3 %.

Finally, a fiducial cut on the SD area is defined to guaran-
tee a high-quality reconstruction of the events in the zenith
angle range considered for the spectrum. Events only pass
if the station nearest to the reconstructed core has six ac-
tive neighbours in the surrounding hexagon. Above the en-
ergy where the SD is fully efficient in the considered zenith
angle range, the exposure is the integral over unit cells of
detectors that pass the fiducial cut, time, and solid angle.
We checked the distribution ofsin2 θ of events for differ-
ent cuts inN19 and zenith angle. For62

◦ < θ < 80
◦ and

N19 > 0.89 corresponding to4 × 10
18 eV, the distribution

becomes flat as expected in the regime of full efficiency.
This is shown in figure 1. Under these conditions, the in-
tegrated exposure over the period considered amounts to
5306 km2 sr yr, with a systematic uncertainty of 3 % [10].
Disregarding the range60

◦ < θ < 62
◦ allowed us to re-

duce the energy threshold by 40 % with respect to our pre-
vious report [8].

3 Energy calibration

A high-quality selection of events observed simultaneously
with FD and SD is used to calibrate the shower size pa-
rameterN19. In addition to the cuts on the SD described
already, we requireσ[N19]/N19 < 0.2. For the FD, we
look for a good reconstruction of the longitudinal profile:
at least 6 triggered pixels, track length> 200 g cm

−2, ra-
dial distance of the SD detector used in angular reconstruc-
tion to the shower axis< 750 m, fraction of Cherenkov
light < 50%, χ2

GH
/ndof < 2.5 for a fitted Gaisser-Hillas

curve and(χ2

line
−χ2

GH
)/ndof > 4 for a fitted line, depth of

shower maximumXmax farther away than50 g cm
−2 from

the borders of the field of view,σ[Xmax] < 50 g cm
−2, and

σ[E]/E < 0.2. Above4×10
18 eV, 125 events are selected.

The cuts are more restrictive than the ones used previously
[8] where 145 events were kept even though the data set
was smaller, but less restrictive than those in [3].

A power law N19 = A(E/10
19

eV)
B is fitted to these

events. Its inverse serves as the calibration function. A

6



32ND INTERNATIONAL COSMIC RAY CONFERENCE, BEIJING 2011

Figure 2: Left: Fit of the calibration curveN19 = A(E/10
19

eV)
B to 125 events. The contours indicate constant levels of

the p.d.f.fhyb (see text) integrated over zenith angle, corresponding to10, 50, 90 % of the maximum value. The calibration
constantsA,B obtained with the maximum-likelihood method (ML) and the former least-squares method (LS) are shown
in the inset. The ellipses indicate uncertainty contours of68 % confidence. Right: Distribution of the difference between
calibrated SD energyESD and FD energyEFD divided by their average〈E〉. The distribution expected from the model
fhyb is compared. The reducedχ2 value, mean, and standard deviation of the distribution aregiven.

maximum likelihood method was developed to perform the
fit [15] which uses a model of the observed(EFD, N19, θ)-
distribution in form of the probability density function
(p.d.f.) fhyb. It is constructed from the following train of
thought. The ideal points described by the power law are
not uniformly distributed in energy, but follow a steeply
falling distribution h(E, θ) given by the cosmic ray flux
multiplied with the FD fiducial area. Shower-to-shower
fluctuations described by a Gaussian p.d.f.gsh shift N19

away from the curve. Further shifts are added by sampling
fluctuations of the SD and FD described by the Gaussian
p.d.f.sgFD and gSD. Eventually, a point may disappear
due to the limited SD efficiencyǫSD. Mathematically, the
whole process is described by the convolution integral

fhyb(EFD, N19, θ) = C ×

∫

dE

∫

dÑ19 h(E, θ) (1)

gFD(EFD|E) ǫSD(N19, θ) gSD(N19|Ñ19) gsh

(

Ñ19|N̄19(E)
)

,

whereN̄19(E) is the average value ofN19 predicted by the
power law,Ñ19 the shower-to-shower fluctuated version,
N19 the observed value, andC a normalization constant.
The convolution is carried out numerically. Parameters of
h(E, θ), gFD, andgSD are fitted separately [15]. The FD
fluctuations have a constant width of about 8 % above10

18

eV. The width of the SD fluctuations is described by the
function σ[N19]/N19 = p0 + p1N19

−1/2 with constants
p0, p1. For the energies considered here,ǫSD = 1. The main
advantage over the least-squares method, used for example
in [8], is the possibility of including data whereǫSD < 1,
although we do not use this feature.

The fit of the calibration curve is depicted in figure 2 (left
panel). The fitted constants areA = (2.13 ± 0.04 ±
0.11 (sys.)) andB = (0.95±0.02±0.03 (sys.)). The sys-
tematic uncertainties are estimated from simulation studies

and variations of the FD cuts. The distribution of the rel-
ative differences between calibrated SD energies and FD
energies (shown in fig. 2 right) is unbiased and agrees with
the prediction obtained fromfhyb, indicating thatfhyb also
describes the fluctuations of 21 % well. The latter are
the combination of FD and SD fluctuations and the fit-
ted shower-to-shower fluctuationsσsh[N19]/N19. We find
σsh[N19]/N19 = (16 ± 2) % at 4 × 10

18 eV. The results
of the maximum likelihood method agree with those of the
former least-squares method (see inset of fig. 2 left), and
with previous results [8]. Finally, it is shown in [6] that the
calibration curve is discordant with the predictions from
Monte-Carlo calculations in the sense that fewer muons are
predicted than are observed.

In the zenith angle range62
◦ < θ < 65

◦, the reconstruc-
tion chain used for vertical showers [3, 17] is still applica-
ble and can be used for a crosscheck. The 848 SD events in
that zenith angle range above4× 10

18 eV show an average
difference of(2.2 ± 0.3) %, which is within the expected
systematic uncertainty of5%.

4 Results and discussion

Inclined events recorded from 1 January 2004 to 31 De-
cember 2010 were analysed with the procedure outlined
above. We obtain 5936 calibrated events in the zenith an-
gle range62

◦ < θ < 80
◦ above4 × 10

18 eV, the energy
where the SD becomes fully efficient. Due to the lowered
threshold, the number of events is a factor of three larger
compared to our previous report [8]. The cosmic ray flux,
shown in figure 3, is obtained by dividing the energy spec-
trum of the cosmic rays by the accumulated exposure of
5306 km2 sr yr in this zenith angle interval.
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and energy calibration. The overall energy scale has a systematic uncertainty of 22 % [16].

The uncertainty of the energy calibration was propagated
into the flux with a Monte-Carlo approach. The spectrum
was re-generated 200 times with calibration constants fluc-
tuated within their uncertainties. The systematic uncer-
tainty of the flux due to exposure and energy calibration
is around 13 % up to4×10

19 eV, and increases up to 70 %
at higher energies. The uncertainty of the FD energy scale
of 22 % [16] is the largest systematic uncertainty. The flux
estimate is slightly distorted by the limited detector resolu-
tion. This effect was neglected in this study: when added it
will lower the flux estimate slightly.

A power lawE−γ fitted to the spectrum between6 × 10
18

eV and4 × 10
19 eV yields a spectral indexγ1 = (2.72 ±

0.04 ± 0.04 (sys.)). A flux suppression above4 × 10
19

eV is observed, with a sharp break in the spectrum and a
new spectral indexγ2 = (4.5 ± 0.8 ± 0.04 (sys.)). Both
spectral indices agree with the previous values [8]γ1 =

(2.76 ± 0.06) andγ2 = (5.1 ± 0.9) respectively, and with
the values derived from vertical showers [17].

The flux obtained from inclined showers agrees with the
one obtained from vertical showers [17] within the system-
atic uncertainties. If statistical and systematic uncertain-
ties are added in quadrature, the reducedχ2 value of the
flux difference is 10.9/14 = 0.8. The data sets will be com-
bined after further work to reduce the systematic uncertain-
ties and to include the unfolding of detector effects.
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Abstract: We present a first analysis of cosmic rays observed with the AMIGA infill array of the Pierre Auger Observa-
tory. The spacing of 750 m between the surface detectors, half the distance of the regular array, allows us to extend the
energy range of interest to energies as low as3×1017 eV. The lateral distribution function is presented and the uncertainty
of the signal at an optimum distance of 450 m, used to obtain anenergy estimator, is discussed. The first steps towards the
measurement of the energy spectrum are described. The calculation of the array exposure and the strategy for the energy
calibration of the infill, obtained from events observed in coincidence with the fluorescence detector, are presented.

Keywords: Pierre Auger Observatory, very high energy cosmic rays, AMIGA infill array

1 Introduction

The energy range between1017 eV and4 × 1018 eV is of
great interest for understanding the origin of cosmic rays.
At these energies the transition from the galactic to extra-
galactic accelerators [1, 2, 3] is expected. Also a spec-
tral feature caused by the drop of the heavy component
of the galactic cosmic rays [4] has been predicted. The
Pierre Auger Observatory [5], being the largest cosmic ray
experiment in operation, has delivered important results
for solving the nature of cosmic rays above an energy of
1018 eV. To extend the measurements to lower energies
two enhancements are being built: HEAT [6] (High Eleva-
tion Auger Telescopes) and AMIGA (Auger Muons and In-
fill for the Ground Array) [7]. We present the performance
and current status of the analysis of the data taken with the
infill array of AMIGA. Construction of the infill array be-
gan in 2008: currently 53 stations (87% of the total 61)
have been deployed. The detectors are on a triangular grid
with a spacing of 750 m. The reconstruction procedures are
adaptations of those used for the 3000 km2 array where the
spacing between the detectors is 1500 m. In the first part
we describe the trigger efficiency and the accumulated ex-
posure, followed by the description of the reconstruction of
air-showers.

2 Trigger efficiency and acceptance

The trigger system of the infill array is adopted from the
regular Auger array. An event is accepted when at least
3 stations forming a triangle satisfy a local trigger of the

(E/eV)
10

log
17 17.5 18 18.5 19

3
To

T
 E

ffi
ci

e
n

cy

0

0.2

0.4

0.6

0.8

1

 p infill array
Fe infill array

p regular array

Fe regular array

  [VEM]35S
10 20 30 40 100

 / 
nd

of
2 χ

1

10

100

Figure 1: 3ToT trigger efficiency for the infill and regu-
lar array obtained from simulations of Iron and proton pri-
maries. In the inset figure the reducedχ2 for a flat depen-
dency on the zenith angle of the trigger is depicted.

type Time-over-Threshold (3ToT event) [8]. The smaller
spacing between stations of the infill lead to an increase of
the trigger efficiency at low energy. The trigger efficiency
as a function of energy for 3ToT events with zenith angles
below 55◦ is illustrated in Fig. 1, for both infill and regu-
lar array. The calculation is based on the parametrization
of the single station lateral trigger probability [9], which
reflects the properties of the station response and of the air-
shower development. A simple test of the threshold energy
where the array is fully efficient is performed via aχ2 test

9
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Figure 2: (left) Angular resolution for different multiplicities as a function of the zenith angle. (right) The weighted mean
of the LDF parameter,β, as a function of the zenith angle. The line represents the parametrization ofβ.

of an isotropic flux of the observed cosmic rays. Below
this energy the trigger depends on the zenith angle. The
reducedχ2 as a function of the energy estimator,S35, is il-
lustrated in the inset of Fig. 1. The trigger is independent of
the zenith angle forS35 larger than20VEM, correspond-
ing to an energy of≈ 3 × 1017 eV. From both methods
we conclude that above this energy the infill array is 100%
efficient for cosmic rays with a zenith angle of less than
55◦.

To guarantee the selection of good quality and well-
contained events, a fiducial cut (T5) is applied so that only
events in which the station with the highest signal is sur-
rounded by 6 working neighbors (i.e. a working hexagon)
are accepted. This condition assures a good reconstruction
of the impact point on ground, meanwhile allowing for a
simple geometrical calculation of the aperture. The 3ToT
trigger rate is (55 ± 6) events/day/hexagon out of which
(28± 3) events/day/hexagon are T5. Integrating the instan-
taneous effective area over the time when the detector was
stable, the acceptance between August 2008 (when the first
3 hexagons of the infill were completed) and March 2011
(16 hexagons) amounts to(26.4±1.3) km2 sr yr. With the
current configuration we record (390 ± 70) T5 events/day
and the data sample contains more than 260,000 T5 events.

3 Reconstruction of the air-showers

The reconstruction algorithm for the events triggering the
infill array is based on the well-tuned code for the regu-
lar surface detector array. After selecting the signals which
are generated by air-showers, the direction and the energy
of the primary cosmic ray are deduced from the timing in-
formation and from the total recorded signal in the stations.
The atmospheric muons can generate background signal in
a time window close to the arrival of air-shower particles.
The stations are selected according to their time compati-

bility with the estimated shower front. The time cuts were
determined such that 99% of the stations containing a phys-
ical signal from the shower are kept. The algorithm for the
signal search in the time traces rejects further accidental
signals by searching for time-compatible peaks.

Angular resolution: The arrival direction is obtained
from the time propagation of the shower front on the
ground which is approximated as a sphere with the origin
on the shower axis traveling with the speed of light. To
obtain the angular resolution [10] the single station time
variance is modeled to take into account the size of the to-
tal signal and its time evolution. The angular resolution
achieved, illustrated in Fig. 2(left), for events with more
than 3 stations is better than 1.3◦ and is better than 1◦ for
events with more than 6 stations.

Lateral distribution function: The impact point on
ground of the air showers is deduced in the fit of the lat-
eral distribution of the signals as well. The fit of the lateral
distribution function (LDF) [11] is based on a maximum
likelihood method which also takes into account the prob-
abilities for the stations that did not trigger and the stations
close to the shower axis which are saturated. The saturation
is caused by the overflow of the FADC read-out electron-
ics and a modification of the signal occurs due to the tran-
sition of the PMTs from a linear to a non-linear behavior.
Two functions have been investigated to describe the lateral
distribution of the signals on ground: a log-log parabola
(LLP), used in the current analysis to infer the systematic
uncertainties due to the LDF assumption, and a modified
Nishimura-Kamata-Greisen (NKG) function:

S(r) = S(ropt)

(

r

ropt

r + 700m

ropt + 700m

)β

(1)

whereropt is the optimum distance andS(ropt) is used to
obtain an energy estimator. The parameterβ depends on
zenith angle and on energy. For events with only 3 stations
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the reconstruction of the air-showers can be obtained only
by fixing theβ parameter. To obtain the parametrization of
β, shown in Fig. 2(right), events with more than 6 stations
are selected. The vertical events are observed at an earlier
shower age than the inclined ones, thus having a steeper
LDF due to the different contributions from the muonic and
electromagnetic components on ground. The dependence
of the LDF parameters on the energy is under investigation.

Optimum distance and uncertainties of S(450): The
optimum distance is defined as the distance from the
shower axis where the fluctuations of the LDF are mini-
mized and it is mostly determined by the spacing between
the detectors [12]. In Fig. 3(left) the relative uncertainties
of the signals at different distances from the shower axis
are illustrated for simulations of a mixed composition (50%
proton and 50% iron) at an energy of5.62 × 1017 eV and
different zenith angles. The air-shower simulations were
performed with CORSIKA [13], using QGSJet-II [14] and
Fluka [15], and the detector simulation were based on
Offline [16]. The uncertainties, containing the shower-
to-shower fluctuations, are minimized at distances larger
than 450 m.

From data we obtained the distance where the LDF is least
sensitive to theβ parameter by performing the reconstruc-
tion of the same event with differentβ values within the
uncertainties of the parametrization. This is illustratedin
the inset of Fig. 3(left). Similar to the regular array [17],we
distinguish the events where the signal in the station closest
to the shower axis is saturated. The mean of the distribu-
tion of the distance to the shower axis where the impact of
the LDF is minimal, for the events without saturated sig-
nals is(442.3 ± 0.1)m with a RMS of(40.33 ± 0.06)m,

while for the events with at least a saturated signal is
(639.1 ± 0.1)m with a RMS of (51.64 ± 0.06)m. The
signal atropt = 450m, S(450), was chosen to obtain an
energy estimator.

The statistical and systematic uncertainties of S(450) as
a function oflog10 S(450) are illustrated in Fig. 3(right).
The parametrizations were obtained from data similar to
the regular array [17]. The statistical uncertainties of
S(450) vary from 20 % at 10 VEM to 5 % at 100 VEM. The
events in which at least one signal is saturated have an un-
certainty that is larger by≈ 10%. Theropt changes from
event to event. The contribution of the variations ofropt to
the uncertainty of S(450) was obtained by reconstructing
the same event with differentβ values. While this effect
is negligible for the accuracy of S(450) for events without
saturation, it contributes with 15% to the total uncertainty
for saturated events. The relative difference of the S(450)
obtained using a LLP to the estimation from a NKG func-
tion is +8.5%. This systematic uncertainty cancels in the fi-
nal energy resolution via the cross-calibration with the flu-
orescence detector energy. Preliminary estimations let us
assume that the shower-to-shower fluctuations contribute
with 10% to the total uncertainty.

Attenuation in the atmosphere: S(450) is corrected for
the zenith angle dependency caused by the shower at-
tenuation in the atmosphere with a constant intensity cut
method [18]. The zenith angle correction has been de-
duced empirically to be a second degree polynomial in
x = cos2 θ − cos2 35◦. The zenith angle of 35◦ repre-
sents the median of the distribution of the arrival directions
of the observed cosmic rays. The equivalent signal at 35◦,
S35 is used to infer the energy:S35 = S(450)/(1+(1.59±

11
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0.05)x − (1.14 ± 0.21)x2). The number of events as a
function ofS35 is illustrated in Fig. 4 for different zenith
angle intervals. The trigger threshold effect can be seen
below 20 VEM. TheS35 spectrum extends to more than
2000 VEM, corresponding to an energy of≈ 3× 1019 eV.

Energy calibration: The energy calibration of the sur-
face detector data is obtained from air-showers that were si-
multaneously measured with the fluorescence detector (i.e.
hybrid events). At energies lower than1018 eV due to its
field of view, the fluorescence detector observes more deep
showers than shallow ones. Therefore it is necessary to
apply a fiducial field of view cut [19] that ensures an un-
biased energy calibration. The selection criteria and the
energy systematic uncertainties are currently under study.
S35 shows a strong correlation with the energy as it is illus-
trated in Fig. 5 for the selected [18] hybrid events.

4 Conclusions

The infill detector, part of the AMIGA experiment, has
been operating in good conditions since its deployment. It
extends the energy range for the surface detector of Pierre
Auger Observatory down to3 × 1017 eV. The analysis,
based on the algorithms developed for the regular array is
in an advanced stage. The integrated exposure between Au-
gust 2008 and March 2011 is(26.4 ± 1.3) km2 sr yr. The
achieved angular resolution is better than 1 degree for an
energy of3×1017 eV. The resolution of S(450) varies from
20% at 10 VEM to 10% at 100 VEM, at the highest en-
ergies being dominated by shower-to-shower fluctuations.
The studies on the selection of hybrid events used for the
energy calibration and on the energy systematic uncertain-
ties are in progress.
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Abstract: The energy of the primary particles of air showers recorded using the water-Cherenkov detectors of the Pierre
Auger Observatory is inferred from simultaneous measurements of showers with those detectors together with the flu-
orescence telescopes. The signal on the ground at 1000 m fromthe shower axis obtained using the water-Cherenkov
detectors is related directly to the calorimetric energy measured with the telescopes. The energy assignment is therefore
independent of air shower simulations except for the assumptions that must be made about the energy carried into the
ground by neutrinos and muons. The correlation between the signal at the ground and the calorimetric energy is used to
derive a calibration curve. Taking advantage of increased statistics with respect to previous publications we presentan
update and improvement of the method used to determine the energy scale. The systematic uncertainties of the calibration
procedure are addressed.

Keywords: UHECR, energy spectrum, Pierre Auger Observatory, energy calibration.

1 Introduction

The Pierre Auger Observatory [1] is used to detect exten-
sive air showers (EAS) with an array of over 1600 water-
Cherenkov detectors, collectively called the Surface Detec-
tor Array (SD). The SD measures the lateral distribution of
particles on ground with a duty cycle of almost 100% [2].
The SD is overlooked by the Fluorescence Detector (FD),
which consists of 27 fluorescence telescopes at four loca-
tions on the periphery of the SD. The FD is only used on
clear moonless nights and has a duty cycle of 13% [3]. The
FD provides a nearly calorimetric energy measurement,
since the fluorescence light is produced in proportion to the
energy dissipation by a shower in the atmosphere [4, 5].

The signals recorded by the SD are converted into units
of vertical-equivalent muons (VEM). One VEM is defined
as the average of the signals produced in the 3 PMTs of
a water-Cherenkov detector by a vertical muon that passes
centrally through it. The EAS axis is obtained from the ar-
rival time of the first particles in each detector station. The
core and the lateral distribution function (LDF) are inferred
from a global minimization, taking into account the SD sta-
tion trigger threshold and the overflow of FADC counts in
the detectors near the axis of the EAS. In general the en-
ergy of the primary particle is correlated with the signal at
a fixed distance from the core of the EAS [6]. In this case,
the signal at1000 m from the axis,S(1000), corrected for
the attenuation in the atmosphere (see Section 2), is used

as an energy estimator. At this distance, the fluctuations of
the signal, due to an imperfect knowledge of the LDF, are
minimized [7].

A measurement of the development profile of the air
shower (deposited energy versus slant depth) is possible
with EAS viewed with the FD in coincidence with the SD.
The first step is the determination of the geometry of the
axis of the EAS using directions and timing information
from the FD pixels, coupled with the arrival time of the
shower at the SD station with the highest signal. The pro-
cedure results in an arrival direction resolution of better
than 1

◦. Next, the light collected in the cameras of FD
is transformed into the energy deposited along the axis of
the shower [8], by taking into account the fluorescence
and Cherenkov light contributions and the attenuation of
this light by scattering, including multiple scattering [9].
Care is taken to account for the lateral spread of light on
the camera due to the emission of both fluorescence and
Cherenkov light. The fluorescence light emission along the
track of the EAS is converted into energy deposit by using
the absolute fluorescence yield in air in the 337nm band
of (5.05 ± 0.71) photons/MeV of energy deposited [10].
This figure is for dry air at293 K and1013 hPa: the wave-
length, temperature, pressure and humidity dependence is
accounted for using [11]. Due to the limited field of view
of the FD, the longitudinal profile is not recorded in its en-
tirety, so a fit with a Gaisser-Hillas function is employed
to obtain the full profile. This energy deposit profile is in-
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tegrated to yield the calorimetric energy, with a correction
of about9% added to take account of the energy carried
by high energy muons and neutrinos. This non-detected
energy, that is theinvisible energy, is accounted for by cor-
recting the calorimetric energyEcal, detected by the FD.
The factorfinv is determined from simulations to obtain
the total shower energyEFD = (1 + finv) Ecal. The invis-
ible energy correction is based on the average for proton
and iron showers simulated with the QGSJetII model [12]
and amounts to about9% at 10 EeV for a mixed primary
composition [13]. The neutrino and muon production prob-
abilities have energy dependencies due to the meson de-
cay probabilities in the atmosphere so thatfinv falls from
∼ 10.5% at 1 EeV to ∼ 8.5% at 100 EeV [13]. The factor
finv depends on the hadronic interaction assumptions and
is also subject to shower-to-shower fluctuations [14]. The
dependence of the energy scale on the hadronic interaction
model is below4%.

The sub-sample of EAS that are recorded by both the FD
and the SD, calledgolden hybrid events, is used to relate
the energy reconstructed with the FD,EFD, to S(1000).
The energy scale inferred from this data sample is applied
to all showers detected by the SD array.

2 Data Analysis

A subset of high-quality golden hybrid events detected be-
tween 1 January 2004 and 30 September 2010 is used in
this analysis, an update and an improvement with respect to
the one presented in [15]. Golden hybrid events are those
for which the reconstruction of an energy estimator can be
derived independently from both the SD and FD data. In
this work only events with reconstructed zenith angles less
than60

◦ are used.

A fiducial cut is applied to events recorded by the SD to
ensure adequate containment inside the array, and hence a
reliable core reconstruction and estimate ofS(1000). The
cut requires that six active stations surround the station
with the highest signal [16]. The water-Cherenkov detector
with the highest signal must be within750 m of the shower
axis [17]. The reducedχ2 of the longitudinal profile fit to
the Gaisser-Hillas function has to be less than2.5. Further-
more theχ2 of a linear fit to the longitudinal profile has
to exceed the Gaisser-Hillas fitχ2 by at least4 [8]. The
depth of shower maximum,Xmax, must be within the field
of view of the telescopes and the fraction of the signal de-
tected by the FD and attributed to Cherenkov light must be
less than50%. The uncertainties onEFD and onXmax are
required to be less than20% and40 g/cm

2 respectively.
The selection criteria include a measurement of the verti-
cal aerosol optical depth profile (VAOD) made using laser
shots generated by the central laser facility (CLF) [18] and
observed by the fluorescence telescopes in the same hour
of each selected hybrid event; the VAOD value must be
smaller than0.1. Furthermore the cloud fraction in the field
of view, measured from the information provided by the LI-
DAR systems of the observatory [18], is required to be less
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Figure 1: Attenuation curve,CIC(θ) fitted with a second
degree polynomial inx = cos

2 θ − cos
2 θ̄.

than25%. The limited field of view of the FD and the re-
quirement to observe the EAS maximum may introduce a
dependency in the event selection on the primary mass. To
avoid this effect, a fiducial cut on the slant depth range ob-
served by the telescopes is performed [19], ensuring that
the field of view is large enough to observe all plausible
values ofXmax. This cut is introduced for the first time in
this analysis, taking advantage of the increased statistics of
data. The effect of this fiducial cut is to reject about22% of
events above3 EeV and4% above10 EeV. As explained
in Section 3, the application of this cut does not change
the results of the energy calibration significantly. Applying
these cuts, a set of 839 golden hybrid events with energy
EFD ≥ 3 EeV (where the SD trigger is fully efficient [16])
is selected.

For a given energy, the value ofS(1000) decreases with
the zenith angle,θ, due to the attenuation of the shower
particles and geometrical effects. Assuming an isotropic
flux of primary cosmic rays, we extract the shape of the
attenuation curve from the data using the constant inten-
sity cut method [20]. The attenuation curve has been fitted
with a second degree polynomial inx = cos

2 θ − cos
2 θ̄:

CIC(θ) = 1 + a x + b x2, wherea = (0.87 ± 0.04) and
b = (−1.49± 0.20). The attenuation curve is shown in
Fig. 1. The average angle,̄θ ≃ 38

◦, is taken as a refer-
ence to convertS(1000) to S38 ≡ S(1000)/CIC(θ). S38

may be regarded as the signalS(1000) the shower would
have produced if it had arrived atθ = 38

◦. The values of
the parametersa, b are deduced forS38 = 47 VEM, that
corresponds to an energy of about9 EeV (see Section 3).
The relative difference of theCIC(θ) with respect to the
previous analysis [15] is about(−4 ± 4)% for θ = 0

◦ and
(−4 ± 9)% for θ = 60

◦, i.e. the values ofS38 are reduced
by about4%.

The reconstruction accuracyσS(1000) of S(1000) is com-
posed of three contributions: a statistical uncertainty due to
the finite number of particles intercepted by a given SD sta-
tion and the limited dynamic range of the signal detection;
a systematic uncertainty due to assumptions on the shape
of the lateral distribution function; and an uncertainty due
to shower-to-shower fluctuations [21]. The last term con-
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tributes a factor of about10%, while the contribution of the
first two terms depends on energy and varies from 20% (at
S(1000) = 1.5 VEM, equivalent to∼ 0.3 EeV) to 6% (at
200 VEM, equivalent to∼ 40 EeV).

The FD energy resolution is determined by propagating the
statistical uncertainty on the light flux, the invisible energy
uncertainty due to shower fluctuations and the uncertainties
on EAS geometry and VAOD profiles. The overall energy
resolution is7.6% and it is almost constant with energy.

3 Energy Calibration

The analysis of the golden hybrid events leads to a rela-
tion betweenS38 and EFD. The main challenge in this
part of the analysis is to suppress the bias coming from
the inclusion of events with energy below the trigger satu-
ration threshold. The SD is fully efficient above energies
of 3 EeV [16]. The upward fluctuations ofS(1000) below
this energy would introduce a large bias in the energy con-
version. In our past work [15], events below the threshold
energy were rejected by aχ2 method. As an evolution of
this procedure, in the present study, a maximum likelihood
(ML) method is used (see also [22]). This method, as the
previous one, is based only on the data and does not de-
pend on simulations. The ML function takes into account
the evolution of uncertainties with energy, as well as event
migrations due to the finite resolution of the SD. The ML
method has been tested with the dataset used in the pre-
vious analysis and reproduces the same results as theχ2

method: the ML method is mathematically more rigorous.
The method has then been applied to the present sample of
839 selected hybrid events with energyEFD ≥ 3 EeV (see
Section 2).

The relation betweenS38 andEFD is well described by a
single power-law function,

EFD = A SB

38
, (1)

where the resulting parameters from the data fit are
A = (1.68 ± 0.05)× 10

17
eV and B = 1.035± 0.009.

The most energetic selected event has an energy of about
75 EeV.

The relative difference in the energy measured by the SD,
ESD(S38), using this energy calibration and the previous
one [15] is tabulated in the second column of Table 1. The
changes in the energy scale are due to an update of the ab-
solute calibration of the FD pixels and improvements to
the FD reconstruction, which now properly treat the lateral
width of Cherenkov emission, multiple scattering of light,
and the temperature and humidity dependence of quench-
ing of fluorescence emission. Part of the difference be-
tween this energy calibration and the previous one is due
to the introduction of the fiducial cuts. When not applying
them, the energy changes by the factor reported in the third
column of Table 1. The changes in calibration curves are
smaller than the systematic uncertainty due to the applica-

EFD Enew/Eold − 1 Enew/Enofid − 1

3 EeV (+1.0 ± 1.7)% (+0.4 ± 1.6)%

10 EeV (−3.1 ± 1.3)% (−1.3 ± 1.7)%

100 EeV (−10 ± 3)% (−4 ± 4)%

Table 1: Relative differences in the new energy calibra-
tion, Enew, for different values ofEFD, with respect to
the old calibration [15],Eold, (second column) and to the
case when no fiducial cuts are applied in the event selection
(Enofid, third column).

E [EeV]
3 4 5 67 10 20 30

 [V
E

M
]

38S

10

100

Figure 2: Correlation betweenS38 andE for the 839 se-
lected hybrid events used in the fit. The most energetic
event has an energy of about75 EeV.

tion of the calibration method, of about7% at 10 EeV and
15% at100 EeV [15].

The resolution in the SD energy,ESD, can be inferred
from the distribution of the ratioESD/EFD [23], fix-
ing the FD energy resolution to the previously quoted
7.6%. The fit for three distinct ranges of energy is shown
in Figure 3. The resulting SD energy resolution, with
its statistical uncertainty, isσE/ESD = (15.8 ± 0.9)% for
3 EeV < ESD < 6 EeV, σE/ESD = (13.0 ± 1.0)% for
6 EeV < ESD < 10 EeV and σE/ESD = (12.0 ± 1.0)%

for ESD > 10 EeV.

The total systematic uncertainty on the FD energy scale
is about22%. It includes contributions from the absolute
fluorescence yield (14%) [10], calibration of the fluores-
cence telescopes (9.5%), the invisible energy correction
(4%) [24], systematics in the reconstruction method used
to calculate the shower longitudinal profile (10%), and at-
mospheric effects (6% ÷ 8%) [18]. The atmospheric un-
certainties include those related to the measurements of
aerosol optical depth (5%÷7.5%), phase function (1%) and
wavelength dependence (0.5%), the atmosphere variability
(1%) [25] and the residual uncertainties on the estimation
of pressure, temperature and humidity dependence of the
fluorescence yield (1.5%).
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Figure 3: RatioESD/EFD for the selected events for vari-
ous ranges of energy. The lines represent the ratio distribu-
tion function for the data [23].

4 Conclusions

The energy calibration of the SD array of the Pierre Auger
Observatory has been studied using a method based on the
data only. It takes into account all the known systematic un-
certainties and their dependencies on energy. In this anal-
ysis a new fiducial cut in the event selection is also intro-
duced, in order to avoid systematic effects dependent upon
the composition of the primary particles.

The results of this method are in good agreement with the
previous studies of the energy calibration [15]. The differ-
ences are due to some improvements in the energy recon-
struction and an update of the calibration constants of the
fluorescence telescopes, as well as to the introduction of
the new fiducial cut.

The energy spectrum derived from data of the SD ar-
ray is calibrated using the method presented in this paper
and combined with a spectrum based on hybrid data only
in [26].

References

[1] The Pierre Auger Collaboration, Nucl. Instr. Meth. A,
2004,523: 50–95.

[2] T. Suomijarvi, for the Pierre Auger Collaboration,
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Abstract: The properties of extensive air showers (EAS) induced by cosmic rays with zenith angles up to80◦ can be
measured accurately in the surface detector (SD) of the Pierre Auger Observatory. Using a model of the density pattern
of muons, extracted from simulations, the shower size,N19, related to the total number of muons in EAS, is estimated
from the signals measured in the SD stations. The accuracy ofthe reconstruction ofN19 is tested using a large sample of
simulated events. The shower size is calibrated using the shower energy measured with the fluorescence detector (FD) in
a sub-sample of high-quality hybrid events (i.e. events detected simultaneously by SD and FD). This allows the number
of muons versus energy to be measured. We compare the number of muons versus energy as obtained through simulations
with that measured in data. We find that none of the current shower models, neither for proton nor for iron primaries, are
able to predict as many muons as are observed.

Keywords: Cosmic, Rays, Pierre, Auger, Observatory, inclined, events, muons, detection.

1 Introduction

The Pierre Auger Observatory [1] is a hybrid cosmic ray
air shower instrument for experiment that uses different
techniques to detect extensive air-showers. An array of
over 1600 water-Cherenkov detectors that covers an area
of 3000 km2 with a 1.5 km triangular grid, samples the sig-
nal,S, as the air shower arrives at the Earth’s surface. The
Surface Detector (SD) has a 100% duty cycle. The longitu-
dinal shower development is observed by the Fluorescence
Detector (FD) that provides a nearly calorimetric measure-
ment of the shower energy. The duty cycle of the FD is
approximately 13% [2]. It is possible to relate the energy
measured with the FD to the shower size which can be ob-
tained with the SD, using events that can be reconstructed
with both the SD and FD, thegolden hybrid events. This
procedure provides the energy calibration [3].

With the SD detector of the Pierre Auger Observatory we
have recorded 5936 events between 1 January 2004 and 31
December 2010, with energy above4×1018 eV and zenith
angle range62◦ < θ < 80◦. Those events represent the
19% of the total data collected, and a 25% increase over
the exposure obtained with events< 60◦. The analysis
of inclined events is important because it increases the sky
coverage allowing the study of clustering and anisotropy
in a larger region of the sky than it is possible with more
vertical events. The dominant particles in these events are
muons because most of the electromagnetic component is

absorbed in the atmosphere. As the total number of muons
depends on primary particle type, inclined showers can be
used to study composition. Inclined events are also impor-
tant because they constitute the background in the search
for neutrino-induced showers. In this paper we will des-
cribe the procedure used to reconstruct the shower size,
N19, of inclined showers. We will explain howN19 is cali-
brated using the energy measured by FD in events detected
simultaneously by SD and FD. Finally we will compare the
behavior of the number of muons versus energy as observed
with data to that obtained through Monte Carlo (MC) sim-
ulations.

2 Reconstruction of size parameter N19

The arrival direction of a cosmic ray is reconstructed
from the signal arrival times by fitting a shower front
model [4, 5]. The angular resolution achieved is better
than1◦ at energiesE > 4 × 1018eV. The reconstruction
of the shower size requires techniques that are different to
those used for more vertical showers. A procedure has been
developed in which a set of muon densities at the ground,
derived from simulations at different energies and zenith
angles, is compared with experimental data. This tech-
nique was first used to analyse inclined showers recorded
at Haverah Park [6] and has been subsequently adapted for
the Auger Observatory [7] which uses water-Cherenkov de-
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tectors of exactly the same depth. Two reconstruction pro-
cedures have been developed independently, referred to as
Efit and HasOffline in what follows. Using the two proce-
dures provides an opportunity to test for systematic uncer-
tainties arising from the different reconstruction processes.

The shower core position and the size parameter are ob-
tained through a fit of the expected number of muons at
each detector,nµ, to the measured signal. The expected
number of muons can be obtained from:

nµ = N19ρ
19
µ (x − xc, y − yc, θ, φ)A⊥(θ) (1)

where (xc,yc) are the coordinates of the shower core,θ

andφ are the zenith and the azimuth of the shower direc-
tion,ρ19µ is the reference muon distribution (the muon map)
corresponding to the inferred arrival direction,A⊥(θ) is the
detector area projected onto the shower plane. It is shown
that the dependence of the shape ofρ19µ on energy and
primary composition can be approximately factorised out
and hence the two dimensional distributions of the muon
patterns at ground level depend primarily on zenith and
azimuthal angles because of the geomagnetic deviation of
muons [8].N19 is thus defined as the ratio of the total num-
ber of muons,Nµ, in the shower with respect to the total
number of muons atE=10 EeV given by the reference dis-
tribution,N19 = Nµ(E, θ)/Nmap

µ (E = 10 EeV, θ).

Two sets of reference distribution have been produced for
protons atE=10 EeV. They are based on two different
shower simulation packages and two different hadronic in-
teraction models. One of them has been obtained with a
set of histograms in two dimensions based on the model
developed in [7], using simulations made with AIRES
2.6.0 [9] with QSGJET01 [10] as the choice for the
hadronic interaction. The other set is a continuous parame-
terizations of the patterns obtained directly from the simu-
lations [11] made with CORSIKA 6.72 [12] and the mod-
els QSGJETII [13] and FLUKA [14]. Both approaches are
valid out to 4 km from the shower axis in the energy range
1018 eV to 1020 eV and zenith angle 60◦ to 88◦. The Efit
(HasOffline) packages uses the first (second) set based on
QGSJET01 (QGSJETII).

From the measured signalS we obtain the muonic signal
Sµ subtracting the average electromagnetic (EM) compo-
nent. We calculate the EM component in MC simulations
in which we obtainrEM = SEM/Sµ, the ratio of the EM
to muonic signal.rEM depends on composition, interac-
tion models and shower energy. We have adopted proton
AIRES simulations at 1019 eV with QGSJET01 as a refe-
rence for this work. For inclined showersrEM is largest
near the shower axis and its effect practically disappears at
zenith angles exceeding about65◦. OncerEM is parame-
terised the muonic signal is obtained asSµ = S/(1+rEM)

A maximum likelihood method is used to fit the shower
size and the core position. This requires knowledge of the
probability density function of the measured signal for all
the triggered stations. The probability densityp to observe
a muonic signal,Sµ, in a given station is obtained from

the expected number of muons,nµ, which depends on its
relative position with respect to the core:

p(Sµ, nµ, θ) =

k=∞∑
k=0

Poisson(k;nµ)Pst(k, Sµ, θ)PTr(Sµ).

HerePoisson(k;nµ) gives the Poisson probability thatk
muons go through the detector whennµ are expected,
PTr(Sµ) is the probability of triggering andPst(k, Sµ, θ)
is the probability density function (p.d.f.) of the muon sig-
nalSµ for k through-going muons. The response of the SD
stations to the passage of a single muon is obtained from
a detailed simulation using the standard GEANT4 pack-
age [16] within the official software framework of the Ob-
servatory [17]. The p.d.f. fork muons,Pst(k, Sµ, θ), is ob-
tained by convolution. It is important to include details of
the non-triggered stations to avoid biases in the reconstruc-
tion arising from upward fluctuations of the trigger. These
stations provide upper limits to the signals. This can be
achieved within the maximum likelihood method, replac-
ing the probability density by the probability that the de-
tectors do not trigger:

p(Sµ = 0, Nµ, θ) =

k=∞∑
k=0

Poisson(k;Nµ)×

∫
∞

0

dSµ(1 − PTr(Sµ))Pst(k, Sµ, θ) (2)

The likelihood function to be maximised is then the prod-
uct of these probabilities for all stations. In practice only
stations that lie within 5 km of the barycenter. The likeli-
hood function depends on three free parameters that have to
be fitted, the shower core position (xc,yc) and the shower
sizeN19 through the expected number of muons (Nµ) in
Eq. (1) which determines the Poisson probabilities. The
Poisson distribution takes into account fluctuations in the
number of muons entering the detector, while the rest of
the fluctuations in the station are introduced through the
detector response.

3 Accuracy of N19 reconstruction

A sample of 100,000 proton showers were generated using
AIRES and the hadronic model QGSJET01, with anE−2.6

energy spectrum in the rangelog10(E/eV )=(18.5,20).
Showers were chosen from a zenith angle distribution that
is flat in sin2θ in the range (50◦, 89◦), and uniform in azi-
muthal angle. A further 2700 proton showers were genera-
ted using CORSIKA, with the hadronic model QGSJETII
and FLUKA. The energy spectrum is flat inlog10(E/eV )
in the range (18,20), and the zenith angle has a flat distri-
bution in sin2θ in the range (60◦,86◦) and a uniform dis-
tribution in azimuthal angle. All SD events were genera-
ted within the Offline framework [17] with random impact
points on the ground.

For simulated showers it is possible to obtain the true
value of the size parameter, referred asNMC

19 . In Fig-
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Figure 1: Average(points) and RMS(lines) values of the
relative difference between reconstructed (N19) and simu-
lated (NMC

19 ) shower sizes. Circles and solid line are the
results for Efit. Squares and dashed lines for HasOffline.

ure 1 we show the difference between the reconstructed
N19 andNMC

19 for both reconstructions. It is plotted as
a function of the energy obtained by converting the value
of N19 into energy according to the calibration data (see
figure 3 and related discussions). We note that the ave-
rage bias for both reconstructions is below∼4% level in
the rangelog10(E/eV )=(18.5,19.7). We have found agree-
ment between both reconstructions at the 3% level. In
the same figure we show the energy resolution, Efit (solid
line) and HasOffline (dashed line), going from 25% at
log10(E/eV ) = 18.5 to 12% at high energies where we
expect a more accurate reconstruction as there are more
triggered stations.

In Figure 2 we show the accuracy in the angular reconstruc-
tion as a function of the zenith angle input to the MC cal-
culation. The zenith and azimuth angles are reconstructed
with a bias of less than 0.05◦, and the opening angle, the
angle between the MC and the reconstructed directions, is
always less than 0.5◦.

4 N19 versus energy: data versus simulations

The energy of each event is obtained by calibratingN19

with the golden hybrid data set. In addition the calibration
procedure can be used to obtain the number of muons as
a function of energy which is sensitive to cosmic ray com-
position and to the hadronic interactions in the shower. A
fit is done using a power lawA(EFD/10 EeV )B for ener-
gies above4 × 1018 eV where the array is 100% efficient.
This considerably reduces the systematic uncertainties as
the only use of hadronic models comes through the esti-
mate of the energy carried by muons and neutrinos into the
ground, the missing or invisible energy. The results of the
fit are shown in Fig. 3. From the fit we obtainA = (2.13±
0.04± 0.11 (sys.)) andB = (0.95± 0.02± 0.03 (sys.)).
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Figure 2: The zenith(square) and azimuth(circles) accuracy
as a function of the zenith angle input from MC. The trian-
gles shows the opening angle resolution.

Details of the calibration procedure and the data are given
respectively in [18] and [3]. A spectrum has been obtained
with these data [18].

It is possible to relateN19 and shower energy using MC
simulation in an analogous way leading toAMC andBMC .
The results depend on the choices made for composition
and hadronic model. In Figure 3 we also show the extreme
cases for protons with QGSJETII and for iron nuclei with
EPOS1.99 [19].

Using the formula for the calibration fit [18], it is also po-
ssible to derive the muon number in the data compared to
the predictions from the simulationNdata

19 /NMC
19 as a func-

tion of EFD. Simple calculations yield the following ex-
pression:

Ndata
19

NMC
19

=
A(EFD/10 EeV )B

AMC(EFD/10 EeV )BMC
(3)

We show the observed number of muons in data com-
pared with the number of muons obtained with the two
extreme predictions for proton QGSJETII (solid line) and
iron EPOS1.99 (dashed line) in Fig. 4. The grey bands co-
rresponds to theN19 systematic uncertainties obtained by
comparison between reconstructed and the true values of
N19 using simulated data. The value ofAMC for proton
(iron) QGSJETII (EPOS1.99) is 1 (1.7) and that ofBMC

is 0.934 (0.928). The number of muons deduced from data
exceeds that of proton QGSJETII simulations by a factor
of 2.1 and that of iron EPOS1.99 by23%. No significant
dependence on the energy is obtained in either case.

5 Summary and discussion

The reconstruction method for inclined showers has been
tested with simulated data. It has been shown that the ave-
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Figure 3: Fit of the calibration curveN19 =
A(E/10 EeV )B . The constantsA andB are obtained
using the maximum-likelihood method. The contours in-
dicate the constant levels of the p.d.f. fhyb integrated over
zenith angle, corresponding to 10, 50 and 90% of the maxi-
mum value [18]. Calibration curves for proton QGSJETII
(dot line) and iron EPOS1.99 (dashed line) are shown for
comparison.
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Figure 4: Ratio of the number of muons in data com-
pared to proton QGSJETII (solid line) and iron EPOS1.99
(dashed line) as a function of the energy. The grey bands
indicates the systematic uncertanties inN19. See text for
details.

rage opening angle between the true and reconstructed di-
rections is below0.5◦ and that the average shower size ob-
tained in the reconstruction reproduces the simulated one
within 4%. We have shown that the reconstruction of in-
clined events can be used to extract the number of muons
from the data. This is done through the energy calibra-

tion that relates the FD energy toN19, the muon size with
respect to a reference model. When compared to protons
simulated with QGSJETII the ratio of the total number of
muons atEFD=10 EeV is measured to be (2.13± 0.04
± 0.11 (sys.)). The22% systematic uncertainty in the FD
energy measurement [2] has not been included.

Several other methods have been developed to obtain the
number of muons from the data collected at the Pierre
Auger Observatory. All of them use events below60◦.
These methods report similar enhancements of the muon
content in the showers [20].

We find that none of the current shower models, neither for
proton nor for iron primaries, are able to predict as many
muons as are observed.
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dad de Malargüe, NDM Holdings and Valle Las Leñas, in gratitude for their continuing cooperation over land ac-
cess, Argentina; the Australian Research Council; Conselho Nacional de Desenvolvimento Cientı́fico e Tecnológico
(CNPq), Financiadora de Estudos e Projetos (FINEP), Fundac¸ão de Amparo à Pesquisa do Estado de Rio de Janeiro
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