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Abstract.  
The CMS Experiment at the LHC has established a network of more than fifty inter-connected 
"CMS Centres" at CERN and in institutes in the Americas, Asia, Australasia, and Europe. 
These facilities are used by people doing CMS detector and computing grid operations, remote 
shifts, data quality monitoring and analysis, as well as education and outreach. We present the 
computing, software, and collaborative tools and videoconferencing systems. These include 
permanently running "telepresence" video links (hardware-based H.323, EVO and Vidyo), 
Webcasts, and generic Web tools such as CMS-TV for broadcasting live monitoring and 
outreach information. Being Web-based and experiment-independent, these systems could 
easily be extended to other organizations. We describe the experiences of using CMS Centres 
Worldwide in the CMS data-taking operations as well as for major media events with several 
hundred TV channels, radio stations, and many more press journalists simultaneously around 
the world. 

1.  What is a CMS Centre and how is it used? 
CMS has established a network of "CMS Centres Worldwide" (55 as of January 2011) at CERN, in 
the Americas, Asia, Australasia, and Europe. Figure 1 shows the locations of the CMS Centres 
Worldwide (48 as of September 2010). New CMS Centres are being steadily created.  

The primary purpose of CMS Centres is to help all collaborators to participate effectively in the 
CMS research programme, irrespective of location [1,2,3]. A CMS Centre is a communications focal 
point for students, post-docs and faculty. It is a common (physical and virtual) workplace with easy 
access to live LHC and CMS operations information via cross-platform Web services. CMS Centres 
are used for CMS remote operations shifts, sub-detector data quality monitoring (DQM), CMS 
computing (grid) operations, data analysis, and outreach. 

The CMS Centre@CERN, shown in figure 2, is the largest CMS Centre, with 22 consoles, a little 
over 100 monitoring screens, and two dedicated meeting rooms for 25 and 40 people respectively. The 
next largest is the CMS Centre at Fermilab with about half this capacity. Typical CMS Centres in 
collaborating institutes have between two and five consoles. All Centres have status and monitoring 
screens, interactive consoles, videoconference systems, and outreach displays. 

A CMS Centre also increases CMS visibility in the institute, helps attract students, and supports 
outreach activities such as tours, discussions with physicists, live displays, posters, and other exhibits.  
CMS Centres are also used for media events. For example, on the LHC First Beam Day event of 10th 
September 2008, the world’s largest scientific press event since the moon landing, 37 media 
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organizations visited the CMS Centre@CERN, including a worldwide broadcast by the BBC 
Television and Radio News throughout the day. CMS Centres around the world connected to the CMS 
Centre@CERN and hosted local VIP and media events. A similar major press event took place at the 
CMS Centre@CERN and around the world on 30th March 2010 to mark the first LHC collisions at 7 
TeV. The role of CMS Centres for external communications is described in reference 4. 
 

 
 

Figure 1. Locations of CMS Centres Worldwide (48 as of September 2010). 
 

 
Figure 2.  CMS Centre@CERN. 
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2.  What hardware is needed? 
While large CMS Centres, such as those at CERN and Fermilab, have many rooms covering hundreds 
of square metres, a modest CMS Centre at an institute requires as little as 20 sq. m. The electrical 
power, networking, lighting, cooling, heating, and ventilation systems are similar to any modern 
office.  The room should be centrally located and close to the CMS users and a meeting room.  

2.1.  Computing systems 
A CMS Centre has a number of computing consoles or desks, as shown in figure 3. Each console 
typically has two lower screens for interactive work connected to one Linux PC. The two upper 
screens, connected to another non-interactive PC, show displays of the LHC and CMS status, detector 
monitoring pages, event displays, etc. The content of the upper screens is served and configured 
through the ci2i Web application (described below); no mouse or keyboard is connected to the upper 
screens’ PC. Each console requires about ten power sockets (total 2 kW) and four network sockets: 
two for the PCs, one with DHCP (e.g. for a laptop), and one spare (e.g. for a printer). The network 
bandwidth required per socket is similar to that of a normal office.  

2.2.  Videoconferencing systems 
The CMS Control Room in Cessy (on the opposite side of the LHC ring to the CERN main site) is 
linked to the major CMS Centres at CERN, Fermilab, and DESY by a permanently running, high-
definition, videoconference system. This uses commercial Tandberg and Polycom hardware, the 
H.323 protocol and a Multipoint Control Unit (MCU) provided by CERN/IT. One can simply 
approach the TV and talk to all the people at the remote sites (see figure 4).  
 

 

 

 
Figure 3.  CMS Centre@DESY, showing the 
console layouts and video systems. 

 Figure 4. High Definition H.323 video-
conferencing links between CMS Centres. 

 
Smaller CMS Centres use software-based videoconference systems (EVO or Vidyo) to connect to 

remote locations as needed. When used for shifts, such connections can bridge to the permanent H.323 
video link using the CERN MCU. The CMS video systems are designed to be flexible to meet rapidly 
changing operations and outreach needs. This proved invaluable on “LHC First Beam day” (10th 
September 2008) and “First 7 TeV Collisions” day (30th March 2010) when numerous journalists 
attended media events at CERN and in CMS Centres Worldwide. Physicists, the media and the general 
public participated in and watched the day’s events via H.323, Webcasts, EVO, satellite and terrestrial 
TV broadcasts, as shown in figure 5. 

2.3.  Outreach 
Large computer (TV) displays and projectors show top-level status and outreach displays and 
additional posters or detector exhibits are often shown. Public screens are usually driven by a PC 
running the Web-based CMS-TV system, described in section 3.  

International Conference on Computing in High Energy and Nuclear Physics (CHEP 2010) IOP Publishing
Journal of Physics: Conference Series 331 (2011) 082007 doi:10.1088/1742-6596/331/8/082007

3



 
 
 
 
 

 
Figure 5. Schematic layout of communications systems involving 
CMS Centres for LHC First Beam day, 10th September 2008. 

 

3.  What software is needed? 
The PCs run CERN-standard Linux but this is not a constraint because the monitoring applications are 
generally Web-based (Hhttp://cmsdoc.cern.ch/cms/performance/commissioning/monitoring.html). 

3.1.  ci2i (see eye to eye) Web Application  
The ci2i Web application enables most CMS Centre administration tasks to be managed from a Web 
browser (Hhttp://cmsdoc.cern.ch/cmscc/). It is used for viewing remote displays (figure 6); mapping of 
monitoring content (URLs) to local or remote displays; hardware configuration; setting up group 
accounts and user privileges; screen snapshot services; and operations planning. No installation of ci2i 
is required at CMS Centres – it is a globally accessible Web tool supported by CMS, to which any 
number of new CMS Centres, hardware, monitoring displays, users and so on can be added and 
configured. Ci2i could be fairly easily extended for use by non-CMS organizations. 

 

 

Figure 6. Example screenshot of the 
ci2i Web application for managing 
CMS Centres Worldwide. 
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3.2.  CMS-TV  Web Application 
CMS-TV shows displays (e.g. LHC status, CMS page 1, live events, etc.) on big screens in CMS 
Centres similar to a TV news channel that cycles through headlines, business, sports, etc. as shown in 
figure 7. It aggregates a set of URLs to form a single new URL, or “TV channel,” viewable in any 
Web browser. Follow the link:  Hhttp://cmsdoc.cern.ch/cmscc/ cmstv/cmstv.jsp?channel=1H and press 
F11 for full screen. CMS-TV is not only used for large public displays; physicists also access CMS-
TV on their local desktops or mobile phones to check the status of the LHC and CMS operations. 

No installation of CMS-TV is required at CMS Centres – it is a globally accessible Web tool 
supported centrally by CMS at CERN, which enables TV channels to be easily created and filled with 
content. CMS-TV could be easily extended for use by non-CMS organizations.  

 

 

Figure 7. Schematic 
design of the CMS-
TV system. 

 

4.  How much does a CMS Centre cost? 
The CMS Centre business model is to make everything as standard as possible, to use only readily 
available generic commodity hardware, and to use centrally managed Web applications for LHC and 
CMS operations monitoring and CMS Centre administrative tasks. General equipment for a small 
CMS Centre in an institute costs about 6.0 kCHF and the consoles are 3.0 kCHF each, so the total 
parametric cost may be expressed:  Cost ≈ 6.0 + 3.0 * (number of consoles) kCHF. 

Thus a typical small CMS Centre with two to five consoles costs 12 kCHF to 21 kCHF, or less if 
some existing equipment can be re-used. This incredible value for money is reflected in the fact that so 
far 55 CMS institutes all over the world have already voluntarily established CMS Centres and many 
more are planning to do so. 
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