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ABSTRACT

The spectroscopic Sloan Digital Sky Survey (SDSS) Data Release 7 (DR7) galaxy sam-
ple represents the final set of galaxies observed using the original SDSS target selection cri-
teria. We analyse the clustering of galaxies within this sample, including both the Luminous
Red Galaxy (LRG) and Main samples, and also include the 2-degree Field Galaxy Redshift
Survey (2dFGRS) data. In total, this sample compri&&s319 galaxies over 9100 dég
Baryon Acoustic Oscillations are observed in power spectra measured for different slices
in redshift; this allows us to constrain the distance-redshift relation at multiple epochs. We
achieve a distance measure at redshift 0.275, of r5(z4) /Dy (0.275) = 0.1390 £ 0.0037
(2.7% accuracy), where,(z,) is the comoving sound horizon at the baryon drag epoch,
Dy (2) = [(1 + 2)2D%cz/H(2)]"/3, Da(z) is the angular diameter distance afdz) is
the Hubble parameter. We find an almost independent constraint on the ratio of distances

arXiv:0907.1660v3 [astro

* E-mail: will.percival@port.ac.uk

(© 0000 RAS

Operated by Fermi Research Alliance, LLC under Contract No. De-AC02-07CH11359 with the United States Department of Energy.


http://au.arxiv.org/abs/0907.1660v3

2  WJ. Percival et al.

Dy (0.35)/Dy(0.2) = 1.736 & 0.065, which is consistent at the Ixlevel with the best fit
ACDM model obtained when combining our= 0.275 distance constraint with the WMAP
5-year data. The offset is similar to that found in previonalgses of the SDSS DR5 sample,
but the discrepancy is now of lower significance, a changsexhiby a revised error anal-
ysis and a change in the methodology adopted, as well as thitoadof more data. Using
WMAPS5 constraints of, k2 and2.h2, and combining our BAO distance measurements with
those from the Union Supernova sample, places a tight @nstns?,,, = 0.286£0.018 and
Hy = 68.2+2.2kms ™" Mpc ™ that is robust to allowing,, # 0 andw # —1. This resultis
independent of the behaviour of dark energy at redshiftstgréhan those probed by the BAO
and supernova measurements. Combining these data setthwithll WMAPS5 likelihood
constraints provides tight constraints on b&fh= —0.006 = 0.008 andw = —0.97 + 0.10
for a constant dark energy equation of state.

Key words: cosmology: observations, distance scale, large-scaletste of Universe

1 INTRODUCTION

“What is the nature of dark energy?” is one of the current kessg
tions in physical science. Distinguishing between cormgethe-
ories will only be achieved with precise measurements ottse
mic expansion history and the growth of structure withikinong
current measurement techniques for the cosmic expansaypB
Acoustic Oscillations (BAO) appear to have the lowest |@falys-
tematic uncertainty (Albrecht etlal. 2006).

BAO are a series of peaks and troughs, with a wavelength of
approximately0.06 h Mpc™~! that are present in the power spec-
trum of matter fluctuations after the epoch of recombinatéom on
large-scales. They occur because the primordial cosneabpger-
turbations excite sound waves in the relativistic plasmhefearly
universe |(Silk_19€8; Peebles & Yu 1970; Sunyaev & Zel'davich
1970; Bond & Efstathiou 1984, 1987; Holtzman 1989). Radrati
pressure drives baryonic material away from the seed fations
until the ionised material recombines at redshiftv 1000. The
momentum of the baryonic material means that the motion con-
tinues for a short time after recombination, until an eponbvin
as the baryon-drag epoch. The wavelength of the BAO is iklate
to the comoving sound horizon at the baryon-drag epoch, twhic
depends on the physical densities of maftgrh? and of baryons
Ouh? in the Universe. WMAPS5 constraints di,h? and Q,, h?
(Komatsu et al. 2009) give that(z4) ~ 153.5 Mpc (see Sectionl7
for details).

BAO occur on relatively large scales, which are still pre-
dominantly in the linear regime at present day; it is themfo
expected that BAO should also be seen in the galaxy distribu-
tion (Goldberg & Strauss 1998; Meiksin et al. 1999; Spriretedl.
2005%; Seo & Eisenstein 2005; White 2005; Eisenstein|et &7 R0
We can therefore use BAO as standard rulers to constraixiame
sion of the Universe if the comoving sound horizon at the bary

4 (DR4;|Adelman-McCarthy et al. 2006) Luminous Red Galaxy
(LRG) samplel_Percival et al. (200[7a,b) presented the pepec-
trum of the Sloan Digital Sky Survey (SDSS) Data Release 35(DR
Adelman-McCarthy et al. 2007) galaxy sample and considtéred
shape of the power spectrum and measured the matter deasity u
ing the BAO features. Percival et/al. (2007c) took this asialy
stage further by fitting the SDSS data, combined with the REG
with models of the distance—redshift relation. Gaztandgdl e
(2008) and Sanchez et al. (2009) have also analysed the SBR6S D
(Adelman-McCarthy et al. 2008) sample, obtaining cosmickig
constraints from the radial and spherically averaged BAfDadi

In arecent analysis, Kazin et/al. (2009) have calculateddnela-
tion function of the SDSS DR7 _(Abazajian etlal. 2009) LRG sam-
ple, and have shown that their results agree with those miebén
our paper. Two studies have also considered the clustefitigeo
LRGs at high redshift within the SDSS survey, using photoitiet
redshifts to estimate galaxy distances (Padmanabhan20@y.,
Blake et all 2007).

In this paper, we analyse the clustering of galaxies in the
spectroscopic SDSS DR7 sample, including both LRG and Main
galaxy samples, combined with the 2dFGRS, and measure the
BAO signal in a series of redshift slices. SDSS DR7 marks the
final release of galaxies observed using the standard SDSS ta
geting algorithm, and the sample we analyse covers a solid an
gle of 7930deg, including a 7190 degcontiguous region in the
North Galactic Cap. The Baryon Oscillation Spectroscopic- S
vey (BOSS; Schlegel et@l. 2009a), part of the SDSS-III mtoje
will adopt a different targeting algorithm, focusing onaéks and
quasars at higher redshifts.

The observed amplitude of the large-scale galaxy cluster-
ing depends on both galaxy colour and luminosity (Tegmagi et
2004;| Zehavi et al. 200%; Swanson etlal. 2008). Using the SDSS

drag epoch is known. The apparent size of the BAO measured DR5 sample| Cresswell & Percival (2009) showed that for blue

from observations then leads to measurements of the Hulable p
rameter and the angular diameter distance (Seo & Eisel#x16i8t
Bond & Glazebrook 2003; Hu & Haiman 2006; Matsubara 2004).

galaxies, the deviation in the shape of the galaxy powertapac
from the linear matter power spectrumfat> 0.1 hMpc~!is a
strong function of luminosity, while it is almost constawr fred

The acoustic signature has now been convincingly detet¢ted a galaxies. It is therefore difficult to extract the undertyimatter

low redshift (Percival et al. 2001 ; Cole etlal. 2005; Eiseimséet al.
2005%;| Huetsl 2006) using the 2dF Galaxy Redshift Survey {2dF
GRS/ Colless et al. 2003) and the Sloan Digital Sky SurveySSD
York et al. [2000). The detection has subsequently been cefine

power spectrum from a galaxy power spectrum measured fgo-a po
ulation of galaxies where the distribution of galaxy cokand lu-
minosities changes with spatial location, such as thatigeaby a
magnitude-limited catalogue. In contrast, the luminousgalaxy

using more data and better techniques, and is now producing population, which comprises the high redshift part of thmsia

competitive constraints on cosmological models. Tegmbek e
(2006) analysed the Sloan Digital Sky Survey (SDSS) Dataddel

analysed here, has a simpler relation with the matter fialthat
there is a single galaxy population to consider (Reid et@082.
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In a companion paper (Reid et al. 2009), we apply a grouping al
gorithm to recover the halo power spectrum from the LRGs) the
calibrate the relation of the halo power spectrum to theglirtbe-
ory power spectrum using simulations. We are then able taetxt
cosmological information from the large scale shape of theqy
spectrum in addition to the BAO signal, though the constsadne
more tightly embedded in the assumed cosmological frantewor
BAO in the galaxy power spectrum are only weakly af-
fected by the effects of non-linear structure formation andle-

BAOin SDSSDR7 3

Q. and total energy densit.... When combining with informa-
tion from the CMB, we also consider some parameters thatare n
constrained by the BAOr is the optical depth to re-ionization,

is the scalar spectral index, anths is the amplitude of curvature
perturbations ak = 0.05 Mpc 1.

2 THE DATA

dependent galaxy bias, because they are on such large.scalesthe SDSS-1 and SDSS-Il projects used a 2.5m telescope
The primary consequence is a damping on small scales, which (Gunn et al. 2006), to obtain imaging data in five passbangsr,
can be well approximated by a Gaussian smoothing (Bharadwaj ; and » (Fukugita et alll. 1996; Gunn etlal. 1998). The images were

1996;| Crocce & Scoccimairo 2006, 2008; Eisensteinlet alZ200
Matsubara 2008e,b). The observed BAO, defined as the ratiieof
observed power spectrui,,s to a smooth fit to this poweP,.,
BAOgws = Pobs/ Paw, are related to the original BAO in the linear
matter power spectruB AO;,, defined similarly, by

BAOobs = GdampBAOIin + (1 - Gdamp)7 (l)
2

where Gaamp = exp(—3k*Di.mp), and the damping scale,
Ddamp is set 10102~ " Mpc for redshift-space power spectra
at z ~ 0.3 (Eisenstein et al. 2007). This damping of the linear
power is a relatively benign effect as it does not affect the p
sitions of the BAO, although it does reduce the signal algla
Additional, more pernicious effects such as the mixing ofde®

in the power spectrum, can generate shifts in the BAO pasitio
(Crocce & Scoccimarro 2008); for biased tracers, thesetsffsan
be at the percent level (Smith eflal. 2007), and are theréfgper-
tant as we wish to make percent level distance measurements.

In our analysis, we measure BAO relative to a model that al-
lows for smooth changes in the underlying shape of the popesr-s
trum, which alleviates some of this shift. Physical modéIBAO
positions in observed redshift-space power spectraveladia such
a fitted smooth mode| (Crocce & Scoccimarro _2008; Smith et al.

reduced (Lupton et al. 2001; Stoughton et al. 2002; Pier @0ak3;
Ivezic et al.| 2004) and calibrated (Lupton etlal. 1999; Houalle
2001; Smith et &l. 2002; Tucker etal. 2006), and galaxie®\ser
lected in two ways for follow-up spectroscopy. The main ggla
sample |(Strauss etlal. 2002) targeted galaxies brighter stha
17.77 (approximately90 per square degree, with a weighted me-
dian redshiftz = 0.10). The DR7 sample_(Abazajian et al. 2009)
used in our analysis includ€$9 905 main galaxies (Strauss et al.
2002) with a median redshift of = 0.12, selected to a limiting
Galactic extinction-corrected Petrosian magnitude: 17.77, or

r < 17.5in a small subset of the early data from the survey. The ef-
fect of the inclusion of the early SDSS data is tested in 8e@i2.

In addition, our sample include®) 046 Luminous Red Galaxies
(LRGs; [Eisenstein et al. 2001), which form an extension & th
SDSS spectroscopic survey to higher redshifts < z < 0.5.

Of the main galaxies30 530 are also classified as LRGs and are
intrinsically luminous withMo.1,, < —21.8, whereMo.1,. is the
Galactic extinction and K-correctedband absolute galaxy magni-
tude. We apply this requirement to all of our LRGs, so our damp
includes110576 LRGs in total, with a weighted median redshift
of z = 0.31. Although the main galaxy sample contains signifi-
cantly more galaxies than the LRG sample, the LRG samplasove

2008;| Sanchez etlal. 2009; Padmanabhan & \White|2009), and nu-more volume. Redshift distributions for these samples hosva

merical simulations (Angulo et al. 2008; Seo et al. 2008; Kinal.
2009) suggest we should expect residual shifts at the sidepte
level. These are below the precision of current experiments

in this paper we present a BAO distance scale measurement wit
2.7% accuracy. Therefore, we adopt a procedure that allows f
the damping as well as smooth changes in the underlying sifape
the power spectrum, but no more. The analysis of future garve
which will lead to tighter distance—redshift constraints] clearly
also have to allow for non-linear effects, either by phylsmadel-
ing, simulations, or by using methods which attempt to retroict
the initial fluctuation field|(Eisenstein etlal. 2007; Seol¢P808;
Padmanabhan etlal 2009).

in figure 2 of Percival et all (200/7b). In our default analysesuse
SDSS Petrosian magnitudes calibrated using the “ubdrratitbon”
method [(Padmanabhan et al 2008), although we test agaitast da
calculated using the original calibration methodologydRer et al.
2006). Where specified, we have K-corrected the galaxy lagin
ties using the methodology outlined by Blanton et al. (206Ba
Further details of the cuts applied to the data can be found in
Percival et al..(2007b).

Due to the finite size of the fibers, spectra cannot be obtained
for both objects in a pair closer than 55 arcsec, within alsisgec-
troscopic tile. Tiling [(Blanton et al. 2003a) deals withshd some
extent by allowing plate overlaps to provide multiple olvagions

The SDSS and 2dFGRS data are discussed in Setliong 2 and 3of crowded regions. Even so, not all galaxies in such regidrish

The basic methodology, presented in Sedtion 4, is simildrabof
Percival et al.[(2007c), although we have revised the caficul of
the window function to increase the computational speedalét
perform an extensive test of the derived errors, runningkncata-
logues through our full analysis pipeline to test the comfegein-
tervals quoted (Sectidd 5). Results are presented in $&@tod7,
tested for robustness in Sect[dn 8 and placed in a cosmalagio-
text in Sections anfl]9. A comparison with our DR5 analyses is
given in Sectio 10 and we finish with a discussion in Se¢iffin 1

In this paper we use the standard cosmological parametars. F
flat ACDM models these are the Hubble constaiipt the densities
of baryonic mattef2,, cold dark mattef2., all matterQ2,,,, and dark
energyQx. Going beyond this simple class of models, we use the
equation of state of the dark energythe curvature energy density

(© 0000 RAS, MNRASDOQ, 000-000

meet the target selection criteria could be observed. Zetal
(2002) corrected for this undersampling by assigning tloshit
of the nearest observed galaxy to a galaxy which was not eider
due to crowding, and showed that this provides sufficientemsr
tion for large-scale structure studies. We apply this attioe in
the present work, and test it to show that our results aragithee
to this in Sectiof 8]1.

In order to increase the volume covered at redghift 0.3, we
include 143 368 galaxies from the 2dFGRS sample. These galax-
ies, selected to an extinction-corrected magnitude lifnépproxi-
matelyb; = 19.45 (Colless et al. 2003) from regions of sky not
covered by the SDSS sample, cover two contiguous regions to-
talling ~1200deg. They do not include the 2dFGRS random fields,
a set of 99 random 2 degree fields spread over the full south-
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SLICE Zmin Zmax Ngal V;eff n
1 0.0 0.5 895834 0.42 1281
2 0.0 0.4 874330 0.38 131.2
3 0.0 0.3 827760 0.27 138.3
4 0.1 0.5 505355 0.40 34.5
5 0.1 0.4 483851 0.36 35.9
6 0.2 0.5 129045 0.27 1.92
7 0.3 0.5 68074 0.15 0.67

Table 1. Parameters of the redshift intervals analysegy is given in
units of =3Gpc?, and was calculated as in E@] (2) using an effective
power spectrum amplitude dP = 10*h—3Mpc, appropriate on scales
k ~ 0.15 h Mpc~! for a population with bias = 1.7. The average galaxy
number density in each bifis in units of10~4( A~! Mpc)3.

ern Galactic cap, as these would complicate the window fomct
The galaxies covef < z < 0.3, with a weighted median at

s [_owp 7
Veﬁ_/dr[l+n(r)15] @
whereqi(r) is the observed comoving number density of the sam-
ple at locationr and P is the expected power spectrum amplitude.
To calculateV.g for our redshift slices, distances were calculated
assuming a fiducial flaA\CDM cosmology with(2,, = 0.25. For
the numbers given in Tablg 1, we fR = 10*A~*Mpc®, appro-
priate on scaleg ~ 0.15hMpc~! for a population with bias
b = 1.7. For comparisori, Eisenstein et al. (2005) analyse a sample
with Vo = 0.13 h™3Gpc?®, approximately a third of the effective
volume of slice 1.

We fit models to three sets of power spectra:

(i) We fit a single power spectrum for the SDSS LRG sample
covering0.15 < z < 0.5.

(i) We fitthree power spectra for slices 1, 3 and 6 approxaiyat
corresponding to the procedure adopted by Percival et@D7(2).
Although we now use slices constrained by redshift rathan th

» = 0.17. The redshift distribution of the sample was analysed 9alaxy type, the&) < z < 0.3 slice is dominated by SDSS main

as in.Cole et al.[ (2005) fob < z < 0.3, and we use the same
synthetic catalogues to model the unclustered expectecyéls-
tribution within the reduced sample.

galaxies, while th@.2 < z < 0.5 slice is dominated by LRGs.
(i) We fit six power spectra for slices-27, which allows a test
of the distance-redshift relation at greater resolution.

We assume that each galaxy is biased with a linear determin- \we consider optiofi {i) to tie in with the analysis presentgd b

istic bias model, and that this bias depends\bn:,. according to
Tegmark et al.| (2004) and Zehavi et al. (2005). All galaxiesav
weighted using this model so the fluctuation amplitudes matc
those of L. galaxies, wherd.. was calculated separately for the

SDSS and 2dFGRS. We include an extra normalisation factor to

the 2dFGRS galaxy bias model to correct the relative biak.of
galaxies in the different surveys. This was calculated bjchiag
the normalisation of the 2dFGRS and SDSS bias-correcte@pow
spectra fork < 0.1 ~Mpc™'. In principle, we could have added
information on galaxy bias from the BAO, since the smalllsca

damping (see EdJ1) depends on how strongly nonlinear the un-

derlying dark matter density fluctuations are. As we showen-S
tion[8.8, this information is limited for the current dataut future
surveys may be able to exploit changes in this damping asa fun
tion of galaxy properties, such as colour and luminosity.

3 SPLITTING INTO SUB-SAMPLES

In order to probe the distance—redshift relation in dei@édally we
would analyze BAO measured in many independent redstifsli
However, if the slices are too narrow in redshift, then therm-
sufficient signal and the BAO cannot be recovered with seffici
accuracy to give a likelihood with close to a Gaussian diation
(see the discussion in Sectigh 5). If the slices are too vadé&o
many overlapping slices are chosen, the covariance matciorbes
close to singular, potentially leading to numerical indtgbIn or-
der to balance these competing requirements, we have chosen
analyse the redshift slices presented in Table 1. The poper-s
tra will be correlated, and these correlations, togethén worre-
lations of P(k) values at differenk within each redshift slice, are
included in the covariance matrices in our analysis. Not¢ we
include slice 7, for which the effective volume is relativaimall,
because of the interesting redshift range covered.

As well as giving the redshift limits of the slices in Table 1,
we also give the number of galaxies in each including boti2dte
GRS and the SDSS, and the effective volume, calculated fhem t
integral (Feldman et &l. 1994)

Reid et al. [(2009), and to demonstrate the effect of coli@psi
the clusters in redshift-space where we try to reconstrhet t
halo power spectrum. Optign_{ii) is close to the approach of
Percival et al.[(2007c), where the SDSS main galaxies anGRE-
galaxies were analysed separately from the SDSS LRGs. ©ptio

[(ii)]allows us to see if there is more information availablkeyond

measuring the distance-redshift relation at two redsfiifie slices
do overlap in redshift, but we will properly take into accotine
covariance between the results when we fit to cosmologicahpa
eters.

4 BASIC METHODOLOGY

Power spectra were calculated for each catalogue usingptliméeF
method of| Feldman et all (1994), as applied by Percivallet al.
(2007D). In this method a weighted galaxy over-density fielde-
fined and Fourier transformed, then the spherically averagever

is measured. We use the luminosity dependent galaxy wedghts
vocated by Percival et al. (2004), as described in Sektido 2on-
struct the over-density field, we need to quantify the exgubspa-

tial distribution of galaxies, in the absence of clusterihbe stan-
dard method for this is to use an unclustered random cateJogu
which matches the galaxy selection. To calculate this rancata-
logue, we fitted the redshift distributions of the galaxy péa with

a spline fit(Press et al. 1992), and the angular mask waswieted
using a routine based on a HEALPIX (Gorski et al. 2005) equal
area pixelization of the sphere (Percival €t al. 2007b)ciRaret al.
(2007b) used a random catalogue containing ten times as many
points as galaxies. For the sparse LRGs, this approach eésduc
significant shot noise, so we now use one hundred times as many
random points as LRGs. We have also increased the resokattion
which the radial distribution of galaxies is quantified, noging a
spline fit (Press et &l. 1992) with nodes separatedby= 0.0025.

As an alternative to this radial selection, we could havepm
adopted the redshift of a randomly chosen galaxy for eactuof o
points in the random catalogue. In Secfionl 8.7 we show tlesteth
two possibilities give consistent results.

(© 0000 RAS, MNRASD0OO, 000—-000



Galaxy redshifts were converted to distances using a fidu-
cial cosmology (flatACDM model with2,, = 0.25). For each
distance—redshift model to be tested, we do not recalculate
power spectrum, but instead change the interpretationegbdver
spectrum computed assuming the fidu&i@IDM galaxy distances.
We do this through a window function, which relates the trod a
measured power spectra. This follows the procedure addpted
Percival et al.|(2007c), but we now use a revised, computallyp
less intensive method for calculating the windows, as desdrin
AppendixA.

A model of the BAO was created by fitting a linear mat-
ter power spectrum, calculated using CAMB (Lewis et al. 2000
which numerically solves the Boltzman equation descrilting
physical processes in the Universe before the baryon-draghe
with a cubic spline to remove the broad shape of the power; lea
ing the oscillations. The theoretical BAO were then dampéti w
a Gaussian model as in EqJ (1), following the simulation ltesu
of [Eisenstein et all (2007). For our default fits, we assuraettie
damping scalég.mp = 10 A~ Mpc (Eisenstein et al. 2007), but
we also consider fits where this scale is varied (Se¢fich &§)
discussed in Sectidd 1, we do not attempt to correct for aify sh
induced by non-linear physics, because they are expectazldba
level below our statistical error.

The power spectrum measured from the data was fitted by a

model constructed by multiplying this BAO model with a cubic
spline (Press et al. 1992), which enables the power spectrode!

to match the overall shape of the data power spectrum. Eagérpo
spectrum model was then convolved with a window functior tha
corrects for both the survey geometry and the differencesden

our fiducial cosmological model used to convert redshift i® d
tances and the cosmological model to be tested (see Apd@hdix
The free parameters of the model are the nine nodes of the cubi
spline fixed empirically ak = 0.001, and0.025 < k& < 0.375
with Ak = 0.05, and the parametrisation @y (z) used to cal-
culate the correct window function. The spline nodes wefitted

for every cosmology (0Dv (z)) tested. A power spectrum model
with this spline node separation was tested by fitting mangkmo
power spectra by Percival et gl. (2007a) and was shown tohmatc
these without leaving significant residuals in the meastshit”
between BAO in the model and data power spectra. This apiproac
was also considered by Sanchez et al. (2008), who foundttthiat i
not induce a bias in the recovered BAO constraints.

For a redshift survey in a thin shell, the position of the BAO
approximately constraind. = rs(zq)/Dv(z), wherer(zq) is
the comoving sound horizon at the baryon drag epdeh(z) =
[(1 + 2)2D%cz/H(2)]"/® (Eisenstein et al. 2005; Percival ef al.
2007¢),D 4 is the angular diameter distance, @ddz) is the Hub-
ble parameter. We see that, although our power spectrumgfitti
procedure measurd3y (z) for a fixed BAO model, we should con-
sider the constraints as measurementis.ofvith , (z4) calculated
for the flat ACDM model for which we created the BAO model,
rs(2d) 111.4 h~*Mpc = 154.7 Mpc, using equation 6 of
Eisenstein & Hul(1998), and assumihg= 0.72, Q,h? = 0.0223,
and2,, = 0.25. This value ofrs(zq) is only used to index this
model: as described above, the actual BAO model was cadcllat
from a power spectrum predicted by CAMB. If the constraints p
vided in this paper are to be used to constrain a set of modwsan
rs(zq) for this fiducial model is calculated in a different way (i.e.
not using equation 6 of Eisenstein & [Hu 1998), then our cairsts
should be adjusted to match.

The comoving distance—redshift relation is modelled as-a cu
bic spline in the parametdpy, (z). We consider models faby (z)

(© 0000 RAS, MNRASDOQ, 000-000

BAOInSDSSDR7 5
k / h Mpe?
0.1

0.02 0.05 0.2

0.0<z<0.5

—-1.5 -1 -0.5

log,o k / h™'Mpe

Figure 1. Average power spectra recovered from the Log-Normal cata-
logues (solid lines) compared with the data power specti@(sircles with
1-0 errors) for the six samples in Talfle 1. The errors on the data ealcu-
lated from the diagonal elements of the covariance matfisutzted from
these log-normal catalogues. The power spectra have bset lo§ 0.5dex
for clarity, with the upper power spectrum having the carrermalisation.

with two nodes at = 0.2 andz = 0.35, or with four nodes at
z =01,z = 0.2,z = 0.3, z = 0.45. Results are presented as
constraints oni.. The error between cubic spline fits 0y (z)
with two nodes at = 0.2 andz = 0.35, to the ACDM distance—
redshift relations was shown in figure 1/of Percival etlal.OZ0),
and is< 1% for a flat ACDM cosmology withQ2,,, = 0.25 at

z > 0.15.

Power spectra are presented for the redshift slices deskirib
Sectior B in Figll, foff0 band powers equally spaced(r)2 <
k < 0.3 hMpc~'. We see that the power spectra from the different
redshift intervals are remarkably consistent, witfk) decreasing
almost monotonically to small scales.

In order to calculate the covariances between the data, vee ha
created 10000 Log-Normal (LN) density fields (Coles & Jones
1991 Cole et al. 2005) from which we have drawn overlappatg ¢
alogues for each of our 7 redshift slices. Catalogues wécaleted
on a(512)* grid with box length4000 ="' Mpc. Unlike N-body
simulations, these mock catalogues do not model the growth o
structure, but instead return a density field with a log-redrdistri-
bution, similar to that seen in the real data. The window fioms
for these catalogues were matched to that of the 2dFGRS+SDSS
catalogue with the original calibration. The input poweecpum
was a cubic spline fit matched to the data power spectra f(iee. t
smooth part of our standard model), multiplied by our defaul
dampedA\CDM BAO model calculated using CAMB (Lewis etlal.
2000). The LN power spectra were used to determine a coe&rian
matrix between slices and for different band powers in edich,s
assuming that the band-powers were drawn from a multi-tearia
Gaussian distribution. Average recovered power spectr@doh
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redshift interval are compared with the data power speotrag.[1.
Clearly the general shape of the average power spectra dfithe
catalogues is well matched to that recovered from the dataagy
the inverse of this covariance matrix, we estimate the itilcgld

of each model assuming that the power spectra band-powers fo

0.02 < k < 0.3 hMpc~! were drawn from a multi-variate Gaus-
sian distribution.

5 TESTING THE ANALYSIS METHOD WITH MOCK
DATA

5.1 The model fit

We now consider using a subset of our LN catalogues to test

our analysis procedure. For 1000 of the mock catalogues, twe fi
splinexBAO models to extract distance constraints from the BAO,
as described in Secti@h 4. A small average shift of 1.3% ifBth®
scale was recovered between the power recovered from that=N ¢
alogues, and the input power spectrum used to create theme. If
correct the 1000 power spectra measured from the LN catesogu
by multiplying each power spectrum by the expected poweddi/

by the average recovered power spectrum, the average sbyifs d
below0.3%, well within 1o.

To test the origin of the observed 1.3% shift, we have also
drawn 1000 power spectrum realisations from a multi-var@aus-
sian distribution with covariance and mean matched to tbbtee
data. These mock catalogues were fitted using the procedure d
scribed in Sectiohl4. No shift in the BAO position was founahfr
the fits to these catalogues, within the statistical limftthe anal-
ysis (~ 0.3%). The distribution of recovered distance constraints
was well matched to that recovered from fitting the corrediid
power spectra. Thus the 1.3% shift described above must &e du
to the LN procedure itself. The expected shift is dependarthe
statistic used to measure the BAO position. The Log-Norroake
lation functioné v, and Gaussian correlation functiga () of a
field with the same power spectrum but with Gaussian stegisdire
related byl + £rn(r) = exp[€c(r)]. If we had used the peak in
the correlation function as our standard ruler then, folLiNecata-
logues, we would have expected no BAO shift. However, theesam
is not true of our BAOx spline model fitting procedure, which fits
the BAO in the power spectrum over a range of scales.

Numerical simulations offer a better way to model the true
Universe, and recent results from simulations show thathoels
expect a less significant shift between the BAO positionkénin-
ear matter and galaxy power spectra than the 1.3% shift féamd
the LN catalogues_(Seo & Eisenstein _2003; Springellet al5200
Seo & Eisenstein_2007; Angulo et al. 2008). The exact shit re
quired for the catalogues we analyse is not well constraimed
these simulation results, and we consequently do not altearal-
ysis to include such a shift.

5.2 The likelihood surface

—2In L/ Lirue fraction of samples
3 slices 6 slices
standard revised standard revised
<2.3 0.579 0.666 0.551 0.667
<6.0 0.892 0.946 0.862 0.948
<9.3 0.966 0.983 0.955 0.981

Table 2.Fraction of fits to the Log-Normal power spectra in which tagar
of the likelihood maximum and the likelihood for the true ousogical
model is less than the given limit. For a Gaussian likelihabeése limits
correspond to 68%, 95% and 99% confidence intervals. We sbsuits
where we have corrected the errors as described in the texiuliiplying
the band-power errors by.14 for three redshift slices, antl.21 for six
redshift slices.

The fraction of samples with21In £/Lve < 2.3, 6.0, 9.3, cor-
responding to 68%, 95% and 99% confidence intervals, are give
in Table[2. We find that in order to match the expected numbers
of samples with likelihoods within the standardl Gaussian confi-
dence intervals, we must increase the errors on the powetrspe
band powers by4 4+ 2% if we fit to three power spectra. For fits to
six power spectra, we must increase the errorgloy 2% in order

to match the expectedrlGaussian confidence intervals. Although
in this paper we do not consider fitting to a single power spatt

we have repeated this analysis for BAO fits to the LRG sample of
Reid et al.|(2009), and find that we must increase the errothen
power spectrum band powers g + 2% to match the expected
confidence intervals.

Because the same increase in the confidence intervals is re-
quired for both LN and Gaussian mock catalogues, this change
must be caused by the methodology of fitting BAO, rather than t
Gaussian to Log-Normal density field transition. In fact,vedieve
that it is caused by the non-Gaussian nature of the liketireg-
face. We should expect the likelihood surface to be non-8ans
to some extent in any case because there is a minimum in e lik
hood where the observed and model BAO are perfectly out afgpha
in k-space: this represents the worst possible match betwean da
and model. Adjusting the covariance matrix to match theridist
bution of best-fit distance-scales to the expected 68% camfil
interval does not quite match the 95% or 99% confidence iakgrv
although it corrects for most of the difference. This shomat the
confidence intervals cannot perfectly match those for a Sans
distribution.

To test this further, we have created a set of 1000 Gaussian
power spectrum realisations with errors that are 10% ofelrosur
standard sample. For these catalogues, the distributidrestffit
Dy (z) matches that expected from the likelihood distribution un-
der Gaussian assumptions. No correction is required, anlikei-
hood distribution is much closer to that for a multi-vari@teussian
distribution around the likelihood maximum. Thus the regmient
to increase the errors on the data disappears when we fitdéss n
data, as we would expect if it is caused by fitting noisy datactv
is giving a non-Gaussian likelihood surface.

The average likelihood surfaces measured from our 1000 fits

We use the Gaussian and LN power spectra samples to assess thi sets of three power spectra and six power spectra drawnlfid

nature of the likelihood for the BAO scale recovery. We cdasi
fits to either three or six power spectra as described in @&
parametrisingDv (z) with a cubic spline with two non-zero nodes
atz = 0.2 andz = 0.35. For each of the 1000 fits, we have mea-
sured the difference between the maximum likelihood value a
the likelihood at the parameters of the true cosmologicatleho

catalogues are shown in Fig. 2. We also plot the centre ofoibe |
likelihood maxima nearest to the input cosmological patanseor
each model. The fractions of points within each contour arerg

in Table[2: the errors on the power spectrum band powers have
been adjusted for each plot as described above se-#8% of the
points lie within the—21n £ = 2.3 contour.
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Figure 2. Average likelihood contours recovered from the analysithrede
power spectra (top panel) and six power spectra (bottomlpareasured
from 1000 Log-Normal density fields. Contours are plottedf@ In £ =
2.3, 6.0, 9.2, corresponding to two-parameter confidence of 68%, 95% and
99% for a Gaussian distribution. Contours were calculatiéel ancreas-
ing the errors on the power spectrum band-powers as deddrilihe text.
Solid circles mark the locations of the likelihood maximasgst to the
true cosmology. We have plotted the likelihood surface asretfon of
Dy (z)/Mpc, for fixedrs(z4) = 154.7 Mpc, to show distance errors if
the comoving sound horizon is known perfectly. The value®¢f for our
input cosmology are shown by the vertical and horizontatdies.

6 RESULTS

Baryon Acoustic Oscillations are observed in the power spec
recovered from all redshift slices of the SDSS+2dFGRS sampl
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Figure 3. BAO recovered from the data for each of the redshifts slices
(solid circles with 1e errors). These are compared with BAO in our de-
fault ACDM model (solid lines).

described in Sectiofll 3, and are shown in Ely. 3, where we plot these assumptions is considered in Sedfion 8. The reslilkieg
the measured power spectra divided by the spline comporfent o lihood surface is shown in Fi§ll 4 as a function 0f, (z) /Mpc,

the best-fit model. In our default analysis we fit power sgectr
from six redshift slices as described in Sectidn 3, usinglmep
for Dy (z) with two nodes atz: = 0.2 andz = 0.35. We as-
sume a fixed BAO damping scale &fqamp = 10 h~! Mpc and

for fixed rs(z4) = 154.7 Mpc, to show distance errors if the co-
moving sound horizon is known perfectly. The constrainisusth

be considered measurementsgfz,)/ Dy (z) (see Sectioil4).
Fig.[4 reveals a dominant likelihood maximum close to the pa-

fit to all SDSS and non-overlapping 2dFGRS data. The effect of rameters of 8\CDM cosmology withQ2,,, = 0.25, h = 0.72, &

(© 0000 RAS, MNRASDOQ, 000-000
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Figure 4. Likelihood contour plots for fits of twaDy (z) cubic spline
nodes atz = 0.2 and z 0.35, calculated for our default analysis
using six power spectra, uber-calibration, a fixed BAO damgpscale of
Dgamp = 10 h~1 Mpc, and for all SDSS and non-overlapping 2dFGRS
data. Solid contours are plotted feRIn £/ Ltrue < 2.3, 6.0, 9.3, which
for a multi-variate Gaussian distribution with two degre¢$reedom cor-
respond to 68%, 95% and 99% confidence intervals. Likelibowere ad-
justed to match these Gaussian confidence intervals asilmiEbin Sec-
tion[5. We have plotted the likelihood surface as a functibP¢ (z)/Mpc,
for fixed rs(zq) = 154.7 Mpc, to show distance errors if the comoving
sound horizon is known perfectly. We also show a multi-teri@aussian
fit to this likelihood surface (dashed contours). The valoieB+, for a flat
ACDM cosmology withQ2,,, = 0.25, h = 0.72, & Qyh? = 0.0223 are
shown by the vertical and horizontal solid lines.

Ouh? = 0.0223. There are also weaker secondary maxima at lower
Dy (0.2), which are considered further in Sect[onl8.8. The signif-
icance of detection of BAO corresponds Ao®> = 13.1, which
is approximately3.60. As this is relative to an arbitrary smooth
model, this test is more general, and hence the significaace c
not be directly compared with results presented by Eisénsteal.
(2005).

We have matched the likelihood surface shown in Eig. 4
around the dominant maximum to a multi-variate Gaussianainod
Using this Gaussian fit, we find that the best fit model has

doo = 0.1905 4 0.0061 (3.2%),
doss = 0.1097 £ 0.0036 (3.3%), 3)
whered. = rs(zq4)/Dv(z). These results are correlated with

correlation coefficient = 0.337. For a cosmological distance—
redshift model withd,, the likelihood can be well approximated by
a multi-variate Gaussian with covariance matrix

= (Ado.2Adp.2) (Ado.2Ado.35) )
“\ (AdossAdo2) (AdossAdoss), |’

whereAd, = d. — d,. C has inverse
1 30124 —17227

= ( —17227 86977 ) ®)

Without correcting the covariance matrix using the results
from fitting to the LN power spectra as described in Sedfioihé,
original average errors afy.2, anddo.3s were0.0051 and0.0029,

16% and 24% lower than those in EQ] (3), respectively. Compar
with the band power errors which were increased by 21%, and we
see that there is not a direct relation between changes ibathe
power errors and errors afy, because of the non-linear nature of
the fit.

We diagonalise the covariance matrixdaf> anddo 35 to get
guantitiesc andy

(o)=( i) () ©
which gives

r = 0.3836 +0.0102 (7)
y = —0.0073 +£ 0.0070. (8)
The distance ratig = Dy (0.35)/Dyv (0.2) is given by

f= % ~ 1.67 — 8.94y, 9)

where the last approximation neglects the small variatamsind
the best-fit value oft = 0.3836; these would come t6.002 in
f, which is well within the errors. Thus; is a measurement of
distance for the concordance cosmology afglthe deviation from
the concordance distance ratiois measured to about 2.7%.is
consistent with zero to within about.

To high accuracy, the constraimtcan be written as a con-
straint on the distance to some redskhift < z < 0.35. In fact,
rs(za)/Dv (0.275) predictsx = do.2 + 1.76do.35 to a peak-to-
peak precision of 0.04% over the rar@é5 < Q.,,, < 1 (assuming
a flat cosmology withv = —1). Thus, we can quote the mea-
surement as a measurementlehzs and quote thg measurement
as a statistically independent measurg of

For the best-fit solution we hav® 275 = 0.362x, giving

do.275 = 0.1390 + 0.0037(2.7%). (10)
We also have the statistically independent constraint
f = Dv(0.35)/Dv(0.2) = 1.736 £ 0.065. (12)

f = 1.67 for our ACDM concordance cosmology, while SCDM
with Q,, = 1, Qx = 0 hasf = 1.55, which is only 2.9 from
this result. Our constraint from the distance ratio onlyssates the
concordance model froft,, = 1 at 1.8, i.e., it is not a strong
cosmological constraint, compared with the constraind®gys.

7 COSMOLOGICAL INTERPRETATION

We now consider how our constraints can be mapped into the
standard basis of cosmological parameters. From equatioh 6
Eisenstein & Hul(1998), the sound horizon can be approxidhate
around the WMAPS best-fit location (Komatsu et al. 2009) as

—0.134 —0.255
B Quh? Qmh®
ra(24) = 153.5 (0.02273) (0.1326 Mpe. (12)

Settingrs, r:a = 153.5 Mpc, and using Eq[{J0) we have
Dy (0.275) = (1104 & 30)[rs(za)/7s, ria(za)] Mpc

—0.134 Q12
0.1326

(© 0000 RAS, MNRASD0OO, 000—-000
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and f = 1.736 £ 0.065 as our two statistically independent con-
straints.

The constraint oDy (0.275), combined with a measurement
of 2, h? from WMAP5 (Hinshaw et al. 2009; Dunkley et al. 2009;
Komatsu et gl. 2009), is enough to measi¥g and Hy given in-
formation about the distance scale frem= 0 to z = 0.275. If the
distance measure were at= 0, then we would have a standard
ruler defined by the CMB with which we could measutg, and
combining this with,,, ? would yield2,,,. In practice, one has to
include the small corrections 0y (0.275) that arise from the low-
redshift cosmology. Noting thaby (0.275) 757.4 h~! Mpc
for a flat Q,, 0.282 ACDM cosmology, we can writéd, =

VQmh2/+/Qm, and solve

0, h2 0.49
0.282 % 0.015
( ) (0.1326)

Dy (z = 0.275, O = 0.282) \°
, (14
Dy (z = 0.275)

1979

where we have dropped the dependence of the sound horizon on

Qyh?, which the WMAP5 data already constrains to 0.5%, 5 times
below our statistical error.

We can perturb the ratio of distances around the be§tfit=
0.282, to give

Dy (z = 0.275)
Dy (z = 0.275, Q,, = 0.282)

[¢) —0.077
=(—= 1 —0.1089% — 0.099(1 ) 1
(0.282) [1—0.108Q% — 0.099(1 + w)].  (15)
Using this approximation, we can manipulate Eql (14) to give-
straints on eithef2,,, or h

Qb2 0.58
282 +£0.01
(0.282£0.018) <().1326)

X [140.25Q + 0.23(1 + w)]

Qb2 0.21
(0.686 F 0.022) <0.1326)

X [1—0.13% — 0.12(1 + w)] .

Qi

(16)

>
Il

(17

The additional uncertainty if2,,,, £0.018 in Eq. [18) compared
with +0.15 in Eq. (13), is produced by the dependence of the dis-
tance ratio orf2,,,. In Egns.[(I6) &[[I¥), the uncertainty in the first
terms are correlated so as to ledvg h” constant. One should ad-
ditionally include the errors frorf,, h?, Q, andw, although these
are consistent between the two results.

Looking at the fractional error if2,,, the contribution from
the uncertainty in the SDSS acoustic scale is about 6%, that f
the uncertainty iM,,,h?% is about 2%, that fromw is about 3% if
the error orw is 10%, and that from curvature is below 1% unless
the cosmology is rather non-standard. Hence our resulitlimst
ited by the SDSS-II BAO data volume and not by our knowledge
of the other cosmological parameters in EqgJ (16). Of coutsese
expressions only hold for mild perturbations from the codeoce
cosmology; for other cases, one should return to the ravartist
constraints. We note that these expressions have not usedgf-
lar acoustic scale in the CMB, so they are independent of ghat
happening with dark energy at> 0.35.

Fig.[3 shows the BAO constraints from EQ.113) @p, and
Qx for ACDM cosmologies (upper panel), and ©r, andw for
flat models where constant # —1 is allowed (lower panel).
We take a Gaussian prior 61,,h% = 0.1326 + 0.0063 and as-
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Figure 5. Cosmological constraints om\CDM cosmologies (upper
panel) and flat CDM models where we allow to vary (lower
panel), from WMAPS5 (blue), Union supernova (green) and oon-c
straint on rs/Dy,(0.275) (solid contours). Contours are plotted for
—2InL/Lirue < 2.3, 6.0, corresponding to 68% and 95% confidence
intervals. The dashed lines show flat models (upper panel)Aamodels
(lower panel).

sume that the error oft,h? is negligible as the WMAPS5 data al-
ready constrain it to 0.5% (Komatsu etlal. 2009). These caimss
exclude the angular acoustic scale in the CMB, so they are in-
dependent of the dark energy behaviour at the redshiftsrokeyo
our sample. For comparison we plot the full WMAP5 constiint
(Komatsu et dl. 2009), which include the constraints on tbiadce

to last scattering, and constraints from the Union supexisample
(Kowalski et al! 2008), which constrain angular diametestatice
ratios up taz ~ 1. Results from full likelihood fits combining these
data are presented in Sectidn 9.
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Figure 6. The log ratio between the BAO recovered from the SDSS LRG
power spectrum and the power spectrum of the halo cataloguged
from the LRG sample as described |by Reid etlal. (2009) (salitles).
For comparison we plot the BAO expected for a fl€DM model with
Qm = 0.25, h = 0.72, & Qh? = 0.0223 (solid line), and the errors on
each measurement (grey shaded region). There are no wsyilfaatures
induced by the cluster-collapse procedure, and the sdattell within the
errors.

8 TESTING THE ROBUSTNESS OF THE RESULTS
8.1 The effect of redshift-space distortions

We have fitted our splinec BAO model to the observed SDSS
LRG power spectrum, as calculated |by Reid etlal. (2009), vher
the galaxy power spectrum and derived cosmological cdngtra
are presented. Using numerical simulations, a scheme semted
inReid et al.|(2009) to recover the halo power spectrum froen t
LRG distribution by only keeping a single LRG within eachdal
We have fitted both the galaxy and the halo power spectra with o
spline x BAO model. The log ratio between the BAO recovered
in the resulting fits is shown in Fifl 6. This shows that thestet
collapse correction for these galaxies results in a smolodmge

in the power spectrum on the scales fitted, and does not hker t
position or amplitude of the BAO in a significant way.

Because of the different galaxy properties within the SDSS
main galaxy sample, and the 2dFGRS, we do not attempt toatorre
for the more complicated distribution of galaxies withie thaloes
of that sample, and recover the halo power spectrum. In asitr
the halo occupation distribution of the SDSS LRGs is simjle,
that there is only a single population of galaxies that assipm-
inantly central rather than satellite galaxies in theirtimgshaloes
(Reid et all 2009). But we have seen that for LRGs, the caarect
is smooth, and we expect this to be true for the galaxies<at0.2
as well.

8.2 Sample selection

We have run our full analysis pipeline using three subsampfe
galaxies. Results from fits tDy (z) with two nodes are shown in
Fig.[d, for different catalogues, given(z;) = 154.7 Mpc. The
best-fit constraints for these modelsdnare given in TabIgl3. Our
default analysis is included in panel (a) for comparisontelieve
analyse data from the SDSS and the 2dFGRS, including the earl
SDSS data, where we cut the sample at the extinction-cedect

do.2

do.35

(a) default

(b) no early SDSS, 2dFGRS

(c) no 2dFGRS
(d) no early SDSS
(e) fit to threeP (k)

(f) original calibration

0.1905 £ 0.0061
0.1923 £ 0.0072
0.1907 £ 0.0062
0.1917 £ 0.0069
0.1901 =+ 0.0066
0.1919 £ 0.0071
0.1918 £ 0.0080

0.1097 £ 0.0036
0.1102 £ 0.0041
0.1090 =+ 0.0036
0.1109 £ 0.0044
0.1080 £ 0.0043
0.1094 £ 0.0046
0.1100 =+ 0.0048

(g) Varying Ddamp

(h) (n(z)) sampling galaxies 0.1890 + 0.0068  0.1102 + 0.0045

Table 3.Measurements af. = rs(z4)/Dv (2) atz = 0.2 andz = 0.35
from the different analysis runs described in the captiorSigs [T &8.

magnitude limitr < 17.5. We compare with results obtained (b)
excluding the early SDSS data and the 2dFGRS, (c) usingtjast t
SDSS data, and (d) excluding the early SDSS data but in@utin
2dFGRS. Including the early SDSS galaxies decreases thes air
redshiftz = 0.2 andz = 0.35 by approximately 14%. Including
the 2dFGRS galaxies has a smaller effect, decreasing tbeatrr
z = 0.2 by approximately 4%. The parameters of the best-fit so-
lutions do not move significantly with any of the sample ctesig
do.2 moves by a maximum of 063 while dy.35 moves by a max-
imum of 0.2. The inclusion of the 2dFGRS actually moves the
best-fit solution forDy (0.35) /Dy (0.2) slightly towards that of a
concordancé\CDM model.

8.3 The number of redshift slices included

We now consider the robustness of our fit to the number of red-
shift slices analysed. This test was performed on the coates
data sample, excluding the early SDSS data and the 2dFGRS. In
our default analysis we fit power spectra calculated for egshift
slices, and the resulting likelihood surface for the lateSS3am-

ple is shown in panel (b) of Fi@l 7. For comparison, panel fe) o
Fig.[8 shows the likelihood surface calculated using poywecsa
from only three redshift slices (details of the slices cimoaee pre-
sented in Sectidd 3). Because we are only fitting fiie(z) nodes,
these should be constrained by our reduced fit using threshifed
slices. Panel (e) of Fidll 8 shows that this is true, but corspar
with panel (b) of Fig[7 shows that the constraints are tigtitee
model power spectra from six redshift slices. Clearly, axtfor-
mation is available from the extra redshift slices, and vezdfore

fit to six redshift slices for our default analysis.

Itis interesting to test if there is sufficient informatiandon-
strain the shape abv (z) beyond our simple spline model with
2 nodes. Results from fits allowing fod?v (z) nodes are shown
in Fig.[d. There is a clear maximum in the slices through tke-li
lihood surface close to th&CDM model, but the surface is noisy,
and there are secondary maxima present. There is a stroageteg
acy betweerDy (0.3) and Dy (0.45), and betweerDy (0.1) and
Dy (0.2): the data contain limited information to distinguish the
shape of the distance-redshift relation between thesaifesison-
sequently, we do not try to extract this information, insteancen-
trating on fits where there are only two nodedli# (2).

8.4 The covariance matrix

Because we are analysing overlapping shells in redshiftptiwer
spectra will be strongly correlated and the estimation ef ¢b-
variance matrix will be in error if we do not have sufficient cko
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Figure 7. As Fig.[4, but now considering results from 4 choices of cafaé: (a) all SDSS and non-overlapping 2dFGRS data, (bueéig both the early
SDSS data and 2dFGRS, (c) excluding the 2dFGRS, (d) exgublmearly SDSS data.

catalogues. In order to test this, we have recalculated ovarc
ance matrix using /3 as many LN catalogues, and have used this
matrix to recalculate the required corrections to the cemiog in-
tervals using independent sets of LN catalogues. We findstens
results in the factors required to match the confidencevateto
those expected for a multi-variate Gaussian distributia.have
also performed a full analysis using this reduced covadanatrix,
and find results consistent with using our default covaganatrix.

8.5 Calibration

The likelihood surface shown in panel (f) of Fig. 8 was caited!
using a SDSS galaxy sample with luminosities calibrateagusi
the photometric calibration (Tucker et al. 2006), priorhe uber-
calibration analysis (Padmanabhan et al 2008). This aftéetcal-
culation of the redshift completeness for any region obs#rand
also the luminosity-dependent weights applied to the SD&xg

(© 0000 RAS, MNRASDOQ, 000-000

ies. The effect of this calibration change on our resultsnislb
and there is no significant change between the likelihoofhsaiin
panel (f) of Fig[B and that in panel (b) of F[d. 7, where therube
calibration data set was used.

8.6 BAO damping scale

Panel (g) of Fig[B shows the likelihood surface if we allowe th
BAO damping scale to be a free parameter in the fit, placingia si
ple Gaussian prior on its valuBgamp = 10 £ 5 h~! Mpc. This
prior on the BAO damping scale is conservative. From sinmat
Reid et al.[(2008) foun® gamp = 9.2+ 1 R~ Mpc, with no vari-
ation with redshift for0 < z < 0.5 for halo density fields, and
Ddamp = 9.741 ™! Mpc for density fields matched to the LRGs.
The mild cosmological dependence suggested by Eisengtein e
(2007) shows that the main cosmological dependence isghrou
the linear growth rate; current constraints @ are much better
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Figure 8. Likelihood contour plots as in Fi@l 4, for the SDSS data, editlg the early data and the 2dFGRS, but now calculated jdit(® three power
spectra, (f) old rather than uber-calibration. (g) allogvihe BAO damping scale to vary with a simple Gaussian pig,, = 10 + 5 h~1Mpc, (h)

randomized galaxy redshifts used to give the expectedIrgaliaxy distribution.

than that required to significantly changg...,, and we consider
+5h~! Mpc to be a conservative prior. Allowing the damping
scale to vary degrades the constraint, increasing the sibe pa-
rameter confidence regions. The best-fit solution does neesig-
nificantly, suggesting that our default assumption of a fiechp-
ing scale is sufficiently accurate to current data precision

8.7 Radial galaxy distribution model

Finally, analysis run (h) shows the constraints if we usenaloa
catalogue where we randomly choose a galaxy redshift fdr aac
gular position chosen. i.e. to model the expected redstsiftilu-
tion (n(z)), we sample from the galaxy redshift distribution. This
test was designed to investigate the dependence of thesanaly
how well we model the radial galaxy distribution. Randomnéyrs
pling galaxies to obtain this distribution, perfectly nias the red-

shift distribution of the galaxies and that of the randormatzgue
used to define the survey region. In fact, we see no changerin ou
results if we do this rather than using a smooth fit to the riéididis-
tribution. This gives us confidence that our results are ansisive

to this modelling.

8.8 Secondary likelihood maxima

In the likelihood surfaces in FigEl 7 & 8, we see secondamfikik
hood maxima, which appear to lie on a degeneracy stretchomg f
Dy (0.2) = 700Mpc, Dy (0.35) = 1500 Mpc to Dy (0.2) =

600 Mpc, Dy (0.35) = 1000 Mpc. These minor peaks in the likeli-
hood, which appear as isolated islands in the likelihoothserare

of lower significance than the strong peak close to the paemsief

a concordancd CDM model. Tests have shown that the secondary
peaks result from the interplay of two competing effectsicivlare

(© 0000 RAS, MNRASD0O, 000—-000
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Figure 9. Contour plots showing slices through the likelihood forrfddy (z) cubic spline nodes at = 0.1, z = 0.2 z = 0.3 andz = 0.45, calculated

for our default analysis using six power spectra, ubeibeation, and a fixed BAO damping scale Bfamp = 10 h~! Mpc. Shaded regions are plotted for
—2InL/Lire < 2.3, 6.0, 9.3, which for a multi-variate Gaussian distribution with twegitees of freedom correspond to 68%, 95% and 99% confidence
intervals. Likelihoods were adjusted to match these Ganssinfidence intervals as described in Sedtion 5. In eac#l,tar nodes that are not shown were
fixed at the defaul\CDM (92,,, = 0.25, Q5 = 0.75) values. We use shaded regions in this plot to show thelitell surface, compared with the contours
in Figs [T &[8 because the likelihood surface is more comgitavith four nodes, and the shading helps to distinguisksp&am troughs.

themselves a result of using the wrong cosmology to analyse t Secondary maxima are produced where the BAO shift and the
BAO. These are: smoothing “balance”. If we redo the analysis ignoring theosel
effect by assuming that the window function i§-function centred

(i) A shiftin the BAO position on the peak, these secondary maxima are removed.

(i) Anincrease in the width of the window associated witkclea
band-power, caused by BAO in different redshift shells geint-
of-phase. This can smooth out the BAO signal.

(© 0000 RAS, MNRASDOQ, 000-000
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Figure 10. The expected shift recovered from an analysis of the BAO po-
sition in a spherically averaged galaxy power spectrunhefe are radial
and angular distortions induced by assuming an incorrestnotogy when
analysing the data. The thick solid contour shows no resghift, while the
dotted contours show a 1% shift. For comparison we plot tipeeted be-
haviour for an isotropic power spectrufi(z) o Di, and for an increased
importance of the radial distortiof{ (z) « D4 (dashed lines). The top
panel approximates redshift-space, by weighting the pawtre spherical
average by(1 + Bu?)?2, with 3 = 0.25, matching that expected for the
SDSS LRGs, while the bottom panel does not include this wigighFor
comparison, the thin solid contour in the top panel marksasidual shift
for data with3 = 1, showing that we should expect the radial signal to
increase in importance for such a sample.

8.9 Dependency oDy

A possible concern about our method of analysis is that we as-
sume a fiduciaACDM model to convert redshifts to comov-
ing coordinate distances and measure the position of the BAO
the spherically-averaged power spectrum. If the true césgro
ical model has different angular diameter distance-rédseia-

tion D4 (z) and Hubble parametét (z) than this fiducial model,
this would cause angular and radial distortions in the dffigild
from which we estimate the power spectrum. By presentingltes

in terms of Dy we remove the anisotropic information, and as-

sume that the expected BAO position for all cosmological mod
els is solely dependent on their predicted valuégf. This must
break down for models that behave very differently from odufi
cial ACDM model.

We now test the sensitivity of the assumption that the BAO
position in the spherically averaged power spectrum onpedds
on Dy for cosmological models that predict significant anisaizop
distortions in the density field away from our fiducial modks.do
this, we compute the shifts of the BAO position expected wiremn
measures the spherically-averaged power in either readshift
space for such models. To simplify the analysis, we assuite th
the BAO in the spherically average®d(k) will be shifted by the
average of the shifts ik predicted over all angles: ie. our BAO fit
recovers the weighted mean shift in the 3D power. In redsipifice
we also follow the distant observer approximation, and mssthat
the angular dependence of the true 3D power spectrum is given
(1 + Bu®)?, wherey is the cosine of the angle to the line-of-sight
andg = 92,°° /b. The anisotropy in the observed power spectrum
caused by redshift-space distortions will act as a weighgnwive
spherically average.

For the SDSS LRGs, which provide most of our cosmolog-
ical signal, we take an effective redshift of = 0.35, and as-
sume aACDM model withQ,,(z = 0) = 0.25, giving Q. (z =
0.35) = 0.45. The LRGs are strongly biased and the model of
Tegmark et al.[(2004) gives an effective relative bias far gam-
ple, which we correct for in the power spectrum calculatioh,
(b/bs) = 1.9. Matching the normalisation of the measured LRG
power spectrum_(Reid etlal. 2009) gives that = 1.34 assum-
ing the LRG clustering is constant in comoving coordinatg.(
Percival et al! 2007b), and that (matter, z 0) = 0.8, so
os(matter, z = 0.35) = 0.68 (Komatsu et dl. 2009). This sug-
gests that we should expe6ét ~ 0.25 for the LRG power spec-
trum, and we show contours calculated assuming= 0.25 in
Fig.[10, which we compare with the prediction fér= 1. Note that
our luminosity-dependent weighting means that we are ugiwtei
ing highly biased galaxies, and that our analysis will tfrenehave
a smaller effectives than analyses without such weighting, such as
the measurements presented by Cabre & Gaztahaga (2009).

Fig.[10 shows the relation between radial and angular distor
tions, H/Hgaq and D a /D 4 54, Which give rise to zero angt1%
shift in the spherical averaged power spectrum. Héfg; is the
fiducial value of H, and similarly forD 4. For general cosmolog-
ical models,H/Hgq and D4 /D 4 sqa Will depend on redshift, so
that the final effective shift will be an average over a trijegin
this diagram which is determined by the model to be tested[I8
also shows the expected line of zero average shift we wouyddax
if the BAO position only depends obv (z), which would lead to
behaviour such thaf (z) « D?%. For comparison, we show the
prediction for a model with increased importance of theabdis-
tortions, with H(z) o« D4. This is included because we would
expect that the redshift-space distortions will incredseimpor-
tance of the radial information. However, th&(z) oc D% line is
a significantly better fit, even in redshift-space. THéz) « D3
line does not cross the contours marking a 1% average shiftfo
redshift-space power spectrum, showing that the assumphit
the recovered BAO position only depends Bgr at most produces
a 1% systematic in the best-fit for models with an anisotragy d
tortion away from our fiducial model of up to 20% in the radial
direction. Such a 1% systematic shift, which requires a ritbde
is extremely discrepant frotdCDM, is significantly below the sta-
tistical precision of our 2.7% accuracy distance measunénhes
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therefore a reasonable approximation to use our measuterin
Dy to constrain a wide variety of cosmological models.

9 COSMOLOGICAL PARAMETER CONSTRAINTS

We now apply our full constraints to a cosmological paramete
analysis. We assume that the likelihood of a model is given by
a multi-variate Gaussian distribution around the (z) measure-
ments given by Eq.[{3), with the inverse covariance matrix of
Eq. (8). Throughout this section we consider four modelsat fl
universe with a cosmological constantGDM), a ACDM universe
with curvature (&ACDM), a flat universe with a dark energy compo-
nent with constant equation of statg wCDM), and a wCDM uni-
verse with curvature (owCDM). This is the same model setidens
ered by Reid et al. (2009). We use a modified versiooam$momc
(Lewis & Bridle|2002) to perform the likelihood calculatien

9.1 SN + BAO + CMB prior likelihood fits

We first consider the constraints excluding the angular sttou
scale in the CMB, in order to consider data that are indepgnde
of the dark energy behaviour at the redshifts beyond our Eamp
This is important because it ensures that our results orberld
on the acceleration of the Universe at late times and so do not
depend on so-called early dark energy models_(Wettericl;198
Ratra & Peebles 1988; Zlatev el al. 1999; Steinhardt|et 89,9
which have non-negligible dark energy at early times. Wee tak
Gaussian prior€.h* = 0.1099 4 0.0063 andQ,h? = 0.02273 &
0.00061 from the CMB; these constraints from the ratio of peak
heights in the WMAPS data alone do not relax wiiénandw are
allowed to vary. We also impose weak priors-e0.3 < Q0 < 0.3
and -3 < w < 0. The parameter constraints from the combi-
nation of Union supernova (SN) (Kowalski et al. 2008) and BAO
likelihoods with these priors are presented in Tdlle 4. Tést-b
fit value of 2,,, ranges from 0.286 to 0.290, with the 68% con-
fidence interval £0.018, while the mean value off varies be-
tween67.8 kms ™! Mpc~! and68.6 kms~! Mpc™!, and the 68%
confidence interval remaing2.2 kms~' Mpc~! throughout the
four models. In Sectiofil7 we derived BAO only constraints of
+0.018 on Q,,, and+2.2kms~! Mpc~! on Hy, for fixed Q,,h2.
If we include the 4.8% error of?,,,h* from the WMAPS5 measure-
ment, then we should expect these errors to increase0t619
on Q,, and £2.3kms~* Mpc~! on Hy. These agree perfectly
with the COSMOMC results if we exclude the supernova data,
so the small difference between the errors in Table 4 anc:tbrs
pected is caused by the supernova data helping to con§tasnd
Hy slightly. Similarly, the best-fit values of these parametzgree
for COSMOMC results excluding the supernova data. Comparis
between Tablgl4 and Sectigh 7 shows that the inclusion ofihers
nova data is moving the best-fit slighth#0.004 in 2,,, and—0.5in
H, for the ACDM model. The COSMOMC analysis therefore val-
idates the simple derivation presented in Sedfion 7. In plaess of
models considered here, the BAO constrainfon(0.275) already
restricts Dy (0.35) /Dy (0.2) to a much smaller region than our
constraint in Eq.[(T1) allows. While the combination of thekta
and our priors are unable to constréip, w is constrained at the
+0.11 level. For the owCDM model, the weak prior éb, leads
to an apparent constraint an but these errors depend strongly on
the prior.

The data are compared with the bestAi€DM model in
Fig.[11. Three ways of considering the data constraints leoe/s
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Figure 11. The BAO constraints (solid circles witholerrors), compared
with the best-fitACDM model. The three panels show different methods of
using the data to constrain models.

in different panels. In the bottom panel we plot- (z)/Dyv (0.2),
which corresponds to matching the geometryzat= 0.2 and

z = 0.35 so the BAO match at these redshifts, without includ-
ing information about the comoving position of the BAO. Ireth
middle panel we plots(zq)/Dv (=), where we now have to model
the comoving sound horizon at the drag epoch. In the top panel
we include a constraint on the sound horizon projected alat$te
scattering surface as observed in the CMB. Marginalisirg tive

set of flatACDM models constrained only by the WMAP5 data
givesrs(zq)/Sk(za) = 0.010824+0.000023, whereSy (zq) is the
proper distance to the baryon-drag redshift= 1020.5, as mea-
sured by WMAPS team (Komatsu et al. 2009). Ignoring the regli
gible error on this quantity, we combine with the BAO resutis
measuresy; (z4)/Dv (z). This effectively removes the dependence
on the comoving sound horizon at the drag epoch, anchoriag th
BAO measurements at high redshift: here we have done thieat t
baryon-drag epoch so the CMB constraint has matched souid ho
zon and projection distance.

9.2 CMB + BAO likelihood fits

We now turn to the constraints from our BAO measurement com-
bined with the full WMAPS likelihood, including the consindon
rs(z4)/Da at the time of decoupling. While this extra constraint
can break degeneracies between, Qx, andw inherent in our
BAO constraints, the results are now sensitive to our assampf

a constant dark energy equation of statatz > 0.35. Results for

the four models are presented in Tdhle 5.
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parameter ACDM 0ACDM wCDM owCDM
Qm 0.288+0.018  0.286:0.018  0.2907 015 0.2864 0.018
Ho 68.1722 68.6+2.2 67.8+2.2 68.2+ 2.2
+0.080
Qy, - -0.097+0.081 - ~0.199+5-089
w - - -0.97+0.11 —0.838F00%%
+0.084 +0.019 +0.092
Qa 0.712£0.018  0.81175:0%4 0.71079519 0.91370-955
do.275 0.1381+ 0.0034  0.136Z 0.0036  0.1384: 0.0037  0.1386t 0.0037
Dy (0.275) 1111431 1120+ 33 1109+ 32 110832
f 1.662+£0.004  1.675+0.011  1.659+£0.011  1.665+0.011
Age (Gyr)  14.0210% 14.43+ 0.48 13.95+ 0.36 14.38+ 0.44

Table 4. Marginalized one-dimensional constraints (68%) for BASN for flat ACDM, ACDM with curvature (&aCDM), flat wCDM (wWCDM), and wCDM

with curvature (owCDM). The non-standard cosmologicabpaeters aréy 275 = 7s(z4)/Dyv (0.275) and f = Dy (0.35)/Dy (0.2). We have assumed
priors ofQ.h? = 0.109940.0063 andQ,h? = 0.02273 £0.00061, consistent with WMAP5-only fits to all of the models consihthere. We also impose
weak flat priors 0f-0.3 < 2, < 0.3and—3 < w < 0.

parameter ACDM oACDM wCDM owCDM owCDM+SN owCDM+H owCDM+SN+ Hg
Qm 0.278+£0.018  0.283t0.019 0.283:0.026  0.24019942 0.290+£0.019  0.24079:9%° 0.279+ 0.016
Hy 70.1+ 1.5 68.3122 69.3+ 3.9 753+ 7.1 67.6+ 2.2 74.8+ 3.6 69.5+ 2.0

Q - —0.00710908 - -0.013+0.007  -0.006:0.008  -0.014t 0.007  -0.003t 0.007
w - - 0.97£0.17  —-1.53753) -0.97£0.10 —1.497032 -1.00+ 0.10

Qa 0.722£0.018  0.724£0.019  0.717:0.026  0.772:0.048  0.716:0.019  0.773:0.029  0.724t 0.018
100Q5,h2 2.267+0.058  2.269-0.060  2.275:0.061  2.2547150% 2.271£0.061 2254705 2.284:+ 0.061

T 0.086+0.016  0.089t 0.017 0.087:0.017  0.088 0.017 0.089£ 0.017  0.088:£0.017  0.08915917

ns 0.961+0.013  0.963:0.014  0.963:0.015  0.958-0.014  0.963:0.014  0.957:0.014  0.964t 0.014
In(10104g5)  3.07470-020 3.060+0.042  3.0700.041  3.06270013 3.06210:013 3.062+0.042  3.072k0.042
do.275 0.1411+0.0030  0.1382-0.0036 0.140470:093°  0.1382+0.0037  0.1379-0.0036 0.138770:09%5  0.140270-0033
Dy (0.275) 10804+ 18 1110732 1089+ 31 1111+ 33 1115+ 32 1107+ 31 109127

f 1.6645+ 0.0043  1.6643k 0.0045 1.661+0.019  1.72 £ 0.056 1.660 £0.011  1.718719:9337 1 6645+ 0.0107
Age (Gyr) 13.73+ 0.12 14.08+ 0.33 13.7675:15 14.49+ 0.52 14.04+ 0.36 14.48+ 0.48 13.8670:32
Qch? 0.11394+ 0.0041  0.10909:0969  0.11227000%%  0.1107F0 5065 0.109670 5065 0.1108159050  0.1115+ 0.0061
Qtot - 1.00779-06¢ - 1.013+ 0.007 1.006+ 0.008 1.014£ 0.007  1.003t 0.007
os 0.813£0.028  0.7870.037  0.79273:08} 0.907+0.117  0.780700%2 0.904+0.074  0.80119-533

Table 5. Marginalized one-dimensional constraints (68%) for WMAHEAO for flat ACDM, ACDM with curvature (&\CDM), flat wCDM (wCDM),
wCDM with curvature (owCDM), and owCDM including constrerfrom supernovae. The non-standard cosmological paeasnepnstrained by the BAO
measurements at 275 = rs(zq4)/Dyv (0.275) and f = Dy (0.35)/Dy (0.2).

For the ACDM model, we findQ2,, = 0.278 4+ 0.018 and
Ho = 70.1+1.5kms™! Mpc™?!, with errors significantly reduced
compared to the WMAPS5 alone analysi$,( = 0.258 4+ 0.03 and
Hy = 70.572:% kms™" Mpc™). Similar limits on(,,, were ob-
tained by Rozo et all (2009) who used the maxBCG cluster abun- tween(,,, and w in the BAO constraint. The constraints relax
dance and weak-lensing mass measurements to similarli tirea

tight WMAPS constraint o2, k.

Fig.[12 shows the impact of relaxing the flACDM assump-
tion. The WMAPS5 results alone tightly constrait,,h? in all of
these models (dashed lines), but low redshift informationeices-
sary to constraifi),,, and H, separately. Allowingv # —1 relaxes
the constraint ofi2,,, from the BAO measurement, and in addition
allowing Q. # 0 relaxes the constraint even further. The impact considered, the central values foy, and Hy, change only slightly
on the constraints oft,,, and Hy is shown in the lower right panel.
All of the contours lie along the banana with,, h? fixed from the

CMB.

In the AACDM model, the combination of scales measured

wCDM cosmology they degrade becausés not well-constrained
by the low redshift BAO information alone.

When the parameter space is opened to both curvature and
w, the WMAPS5 data are not able to eliminate the degeneracy be-

o Q, = 0.24073033 and Ho = 75.3 £ 7.1kms~* Mpc™;
Qr = —0.013 £ 0.007 is still well-constrained butv is not (see
Fig.[12). Including the constraints from the Union Supem&am-
ple breaks the remaining degeneracy, and we recover thectigh
straints on{2,,, and Hy given in Eqns.[(16) &[(17). These con-
straints, and the relative degeneracies induced and bitmkelif-
ferent data sets, are shown in Higl 13. For each of the fouetsod

when the full WMAPS likelihoods are used (Table 5) insteagrf
ors on{,h% andQ.h? in combination with the Union SN sample
(Table[3).

Table[B also lists the best fit cosmological age (i.e. timessin

by the CMB and the BAO tightly constrain the curvature of the the Big Bang) for different cosmologies and data sets. \Whige

universe ), =

—0.007%9:0% . The constraints of,,, and Hy in

this model are well described by Eqnis.](16)[&](17), while ie th

age is very well determined foxCDM and wCDM, there is a de-
generacy between age and curvature that increases théaintes
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BAOiInSDSSDR7 17

0.150 0.150
0.145F 0.145 ]
0.140 0.140 ]
. 0135} o 0135 1
= £
E £
a c
0.130 0.130 1
0.125f 0.125 -
0.120 0.120 1
0.115 1 I I I ! 0.115
0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.15 0.20 0.25 0.30 0.35 0.40 0.45
Qm Dm
owcdm
0.150 100 T
0.145
90 1
0.140
L 0.135 80 ]
.CE IO
¢ 0.130
. 70 3
0.125
60 1
0.120
0.115 50 1 1 1 ! !
0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.15 0.20 0.25 0.30 0.35 0.40 0.45
Q Q

Figure 12. WMAP5+BAO constraints orf,, h2, Q,,,, and Hg for ACDM (solid black contours), &CDM (shaded green contours), wCDM (shaded red
contours), and owCDM (shaded blue contours) models. Throuly the solid contours show WMARS.RG ACDM constraints. The first three panels show
WMAPS5 only constraints (dashed contours) and WMARERO constraints (colored contours) in thkg,, h2- Q,, plane as the model is varied. In the lower

right we show all constraints from WMAPREBAO for all four models in the,,, — Ho plane, which lie within the tigh®,,,h? ~ 0.13340.006 WMAP5-only

constraints.

and allows for an older age iW&CDM and owCDM information.

WMAP5+BAO constraints. Combining WMAP5+BAO+SN#,

Adding SN andH, measurements reduces these uncertainties andthe mean parameters are quite clos& @DM: 2, = —0.003 +

implies a best fit age af3.8670 33 Gyr.

9.3 Comparison with[Riess et al.[ (20095

MI.MQ recently released a new determinatiotmeof
Hubble constant using a differential distance laddéy:= 74.2 +
3.6kms~! Mpc~!. This value, as well as the valuel, =~
68kms~* Mpc~* determined in Tablg]l4 using BAO, SN, and a
WMAPS5 prior onQ.h? andQ,h?, are within~ 1o of the mean
value determined from WMAP5+BAO in ACDM model, 70.1.

In the wCDM model, combining this neW, with the WMAP5
likelihood constraingaw = —1.12 + 0.12. In Table[® we show
MCMC results for the owCDM model for WMAP5+BAQH, and
WMAP5+BAO+H,+SNI. In this model, the supernova data are
more effective thanH, at breaking the long degeneracy in the

1 We account for the small cosmology dependence inAlaeconstraint
(seen as a slight degeneracy betwdén andw in fig. 14 of[Riess et al.
M) by considering it as a constraint on the inverse lusiipalistance at
the effective redshift = 0.04 (Riess private comm.)

(© 0000 RAS, MNRASDOQ, 000-000

0.007 andw = —1.00 &+ 0.10, and$2,,, = 0.279 + 0.016 and
Ho =69.5+2.0kms™ ! Mpc~! are also well-constrained.

10 COMPARISON WITH DR5 ANALYSES

In[Percival et al.[(2007c), we presented BAO measuremeits-ca
lated from fitting power spectra calculated for three sasglawn

from the combined SDSS+2dFGRS catalogue, using the SDSS
DR5 data. The full catalogue was split into galaxy populaio
rather than redshift slices, corresponding to the SDSS |, Rt&s

2dFGRS+SDSS main galaxies, and the combined sample. From

this, we obtained the distance constraint$z4)/Dv(0.2) =
0.1980 + 0.0058 andr(zq)/Dy (0.35) = 0.1094 £ 0.0033 with
correlation coefficien.39, which gives a distance ratio measure-
ment of Dy (0.35) /Dy (0.2) = 1.812 & 0.062. The concordance
ACDM value isDv (0.35)/Dv (0.2) = 1.67, measured using the
SNLS supernova data, which is discrepant with the publihed
BAO results at the 24tlevel. The analysis of mock catalogues pre-
sented in Sectioh] 5 showed that the cubic splin8AO method
underestimates the true distribution of recovered digsngiven
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Figure 13. For the owCDM model we compare the constraints from
WMAP5+BAO (blue contours), WMAPS%SN (green contours), and
WMAP5+BAO+SN (red contours). Dashed and solid contours highlight
the 68% confidence intervals for the WMARBAO and WMAP5+SN
models respectively.

noisy data, which produce a non-Gaussian likelihood sarfse
should therefore increase the errors on the DR5 measursraént
Percival et al.[(2007c) by at least a factor o4, which is the
correction derived from the fits to three DR7 power spectfa. |
we do this, the revised DR5 constraints at€zq)/Dv (0.2) =
0.1981 £ 0.0071 andrs(zq)/Dv (0.35) = 0.1094 £ 0.0040 with
correlation coefficien.38, which gives a distance ratio measure-
ment of Dy (0.35)/Dyv (0.2) = 1.813 £ 0.073. The discrepancy
between the old DR5 constraints and the SNYEDM value is re-
duced to < 20. Because the DR5 data were noisier than the DR7
data, we should expect the likelihood surface to be lessali&aus-
sian prediction, and the correction actually should behslljdarger
than that for the DR7 data.

had the most effect when comparing different cataloguesniMe
find consistent results, given in Tall¢ 3, for all catalogaes
analysis variations presented in Sectidn 8. When trarmkliatie
constraints on the distance ratio, for the full catalogue find
Dy (0.35)/Dv (0.2) = 1.736+0.065. Using only 3 redshift slices
we find Dy (0.35) /Dy (0.2) = 1.765 £ 0.079. If the 0.5 differ-
ence is not due to chance, the difference between these raeasu
ments could be caused by residual non-Gaussian scatter fratid
powers. A scenario in which this is reduced by including fits t
more redshift bins would then explain the observed trend!ugi
ing the 2dFGRS and early SDSS data, the constraint is redoced
Dy (0.35)/Dv (0.2) = 1.747 £+ 0.070, which is consistent with
the tighter constraint using all of the data.

Sanchez et al.[ (2009), who analysed the SDSS DR6 sam-
ple, speculated that the discrepancy could be caused by the
Percival et al. [(2007c) analysis fixing the BAO damping scale
However, in our current analysis, if we allow the BAO
damping scale Daamp to vary, the derived constraints on
Dv(0.35)/Dv (0.2) does not change significantly from that re-
covered in our default analysis. The mild discrepancy Wi@DM
does not appear to be caused by fixing the damping scale. The
change from photometric calibration to uber-calibratias la rel-
atively minor effect on the distance ratio, which increases
Dv(0.35)/Dy (0.2) = 1.748 + 0.074. Fig.[8 shows that the ef-
fect on the BAO of redshift-space distortions caused byhbkenal
motion of galaxies in clusters is similarly small. Lineadsaift-
space distortions propagate the apparent position of igalakong
their velocity vector in a way that simply makes the field lan&re
evolved than it is; they do not alter the positions of the BAO.

In conclusion, the significance of the discrepancy with flat
ACDM models is reduced because of

(i) analysis of the non-Gaussian nature of the likelihoadiesie,

(ii) analysis of more redshift slices,

(iii) more accurate determination of the galaxy redshitiilbu-
tion.

11 DISCUSSION

In this paper we have measured and analysed BAO from the SDSS
DR7 sample, which represents the final data set observed usin
the original SDSS spectroscopic target selection algoritiive
have further developed the analysis method used by Pegtiadl
(2007¢) to analyse the DR5 sample, including a faster mefinod

the calculation of the window function (see Appendikx A) kiimg

the cosmological model to be tested with the power spectiamd-b
powers measured. This has enabled us to analyse poweraspectr
calculated for six rather than three redshift slices, whvchuld not

have been possible using the old method.

In Section 6 we have shown how the distance—redshift con-
straints atz = 0.2 andz = 0.35 can be decomposed into a single
distance constraint at= 0.275, and a “gradient” around this pivot
given by Dy (0.35) /Dy (0.2). This allows us to easily test the con-
sistency of theACDM model without having to compare with ad-
ditional data. For the best-fit flatCDM model that matches our
constraintdp.27s = 0.1390 + 0.0037, we find that our distance-
ratio measurement aby (0.35)/Dyv (0.2) = 1.736 + 0.065 is
consistent at the 1cdllevel.

Now that the SDSS-II sample is complete, the importance of

Of all the changes implemented between this DR7 analysis including the 2dFGRS data is reduced, and the inclusion dely
and the analysis of the DR5 data, it was the increase in the num creases the low redshitt = 0.2 distance error by 4%. As we

ber of random points used to quantify the survey geometry tha

showed in Sectio 812, the inclusion of the 2dFGRS galaxies d
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not lead to the discrepancy with tieCDM model: including the
2dFGRS brings our constraint slightly more into line witle hre-
dictions of ACDM models.

Of the cosmological parameter constraints presented in Ta-
bles[4, &[B, perhaps the most impressive are the constraimts o
Q,, and Hy. For ACDM models, fitting to BAO and Supernovae
with priors onQ,,, k% andQ,h? gives Hy to 3.2% and,, to 6.4%.
These constraints are robust to the behaviour of the Urgvats
high redshift, as they are based only on the distance—iftdsta-
tion at redshiftz < 0.35: we can allow?;, # 0 andw # —1 with
minimal effect. This weak dependence @rand2; was shown in
Egns. [16) &[(1¥) for the BAO data.

If we allow for the flatness constraint to be relaxed, then
we obtain Qj —0.007 &+ 0.007 from the combination of
BAO+WMAPS data. A tight constraint was similarly obtained o
w = —0.97 £ 0.17 if we relax theA constraint. If we allow both
the curvature and the dark energy equation of state to varyust
include more data to continue to break the degeneracy bptihee
two parameters. We do so by including results from the Unidn S
dataset, giving us); = —0.006 £ 0.008 andw = —0.97 £ 0.10,
consistent with a flanCDM model. If one allows onlyo # —1 OR
Q, # 0, then the combination of CMB, supernova and BAO data
has an internal cross-check: opening two degrees of fredom
flat ACDM vyields results that are consistent with flsEDM. We
have also shown that our constraints are consistent withettent
re-determination of, by|Riess et &l (2009), and that combining
this constraint with WMAPS5, BAO, and SN in a model where both
curvature andv vary yields mean parameter values very close to
ACDM.

In a companion paper (Reid etlal. 2009), we consider the LRG
sample in more detail. The LRGs are distributed in haloes in a
simple way and we are able to extract the halo power spectrum
from the data. In addition to fitting the BAO in this power spec
trum, we are able to extract limited information about thapsh
of the power, which gives complementary constraints. Aitketa
comparison between the results from our fit to the BAO in red-
shift slices, performed in a cosmology model-independeayt and
including low-redshift galaxies, with the halo power speot of
Reid et al.l(2009) is presented in that paper, where excelgee-
ment is demonstrated. The data sets are correlated so theldsh
not be used together to constrain cosmological models.

Our analysis highlights the importance of BAO as a key
method for investigating cosmic acceleration, and shows ttie
method can already provide interesting cosmological caimgs.
Ongoing spectroscopic surveys aiming to use BAO to analyse
dark energy include the Baryon Oscillation Spectroscopic- S
vay (BOSS| Schlegel et al. 2009a), the Hobby-Eberly Darkr@ne
Experiment (HETDEX| Hill et all 2008) and the WiggleZ survey
(Glazebrook et al. 2007). There are also plans for futureeysr
covering significantly larger volumes of the Universe, dmetéfore
observing the BAO signal with higher precision such as thesseg
Kilometer Array (SKA: ww. skat el escope. or g), and the
Joint Dark Energy Mission (JDEM dem gsf c. nasa. gov)
and European Space Agency Euclid satellite mission coscept
or the Big Baryon Oscillation Spectroscopic Survay (BigE)S

Schlegel et al._2009b). Photometric surveys such as the Dark

Energy Survey (DESwww. dar kener gysurvey. or g), the

Panoramic Survey Telescope & Rapid Response System (Pan-

Starrs:pan-starrs. ifa. hawaii. edu) and the Large Syn-
optic Survey Telescope (LSSWwv. | sst . or g) will find BAO
using photometric redshifts. All of these surveys will meaasBAO
at higher redshifts than those analysed in our paper usirgSsID
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data: if dark energy does not have a simple explanation,tben
parison between future high redshift results and our ctirader-
standing of the low-redshift Universe from SDSS-II will pide an
interesting test of these models.
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APPENDIX A: CALCULATION OF THE WINDOW
FUNCTION

In this Appendix, we describe the method used to calculage th
mapping between the power spectra in the “true” cosmology to
be tested, and the measured, or observed, power spectra wher
a ACDM model was used to convert redshifts to distances. This
window function includes both the effect of the survey getigne
and the mapping between cosmological models. As descriped b
Percival et al.|(2007c), we should expect the observed pspet-
trum to be a convolution of the true power spectrum with a wind
function.

P(k)obs = / dk'W (k, k'Y P (k) true- (A1)
The goal of this section is to introduce a fast method by which
W (k, k") can be calculated for any model.
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Figure Al. The redshift dependence of galaxy pair-weights for the SDSS
DR7 LRG and main galaxy samples, and from the combinationhef t
two. These curves were calculated assuming a\f@bM cosmology with

Qm = 0.25,h = 0.72, & Qph% = 0.0223.

In|Percival et al. (2007c), this window function was calteth
using Monte-Carlo realisations of Gaussian density fietdsated
assuming the cosmological model to be tested. These fields we
then distorted as if they had been analysed assumingBM
model, and the power spectrum was calculated and compatkd wi
that input. Using a large number of simple input power spectr
we were able to construct the window function from this compa
ison. This procedure required significant computationabueces
as many density fields were needed in order to accuratelyureas
the window function, limiting the number of models that abble
tested. In particular, we were only able to consider cubiinep
models of Dy (z) with two nodes to three power spectra. With a
faster window function calculation, we can include more emd
and fit to more power spectra.

For a survey covering a thin shell, the window function relat
ing true and observed power is an offset delta function

W (k k') = 6p[k/K — €,

wheree = dj(true)/d,(obs) is the ratio of proper distances in the
true and observed cosmologies. Here we are simply stret¢hen
true survey prior to measuring the power spectrum.

The obvious extension to surveys over a range of redshifts is
to split the sample inta redshift shells, and to approximate the
window function as

Wk, k') = 0plk/k — ewi,

(A2)

(A3)

wherew; is the weighted number of galaxy pairs in redshift shell
Because we are now considering a broad survey, this pairiveig
is a function of pair separation. In this paper, we bin paifs o
galaxies with comoving separatid®0 h~! Mpc < dacpm <

130 = Mpc, where dacpy is the comoving distance in the
ACDM cosmology used to convert galaxy redshifts to distances
The bin size was chosen to approximately match the BAO scale.
For the SDSS LRG, main galaxy and combined samples, theygalax
pair-weights are shown in Fig_A1. We also need to allow fdr di
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Figure A2. Galaxy pair-weights for the SDSS DR7 LRG and main galaxy
samples, and from the combination of the two, as a functiocoafoving
distance shifts. These were calculated assuming that A@&M cosmol-
ogy with Q,,, = 0.25, h = 0.72, & Q,h? = 0.0223 was used to anal-
yse the data, while the BAO are present in a true cosmologicalel with
distance—redshift relation defined by a cubic splin®in (z) with nodes at

z = 0.2 andz = 0.35, with amplitude as shown in the plot.

ferences in the orientation of galaxy pairs, as the distidbuof

€; should allow the galaxy pairs to be of all orientations. el

ing radial separations introduces an asymmetric conaiufbr e;,

and we have found that this needs to be included in order to pro
vide approximately the correct window function shapes.eNbat

Eg. [AJ) is exact when there is a perfect dilation of scaleveen

the true and observed cosmologies: such stretching of theowis
can be perfectly represented by this equation.

For each “true” cosmology to be tested, we can calculate the
shift in scale that stretches each pair of galaxies becaesdowv
not measure BAO using this model. We have to allow for the
angular shift caused by a change ini(z) and the radial shift
caused by the true and observEdz) being different. An exam-
ple of the weighted distribution of “shifts” expected for adel
cosmology defined by a cubic spline iy (z) with two nodes
atz = 0.2 andz = 0.35 is shown in Fig[AR. Here the true
cosmology has a distance-redshift relation given by a egdiirto
Dy (z), with nodesDy (z = 0.2) = 550 b~ Mpc, andDy (z =
0.35) = 1080 h™* Mpc. The ACDM values areDv (2 = 0.2) =
568 h~! Mpc, and Dy (z = 0.35) = 949 h~* Mpc, so at redshift
z = 0.2, BAO in the true cosmology are stretched to larger scales
by the analysis method, while those at redshift 0.35 are com-
pressed to smaller scales. For the SDSS main galaxies, witfam
redshift close t@ ~ 0.2, dirue/dobs < 1, While for the LRGs, with
median redshift ~ 0.35, dtrue/dobs > 1.

For each “true” cosmological model, the window function re-
lating the true and observed power spectra was calculatedny
volving the standard window function for theCDM model, by
the distribution of shifts such as that shown in Hig] A2. Foe t
models shown in Fig._A2, we have calculated the window fluamcti
using the approximate method outlined in this Appendix, asd
ing the Monte-Carlo method described by Percival et al. 7200
A comparison of the windows is presented in [Eig] A3. Reaslienab
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Figure A3. Window functions for three values &f calculated for the SDSS LRG, main galaxy and combined agtigis. Dotted lines represent the windows
for our fiducial ACDM cosmology. Solid and dashed lines show the window fonsii if the true cosmology were different, but the data weraysed
assuming that the fiducialCDM cosmology is correct. The solid lines were calculatemhgishe procedure outlined in this Appendix. Dashed linesewe
calculated using the Monte-Carlo procedure of Percival/¢Ra07c).

agreement is found between the different methods: it is ¢hest
the approximate method of splitting into shells recoveesirain
features of the window function. The agreement is not perfec
expected given the approximate nature of our calculati@caBse
we analyse the data using/eCDM model, the window will be
correct for this model, and will only deviate if we considégrsfi-

cantly different distance—redshift relations.
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