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ABSTRACT

Using numerical simulations of structure formation, weeistigate multiple methods of determining the
strength of the proximity effect in the HLy« forest. We analyze three high resolution {0 kpc) redshift
snapshotszZ= 4, 3 and 2.25) of a Hydro-Particle-Mesh simulation to obtaialistic absorption spectra of
the Hi Ly« forest. We model the proximity effect along the simulateghsilines with a simple analytical
prescription based on the assumed quasar luminosity anihtivesity of the cosmic UV background. We
begin our analysis investigating the intrinsic biases fituo arise in the widely adoptesfandard technique
of combining multiple lines of sight when searching for thexpmity effect. We confirm the existence of this
biases, albeit smaller than previously predicted with $&myonte Carlo simulations. We then concentrate
on the analysis of the proximity effect along individualdgof sight. After determining its strength with a
fiducial value of the UV background intensity, we constring proximity effect strength distribution (PESD).
We confirm that the PESD inferred from thienple averaging techniqueccurately recovers the input strength
of the proximity effect at all redshifts. Moreover, the PESIDsely follows the behaviors found in observed
samples of quasar spectra. However, the PESD obtained fuomew simulated sight lines presents some
differences to that of simple Monte Carlo simulations. Aratishifts, we identify in the smaller dispersion of
the strength parameters, the source of the correspondialiesrhiases found when combining multiple lines
of sight. After developing three new theoretical methodsegbvering the strength of the proximity effect on
individual lines of sight, we compare their accuracy to tESP from thesimple averaging techniquéll our
new approaches are based on the maximization of the liladifienction, albeit invoking some modifications.
The new techniques presented here, in spite of their contpléxil to recover the input proximity effect in an
un-biased way, presumably due to some (unknown) higher oatteelations in the spectrum. Thus, employing
complex 3D simulations, we provide strong evidence in favbthe proximity effect strength distribution
obtained from thesimple averaging techniquas method of estimating the UV background intensity, free o
any intrinsic biases.

Subject headingdgliffuse radiation — intergalactic medium — quasars: aksmmpines

1. INTRODUCTION the intergalactic medium (IGM). Mainly consisting of hyelro

The transition from a neutral to an ionized state of the bary- 9€7 @nd helium, the IGM becomes detectable as the light from
onic matter in the Universe, known as tepoch of reion- ~ Nigh redshift g > 2) quasars travels toward us through the
ization, also resulted in the appearance of the cosmic uItra-'mergl""l"jmr']C ipace. hNumherous ?bsorptmn lines olf)sert/ed a
violet background radiation field (UVB). While it is still de ~ Wavelength shorter than the rest framenlyansition, known
bated whether more exotic objects and processes (like mini-2S the Ly: forest, arise from the small fraction of neutral mat-
quasars or dark matter annihilation) had significant influ- '\[/?/r (about 1 pﬁrtllgi;goﬁeOO({)hlrwl}g%IGIVIh(Sargent fjt al. -|L980'
ence on the process of reionization (Haiman & Loeb 1998; WWeymann etal. 1981; Rauch 1998). The UVB is directly re-
Ricotti & Ostrikel [2004), it is widely accepted that young sponsible for keeping the IGM ionized at this level, thus en-

star-forming galaxies and quasars are the primary source%Oding its intensity (and, to a lesser extent, its spectriam)

of this radiation field in the post-reionization era< 6). h%gbsorpt_ion rilrofilhes oflthe h%/fo_rest.k tadbmct
Thus, after reionization, any change in the properties ef th servationally, the only technique known so fadiectly

source population is reflected in the evolution of the UV Nfer the photoionization rate or, equivalently, the UVEen-
background (UVB, Haardt & MadAu 1996; Fardal et al, 1998; Sity over some a range of wavelengths is based on the so-
Haardt & Madali 2001). Accurate estimates of the UVB in- Calledproximity effect This effect is the manifestation of the
tensity at different redshifts therefore provide impotteon- IGM response to a systematic enhancement of UV radiation

straints on the evolution of star-forming galaxies and qums ~ &round bright quasars. . -
in the Universe. 99 9 In the vicinity of a bright quasar, its UV radiation be-

The most direct probe for the UVB is the ionization state of COMes several orders of magnitudes stronger than the cos-
mic UVB, leading to the decreased absorption blueward

1 Astrophysikalisches Institut Potsdam, An der Sternwafe [1-14482 of the quasar Ly emission line (Weymann etial. 1981;

Potsdam, Germany Carswell et al. 1982; Murdoch etlal. 1986). If the quasar

Mazili adagl i o@i p. de S luminosity is known, and the relative enhancement in the

5 at;/?e;uﬂeeégtlrgpsgcs Center, Fermi National Accelerdtaboratory, v/ flux near the quasar relative to the average Universe is
3Kavli Institute for Cosmological Physics, The University @hicago, measured from the Ly absorption spectra, the strength of

Chicago, IL 60637, USA the cosmic UVB can be deduced from the proximity effect
* Department of Astronomy & Astrophysics, The University dfi€ago, (Carswell et al. 1987; Bajtlik et &l. 1988). While the proxim

Chicago, IL 60637 USA ity effect has been detected for more than a decade, primaril
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Table 1

Input parameters of the HPM simulation. aal b
Parameter Value Parameter Value :H\f azl 3
Qm 0.237 Np 1024 st
Qa 0.763  Mesh 102% L
Qb 0.041 Cell size 0.01 4r ]
h 0.735 Boxsize 10.24 r 1

- I I I | I I I | I I I |
g 0.742 2z 4.0, 3.5, 3.25, 38 5 5 " 2
2.75,2.5,2.25 rodshift

t: in units of 100 km st Mpc™
11 in units of Mpc

in large samples of quasars (e.g. Baitlik et al. 1988; Lu.et al
1991; | Giallongo et al._1996; Cooke et al. 1997; Scott =t al.
2000; Liske & Willige12001), recent investigations of iigs
nature along individual lines of sight have been employed to
develop a new technique for estimating the UVB intensity
(Dall’Aglio et alll2008h,a). i
This new approach is based on the analysis of the proxim- o
ity effect strength distribution (PESD). Two distinct fasgs redshift
appear in the analysis of the PESD. First, the strengthlolistr  Figure1. Adopted evolution offy and~ with redshift, in comparison with
tion shows a clear peak and, second, it is significantly asym-measurements of the equation of state from Ricottilet ab@pQ@riangles).
metric. The peak of the PESD directly relates to the intgnsit
of the UVB, whereas its asymmetry is mainly the result of
low number statistics in the absorber counts near the quasaranges between 1 and 1.6. For this reason, the thermalistor
emission|(Dall’Aglio et al. 2008a, hereafter Paper II). of the low density component of the IGM can be described
This approach is nevertheless subject to a large dispersionwith high accuracy by the evolution of the two paramefrs
as it is based on the detection of the proximity effect along and~y. Both parameters are functions of time and are sen-
individual sight lines. Such a dispersion is inversely testa ~ sitive to the ionization history of the Universe. Equatign 1
to the change in the opacity in the &yforest, and it is fur-  also known as theffective equation of statenmediately pro-
ther amplified by effects like overdensities or quasar \mlria  vides the thermal pressure of the gas as a function of density
ity which are poorly understood. We are therefore motivated thus removing the need for a full hydrodynamical solver in
to initiate a theoretical investigation on the methodatagi  the codeil(Hui et al. 1997; Gnedin & Hui 1998).
approach of estimating the strength of the proximity effect The thermal evolution of the IGM after reionization is
The plan of the paper is as follows. We begin with a descrip- mainly determined by the balance between adiabatic cool-
tion of the type of simulations employed in Sddt. 2. We then ing (expansion of the Universe) and photoionization heatin
describe in detail in Sectidn 3 the computation and calitmat ~ of cosmic gas. Additional effects that influence the effeti
of the synthetic sight lines generated through the simodati  equation of state include Compton heating from X-ray sairce
box. Sectiori}4 introduces the theoretical approach adoptede.g.Madau & Efstathiou 1999) and radiative transfer ¢ffec
to include the proximity effect on the lines of sight. We re- during Hell reionization (e.g._Maselli & Ferrana 2005). In
port in SecEb our results for different approaches in estim  this work we adopt an empirical approach, and use observa-
ing the proximity effect signature on individual objectseW tional constraints on the effective equation of state tauems

then present our conclusions in Sédt. 6. that the thermal state of the kyforest in our models is real-
istic.
2. SIMULATIONS Observational constraints on the parameigrand~y come

from analyses of Ly absorption linesl (Ricotti et al. 2000;
Schaye et al. 2000; McDonald etlal. 2001a), from the Doppler

we use the Hvdro-Particle-Mesh (HPM) code developed by Parameter distribution as a function of column density. The
Gnedin & Hui ){.[1998). This parti(cular )class of numFe)zricaIy lower cut-off of thﬁeb_—N distribution can be fitted by a power
codes differs from those following only the dark matter,ts i 12Wb=bn,(N/No)”, in which the proportionality constah,
capability of modeling both the dark matter and the baryonic @nd the power law index directly relate tdlo andv, respec-
components of the Universe. However, an HPM simuiation tively.

is not as computationally expensive as a full hydrodynamica  The effective equation of state in the simulation was setin a
one. piece-wise manner in three different intervals.zAt 4.5 we

The IGM consists of the low density cosmic gas between Used the observed evolution & and- (Ricotti et al. 2000;
collapsed objects. In this low density regime there exists a>chaye etal. 2000; McDonald etal. 2001a). Betweerb.5

tight correlation between the gas density and temperature i @1dZ= 4.5 we used the effective equation of state from reion-
the form ization simulations of Gnedin & Fan (2006); these simula-

T =To(1+6)7? (1) tions match well the observed kyopacity in the spectra of
’ high redshift quasars discovered in the Sloan Digital Sky Su
whereJ is the baryonic density contrask is the tempera-  vey (SDSS) and smoothly merge with the observational con-
ture at the mean density, which is of the order ofk@nd~< straints onlp and~ at z~ 4.5. Finally, during the reioniza-

In order to simulate moderate volumes of the Universe
at high accuracy but with limited computational resources,
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Figure 2. Example of a sight line drawn through the simulation box dt re
shiftz= 3. Top panel:baryonic overdensity as a function of position along the
line of sight. The distance scale corresponds ttb@ordinate of Equatidn 2
(see text for more detailsBottom panel:the inferred hydrogen transmitted
flux as a function of wavelength.

tion era g > 6.5) Top andy were assumed to increase linearly
with the scale factor. This assumption is somewhat uncertai
but it is approximately consistent with high resolution rerm

ical simulations of reionization (Gnedin 2004; Gnedin & [Fan

locity (vx, Wy, V,). We use this information to compute a set of
absorption spectra as follows. We draw a set of 500 randomly
distributed sight lines through the box obtaining alongheac
line of sight a spatial coordinate plus velocity and denisity
formation. In order to compute the absorption spectrumef th
Ly« forest, we follow the methodology of Hui etlal. (1997),
which we briefly summarize here.

The optical depth of the Ly forest at the observed wave-
length)q is given by

dx
1+7

XB
0= [ o, @
XA
with x being the comoving radial coordinate along the line of
sight, zis the redshift anahy, is the neutral hydrogen density
at locationx. The Ly« absorption cross sectionds,.
If we expand the redshift scale around the mean redshift of
interest (in our case the snapshot redshift of our simulation),
we can introduce a new coordinatelefined as

(3)

wherex is the position at which the redshift due to cosmo-
logical expansion is equal to the snapshot redzhifior sim-
plicity we assume that the line of sight starts at the snapsho
redshift, thus ax = 0.

It is convenient to substitute the observed wavelength
with a new velocity coordinatey, which is related to\g by

H o
u= lTZ(X_ X) +VpedX)

Ao = Aa (1+2) (1—%)_1 4)

2006) and has a negligible effect on the thermal state of thewhere), = 121567A. In this notation the optical depth be-

Ly« forest at our redshifts of interest,2z < 4. Figure[l
shows the parameterized valuesigfand~ as a function of
cosmic time up to the final redshift used in the simulation.

For the purpose of this work we are not interested in an

accurate calibration of the effective equation of statehwit
all observational constraints, simply because these param
ters are poorly estimated yielding a large scatter of result

comes
ts NH; du 1
7(Up) = o|=| du, 5
=3 [ g ©)
where c
Oq = O'aﬁomexp(_(u_uo)z/bz) . (6)

(McDonald et al. 2001b; Schaye et al. 2000). The relevant
fact is that EqL1L defines the underlying equation of state andThe limits of integratiorus andug correspond to the velocity
thatTo and~ do evolve with redshift according to a specific values of the positionga andxg. The value ofr, o depends
ionization history. only on fundamental constants and is approximatef 4
Following the results of the Wilkinson Microwave 10718 cn2, The Doppler parametdris equal toy/2ksT /mp,
Anisotropy Probe three years data (WMAR3,_Spergel 2006),\herekg is the Boltzmann constant; is the gas tempera-
Tabl1 lists the parameters adopted to generate the sionsati e at the velocity, andm, is the proton mass. In order
discussed in this work. Hef@y, is the total matter density pa- o compute the gas temperature at a given velocity and for a
rameter(2, is the cosmological constant afig is the baryon  particular snapshot, we used our equation of state paramete
density parameter. The Hubble constanhiexpressed in  jzation (Ty, 7). The sum in the integral accounts for velocity
units of 100 km s' Mpc™ andog represents the rms den- caustics, where one value ofcorresponds to more than one
sity fluctuation on &7 Mpc scales at= 0. We fixed the box  x
size to 10.2407 Mpc with Ny = 1024 particles on a 1024
mesh. This yields a resolution element ofit® kpc ensuring
an accuracy on a few km’sscale in the generation of the ar-
tificial quasar spectra (see section 3.1). We recorded éte st
of the simulation of seven different redshifts denotedby

The final step in the computation of an absorption spectrum
consists of deriving the neutral hydrogen fraction from the
baryonic overdensity, estimated with our HPM code. The
neutral fraction is determined by the balance between pho-
toionization and recombination, and it depends both on the
temperaturél’ and the intensity of the UV backgroudd;,.

The temperature typically is a function of the position asid i
determined by the effective equation of state, while therint
sity of the UVB is, in our case, a free parameter. An illustra-
tive example of the result of our procedure is shown in[Big. 2.

Finally, the absorption spectrum should match two obser-
vational constraints: (i) the evolution of the effectivetiopl

3. THE LYMAN FOREST
3.1. Computation of thél | absorption

The final product of an HPM simulation consists of a cos-
mological box (one at eac#), containing information about
the hydrogen density contragt and the relative spatial ve-
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Table2
& Schaye et al. 2003 é The UV background intensity and the effective optical depttne
0.8 o Dall’Aglio et al. 2008a a o simulations.
L z  Jy,/102L Teft

0.6
4.00 0.25 0.75:0.09

3.50 0.30 0.52+0.08
3.25 0.30 0.39:0.07
3.00 0.35 0.34+ 0.06
2.76 0.40 0.29- 0.06

0.4

Effective Optical Depth

0.2 ,, 2.50 0.40 0.25+ 0.05
—FE pmck 2.25 0.40 0.24 0.05
0 ‘ ‘ ‘ 1 in units of ergcm2s 1 Hz 1srt
2 3 4

_ ‘ _ Redshift _ o The main difference between observed spectra of the Ly
Figure3. Effe_f;‘ﬂveboptlcatl_ depthTﬁvolutll%n in ?ur Slmttlﬁlated Slghll‘fds Inf forest and our synthetic realizations is the lack of any evo-
comparison with observations. € Solid circles are thea@ee values O : H H H ni H : H
Teff IN our synthetic spectra with the relative dispersions. afgies and :uaon ?_fh.Teﬁ. Wlth I’?dghlft along Ind.IVIdr‘?l ZIght “?es In rttTe
squares represent the measurements performéd by Schay¢2e0a) and atter. Thisis simply because our simulated spectra angrara
Dall’Aglio et all (2008k) respectively, employing diffetesamples of high through a single cosmological box at one particular redshif
resolution quasar spectra. The solid line represents thefibesolution of Thus, for each snapshot, we can estimate the mgeand its
Eq.[1 recently estimated By DallAglio eflal (2008a). dispersion starting from a measure of the average trareimitt

flux along each of the 500 simulated lines of sight and nor-

depth in the Ly forest and (ii) the flux probability distribu-  15jizing to the whole redshift interval probed by the obseirv
tion function. To accurately calibrate our simulation, vwe-e spectra.

ployed the sample of 40 high resolutioR {- 45 000), high Figure[3 shows our results from the simulated sight lines
S/N (S/N ~ 70) quasar spectra obtained with the UV-Visual it context while Tak12 lists the numerical values. For all
Echelle Spectrograph (UVES), probing a redshiftinteneal b - gnanshots at our disposal, the inferred average effeqtiie o

tweenz~ 1.8 andz~ 4.6 (Paper Il). Our simulated spectraare ¢ gepth closely follows the expected enhancement at high
computed with the same spectral resolution as the observedgqshift as probed by different investigations on high keso
sample, and in a similar redshift range, thus the two dag set joy quasar spectra (Schaye etial. 2003, Paper II). Note that

can be directly compared. . the uncertainties on the effective optical depths repttethen
The calibration of the simulated absorption spectra has bee g5 of .4 determined on each single line of sight and not
carried out iteratively. As the main goal of this work is tstté  {ha real uncertainties of the measurements.

and compare different methods of estimating the proximity

effect signature, we do attempt to match exactly the syiuthet 3.3. The flux probability distribution
and observed spectra. Rather, we adjust the intensity of the h luti f the hvd ity in thef
UV background to obtain an acceptable (but not necessarily 1 N€ Steep evolution of the hydrogen opacity in thexligr-

the best) match between the simulated sight lines and the ob€St described in the previous section can be detected imguas
served flux probability distribution and the evolution oeth  SPECtra not only by measuring the average transmitted flux,

; ; ; . but also by analyzing how the shape of the flux probability
ﬁg?&ngeegFgﬁﬁledj\etggéokg]rénﬁg ;\/rgﬁs(t)gj ?;V%IS nzs.. The fi distribution (FPD) changes with redshift (Jenkins & Os#rik

A complete study of how well the synthetic spectra can 1991). The FPD provides a strong observational constraint,

match the observed data would require a much more carefulVNich it is important to be satisfyingly reproduced by a real

comparison between the model and the data, including modelSti¢ modell of the !TW forest. h h o ih
ing the observational procedure of determining the continu We employ similar approaches to compute the FPD in the

level, thorough sampling of possible temperature-demsity ~ Simulated and in the observed spectra. Both (the synthedic a
lations in the modeled forest, etc. While such effort is well Simulated) distributions are sampled in bins'f = 0.01 and

worth performing, it is beyond the scope of this paper and we normalized by the bin size to maintain the condition that the

1 it to a fut k. FPD integrates to 1. _ .
posipone o a TLIHTe wor The observed FPD is estimated from theufgrest of those

i - i quasars intersecting a redshift slicef = 0.2, centered at
3.2. The evolution of the effective optical depth. the redshift of the simulated snapshptr( Tab.[1). The FPD
One fundamental observed property of thewfprestis @  for the synthetic spectra is measured by combining the kigna
steep decline in the hydrogen opacity towards low redshift. tor 51 500 lines of sight at one particular Additionally, we
This behavior is reflected in the so called effective optical 544 Gaussian noise to the simulated line of sight in order to

depth, which is defined agy = ~In(F) = —In(e™™") where  onr6duce the average SIN level of the observed spectra.

F is the transmitted flux and the averagifigis performed Figurd2 presents the comparison between the two estimates
over a fixed redshift path length. The redshift evolution@f  of the flux probability distribution. The agreement between
is well approximated by a power law in the form the two distributions is reasonably good even if there aneeso

Tett = T0(1+2) 7% @) indications of a departure at high redshift, in particutarthe

flux around unity. This lack of agreement is explained by the
(Kim et all |2002;! Faucher-Giguere et al. 2008), where the differences in the continuum placement of the observed and
slopey has no direct connection to the slopefthe equation  synthetic spectra. Additionally, we note that the errorsbar
of state (see E@J 1). of the observed FPD are an estimate of both continuum un-
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Figure4. The average flux probability distribution (FPD) estimateoni 500 simulated sight lines at three different redshifts 2.25, 3.0 and 40, gray
histogram), in comparison with the observed FPD inferrechfa sample of 40 high resolution UVES/VLT quasar spectrei¢a bars). The uncertainties in the
simulated FPD are negligible, while the error bars in theeolld FPD account for the variance of absorption betweder€lft lines of sight and uncertainties
in the continuum determination.
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sight in order to reject the few cases where the automatic fit-
ting procedure fails. We repeat this procedure for sighadin
drawn from the snapshot at= 4.0, 3.0 and 225 and then
combine the results.

The estimated column density distribution is plotted in
Fig.[3. Within the range 1Z logNy, < 16 cn1?, the distribu-
tion accurately follows a power law with a slope®f 1.64,
close to several observational results (Tytler 1987; Hillet a
1995 Kim et all 2002). Our data points seem to deviate from
a power law extrapolation at the low column density end. This
‘ L L L L - effect, discussed in detail by Hu et al. (1995), is the resflt

12 13 14 15 16 incompleteness in the sample of lines arising primarilyrfro
Ny, [em 2] line blending and further amplified by noise.

Figure5. The differential distribution function of the Hcolumn densities 4. THE PROXIMITY EFFECT
estimated from a sample of 300 simulated sight lines at iftdsh 2.25, 3.0 . . . . .
and 40 (100 sight lines per redshift). The solid line represemédeast square The prime goal of this work is to test different techniques

power law fit to the data points. The measured slope of thenwoldensity for detecting the proximity effect in quasar spectra. Weehav
distribution (3 = 1.64) is consistent with observations by Kim et al. (2002). now a set of simulated sight lines at our disposal accurately

reproducing many statistical properties of the observed Ly
certainties and Poissonian variance between differees lof forest. We now dicuss how we introduced the proximity effect
sight. For the continuum uncertainties we adopted the esti-in the simulated spectra.

—-10
e p=1.64

—12

Log £(N;)

—-14

—-16

L O B N

—_

mates presented in Paper Il. In the vicinity of a luminous quasar, the intensity of UV ra-
diation produced by the quasar itself is typically up to salve
3.4. The column density distribution orders of magnitudes larger than the intensity of the UV back

The high resolution of our simulations allows us to further 9round. This enhanced ionizing radiation acts on the neu-
characterize the statistical properties of synthetic spdzy  tral hydrogen which, after a period of only about'30 after
measuring the distribution of column densities. The differ the quasar turn-on event, reaches a new state of photoioniza
ential distribution function of the hydrogen column deiesit  tion equilibrium. In this regime, the neutral hydrogen dgns
f(Nu,) is typically defined as the numbeof absorption lines of the IGM in the absence of the quasar ionizing radiation,
per unit column density and per unit absorption path length Mo relates to that with the quasar radiatiop;, as
AX5 (Tytler[1987). This distribution is typically very well _ NHico 8
represented by a single power law of the fof(iN,) oc N;? M = 1+w’ ®
with 5 ranging between.2-1.7 (Huetal. 1995 Kim etal.  \yherey describes the excess of ionizing radiation in the

2002). i ; ; - )
Performi fit of b i i . tati vicinity of the quasar in units of the average cosmic UV back
e oo . Sround (el 1969 Analyicaly can beoxpressed
do):nlypselect iOO simulatedpsight lines from ou'r full sam- !ntunlt.s{ Ofttrt]r? Lf_VB ph?toggnlzat|on rate, or in units of its
- , ! ntensity at the Lyman limid,,,
ple of 500, (ii) for each selected line of sight we performed ! . y Mo

a Doppler profile fit using the publicly available code AU- g fle di(z,0) 2
TOVP?, and then (iii) we visually inspected all the lines of w(d) = Ty~ 23, (143 (dL(zq z)) )
o )
5 AX = (1+2) Az [Qm(1+2)+Qp (1+2)2] 7 (Misawa et al 2002) wherezis the redshift along the line of sight € z;), d.(z,0)

6 Developed by R. Davé: http://ursa.as.arizona.edad is the luminosity distance of the quasar to the observer, and
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Figure 6. Example of one simulated line of sight with the signaturehef t
proximity effect introduced on the density of neutral hygza (dashed line)
and on the optical depth (solid line). The difference betwie two absorp-
tion patterns are due to the peculiar velocities along thletdine, which are
neglected whenever the proximity effect is introduced andbtical depth.
The middle panel shows the ratio between the two spectra.leVitne in-
fluence of peculiar velocities leads to a minor discreparetyvben the two
spectra, this difference is drowned in the noise even in Biphspectra, as is
shown in the bottom panel (S/N=100).

d.(zy,2) is the luminosity distance to redshi#falong the line
of sight. The parametei%, andf,, quantify the photoioniza-

it will be convenient to use a variabfedefined as
_ Teff

= —— 75—

< Tett(2) >

whereg is the slope of the column density distribution.

We note that assuming the validity of Ed. 8 also for the
optical depth along a line of sight implies that the peculiar
velocity of the hydrogen in the IGM has a negligible impact
on the absorption spectrum. This assumption is impossible
to test observationally, but it can be justified with the simu
lated spectra. We have the unique possibility of estimating
this effect for the first time. We thus proceed as follows: (i)
we compute a set of 100 sight lines at three different retshif
(zg=2.25, 3 and 4) as described in Sect.]3.1 and include the
proximity effect as a modification of the optical depth along
the line of sight, or, alternatively, (ii) we included Hg. @6
Eq.[3, meaning that we include the proximity effect on the
hydrogen density, and then compute the same line of sight as
in (i). Figure[® presents the result of such a computation of
the proximity effect on both the optical depth and the ndutra
hydrogen density. Peculiar velocities lead to a discrepanc
between the two proximity effect profiles, however this eliff
ence cannot be detected, since it is dominated by noise even
in high S/N quasar spectr&(N ~ 100).

In the following, the proximity effectis included in the sim
ulated spectra as a modification of the neutral hydrogen den-
sity according to Equatiorid 8 ahd]11. We note that the ori-
gin of all the lines of sight is random, thus the location of
the quasar (but not its emission redshift) is also random. We
therefore neglect in the present analysis any effect of selia

=(1+w)', (13)

tion rate and the Lyman limit flux of the quasar, respectively quasar environment, i.e. overdensities. While our resldts
If we isolate the redshift dependence in Ely. 9 from the con- change quantitatively if we vany,, the qualitative outcome

stants, we can define a new, unit-less parametewhich is
independent of the quasar redshift and is given by

= Ln@@)

Wy = (47TR0)2\]VO ) (10)

whereRy = 10 Mpc is an arbitrary distance scale introduced
to makew, unit-less (it also appears in Hq.]11). For quasars

with typical Lyman limit luminosities in the range 3<
log(L,,) < 325 and a constant UVB intensity,, = 1072%5?
in units of ergcm?s ™ Hz *sr (Paper I1), we obtain 07 <
wy < 1.5. With our new definitions, EQ] 9 becomes

()
“1+z \di(z,2))

w@=w (12)

of our analysis is independent of a particular choice ofiits n
merical value. Therefore, by default we adapt= w!N =1,
unless stated otherwise.

5. METHODS OF ESTIMATING THE PROXIMITY
EFFECT STRENGTH

5.1. Reference approach: the combined proximity effect

Among all the investigations of quasar spectra aimed at de-
tecting of the proximity effect, two techniques have been em
ployed so far: (i) the line counting statistic and (ii) thexflu
transmission statistic. Both adopt the common principkessf
timating a certain quantity (number of lines or averagedfran
mission) within a regularly spaced grid in a sample of quasar
As we already showed in Paper Il the advantages of the flux
transmission with respect to the line counting statistws,

From an observed quasar spectrum, any information aboutyj| use only the flux transmission statistic as our refeeenc
the neutral hydrogen density or the velocity field of the gas technique.

along the line of sight cannot be derived. Therefore, thexmai

For each of the simulated spectra, and given the “input”

strategy to recover the influence of the quasar ionizatidd fie \ajuew!N, we construct the scale according to EG.1L1 and
on the Lyx forest is to translate the implications of Eq. 8 into  then define a uniform grid in lag space. In each of the grid
observables such as the transmitted flux or the effective op-elements we determine the average flux and, thus, the effec-
tical depth along the line of sight. Assuming that the optica tjye optical depth values considering all spectra sim@tan
depth follows the same type of relation as the neutral hydro-qysly. Finally, following Eq[IB, we derive the correspangli
gen density in Ed(18, Liske & Willigerl (2001) included the ygjues of¢ as a function ofv. The typical proximity effect

quasar proximity effect intae,
Teft = To(1+2) (1 +w) P (12)

In the case of our simulated lines of sight, the term expngssi
the evolution of the effective optical depth in thed_jorest,
70(1+2)7*1, will be substituted by the average(2)) at each

signature is such that— 0 for w — oo and it can be analyti-
cally modeled according to the formula

r=(102)"

where the slope of the column density distribution was fixed

(14)

snapshot redshift as listed in Tab. 2. In the rest of this pape to 3 = 1.64 at all redshifts according to our measurements
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(Sect[34), andh is a single fitting parameter. The best-fit 5 1.5 — 1 T T T T T
value ofa can then be used to compute the “measured” value &
of the proximity effect strength®YT = a w!N. Ideally, this
value should be close to the input vatu (i.e. a should be
close to 1).

This technique has been employed in the majority of the
proximity effect investigation aiming at a constraint oketh
cosmic UV background intensity at the Lyman limit since
wOYT « J71. In Paper Il we first showed that this com-
bined method is characterized by an intrinsic bias. Emplgyi
Monte Carlo simulations, we presented evidence for this bia
by comparing the input and output proximity effect signal in
a set of 500 synthetic spectra.

While a Monte Carlo approach may be sufficient when ef-
ficiently simulating the “randomness” in the propertiestuod t log(w)
absorbers, the new sight lines presented here are a sigifica rigure 7. The proximity effect signatures in one simulated line ohsighe
step forward in terms of accurately reproducing the stasist  data points show the normalized effective optical depélersusv, binned in
properties of the L forest. We begin our investigation com-  Steps ofAlogw = 1. The dotted line represents the reference model used to
paring the results on the combined analysis of the proximity {ﬂgob%‘éﬁiiﬁr:ﬁopégfg'gyeggﬁggg fgg%}tgf’f‘: spectrurheBolid line shows
effect on both the Monte Carlo and the numerical simulated
lines of sight. The Monte Carlo simulated spectra have been
computed using the same procedure as in Paper Il. In all cases
we employed the signal of 500 spectra including the proxim-
ity effect in the same way as described in Sekt. 4.

We fitted Eq.[I4 to the values of determined from
a combination of all sight lines. Repeating this ex-
ercise atz=(2.25,3.0,4.0) we obtained for the Monte
Carlo simulations an overestimation iw°YT equal to
Aloga=(0.14,0.1,0.05) dex, respectively, while for the
HPM simulations we obtainefl loga = (0.1, 0.01, 0.01) dex.
This, on the one hand confirms the existence of the bias, bu
on the other hand shows that the Monte Carlo simulations ten istribution not only becomes broader, but also more skewed

}Ot o&/eye?‘ttlrlr)ate It. g.‘ tpartmlljlar, ?t: 3|'.0 _tg;e HPM st;mu; To check how accurately we can recover the input value
ated signt ines predict an aimost négligivle overesuam wN we fit Eq.[12 to all 500 lines of sight at three different

We suspect that the origin of this marginal disagreement MaYredshifts &g =2.25, 3 and 4). That gives us an estimate of the
be primarily attribute to the procedure that generates Klont imity effect t’ t,0UT gl h sight line. Figuié 7
Carlo absorption spectra. The algorithm does not place d fixe ProXimity efiect strengtv,”along each signtline. Figu
number of absorption lines, instead continues to poputete t UStrates a typical éxample of the proximity effect sigrre
spectrum with as many line as necessary to yield an evolution@!0Ngd one sightline in our HPM simulations. All lines of sigh
of 7er consistent with a pre-fixed power law. This may then ¢&n then be combined to form the proximity effect strength
translate into a larger scatter of absorption very closéeo t  distribution. Figuré presents our resuits.

emission redshift, thus enhancing the systematic bias when Ve confirm, with advanced 3D numerical simulations, the
combining multiple sight lines. We also cannot rule out the '€CeNt results reported in Paper II: the PESD sharply peaks

i nt 1in ; i ouT/ N —
possibility that the calibration of our new synthetic spact &t the input model (log,”" /w,” = 0) and becomes broader
against observations has an effect in reducing the biaseof th 'g)wards lower redshift. Furthermore, the skewness in the

0.5

Normalised Optical De
I 1 1 1 1 I 1 1 1 1 | 1 1 1 1

4. the peak of this distribution is an unbiased estimate of
the UV background intensity

The skewness of the proximity effect strength distribution
(PESD) originates from the definition of the uniform grid
in logw space. In other words, as a constantdomange
progressively probes smaller redshift intervals apprivach
the quasar, the absorbers tend to no longer be Gaussian dis-
tributed. This effectis further enhanced at lower emisséah

hifts since the line number density decreases. Therdfare,

combined analysis of the proximity effect. ESD increases towards low redshift. However, our re-
o S sults on the PESD inferred from the HPM simulation quan-
5.2. The proximity effect strength distribution titatively differ from the Monte Carlo simulations. While

A correct understanding of the biases involved in the com- the peaks of the distributions match, the rms are signifi-
bined analysis of the proximity effectis essential to aately ~ cantly smaller for the HPM-based sight lines. We obtained
determine the cosmic UV background intensity. We proposedat redshiftsz=(2.25,3.0, 4.0) a dispersion of strength pa-
in Paper Il a new technique of measuring the UVB intensity, fameter equal tarloga=(0.3,0.23,0.1) dex for the HPM
unaffected by the biases described in the previous sectionSimulations, while in the Monte Carlo one we estimated
This approach is based on the determination of the proxim-109a=(0.65,0.5,0.2) dex. The larger dispersion in the lat-
Always adopting Monte Carlo simulated lines of sight at dif- fect analysis reported in the previous section.
ferent redshifts, they fitted Ef. 114 to individual spectraan 10 precisely estimate the uncertainties related to the inoda

showed that value of the PESD we adopted a bootstrap technique. Starting
o OUT /. IN ) from a distribution ofN; values of log, whereN; represents
1. the distribution of log/,”"" /w,” = loga is skewed the total number of log estimates, we randomly duplicated

N;/e strength parameters and estimated the modal value of

the new PESD. We repeated this process 500 times for each

3. this asymmetry is the main contributor to the overesti- redshift snapshot (as well as in the following), obtainihg t
mation of the UVB found in the literature mean and the sigma values of PESD modes.

2. the skewness increases with decreasing redshift
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Figure 8. The proximity effect strength distribution (PESD) in thdifferent sets of 500 sight lines drawn from our HPM simwdatboxes at redshift=2.25, 3.0
and 40 (thick histogram). The thin histogram represents the PBBfained from a sample of 500 Monte Carlo simulated linesigtits For both types of
simulations we determined the proximity effect strengtbpihg the best-fit log value of Eq[I#. The vertical dashed line marks the referemagel used for
creating synthetic Ly forest spectra.

‘ The prime limitation of E¢[_15 is that the product operator

must be applied to uncorrelated data points. However, reigh

N

i
i
1
|
i
i
|
i
|

BREN
s

0.8 / Y boring pixels in the Ly absorption spectrum are strongly cor-

/ \ related due to both physical correlations of cosmic larcpes
o 0.6 / Y structures and thermal and instrumental broadening ofpbso
o4 J/ \ tion lines. Eq[Ib can be generalized for the case of coaelat

' 7 \ data, but that would require knowing &h- point correlation
0.2 7 N function for the flux, which is impossible to estimate in any

reasonable way neither from the observational data nor from
the simulations.
Therefore, as a first attempt, we adopt a simplified approach
Log(w% /ciN) and re-bin the spectra over at least 40 kih $he average
Figure9. An example of the likelihood functioff estimated from two dif- Wldth of an absorber in the. VeI.OCIty space) in Ofder to signif
ferent sight lines in our simulations. While in one sighelidotted dashed !Camly reduce the Cerelauon in the @yforeSt.thOUt |95'
profile) the likelihood is maximized at the input model, tleesnd sight line ing too much resolution. In the following sections we discus

,
e b b b b

o
o

(dotted profile) has the most likely value@f"T significantly below.}N. more sophisticated methods of accounting for the correiati
between the data points. _ _ _ _
Measuring the proximity effect signal along individuakd Let us now compare the same sight line with and without

of sight, and thus determining the PESD, allows unbiased esthe signature of the proximity effect. These two spectraehav
timates of the cosmic UV background. However, this method the same original hydrogen distribution along the line ghsi

is still based on a simple averaging process of the absarptio thus the two hydrogen densities, or, ignoring the peculkar v
in the Lya forest. In other words, the advantage of dealing locities, the two optical depths, are related by Eq. 8. Our
with very high quality data is not fully explored. Hereafter aim is to express the observed flux probability denBitfy)

we will refer to the PESD estimated from the normalized op- in EQ.[I5 as a function of the strength of the proximity effect

tical depth on individual lines of sight as tenple averaging ~ and the flux probability unaffected by the quasar radiation.
technique The FPD affectedR,,) and unaffectedR,, as presented in

Fig.[4) by the quasar radiation are related by
5.3. The maximume-likelihood approach

The importance of a precise determination of the UVB in- Prn(Fin)dlFin = Poc (Foc )P (16)
tensity at different epochs motivates us to further devalty  Knowing that
testnewmethods of determining the proximity effect strength.

A widely used, extremely flexible approach for recovering F.o—em= _Too ) 2 pltw 17
input parameters is the maximization of the likelihood func m=€ "= exp( m) T oo a7

tion (LF). It expresses the probability of a set of paranseter _

in a statistical model describing certain data. In our cage, We can write

can write this function as the probability that our specthan T "

been modified by the quasar radiation of a given strength Pin(Fim) = Poc (Fn™) (1+w)Fpy. (18)

Generally the likelihood function s defined as The Likelihood function in Eq._15 can be generalized in the

N presence of instrumental noise to
c=]JPrlc) (15) . o
i= e - - H
= _ c:H/ Xp[~Fim=F)/ U']Pm(F’)dF’ (19)
where the product is calculated ovhr data points, and Jo oiV2m

P(F|C) is the probability of occurrence of the measurement
F given the set of paramete@s Here, all data point§; are where the additional exponential term describes the Gaissi
flux values in the observed or syntheticdgpectrum. noise with the proper normalization. Inserting Eql 18 into
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Figure 10. The proximity effect strength distribution in three di#ett sets of 500 sight lines at redstaft 2.25, 30, and 40. The PESD has been constructed
adopting the likelihood technique described in Secll 5&stimate the strength of the proximity effect. The exterthefbiases, represented by the shift of the
mode in the PESD with respect to the dashed vertical lineaisrconstant with redshift.

(i) Our spectra might still be significantly affected by intr
_ sic (as opposed to thermal or instrumental broadeninggeorr

0.4 —

. . lations in the Lyv forest. Even when we re-bin the spectrum
= T : to significantly reduce the correlations between nearby pix
S T 1 els, the intrinsic correlations between close absorbeggla
5 0.2 B remain. For this reason we recomputed the PESD after re-

binning the spectrum over several tens of krh sip to 100
km s1. Unfortunately this had no effect neither on the modal
| value of the PESD nor on its shape, demonstrating that it is in
- L T ] trinsic correlations between absorbers and not thermaldsro
1 10 100 1000 ening that is responsible for the biased result of [Fig. 10.

Av [km/s] (i) The flux probability distribution might change signifi-
Figure11. The flux auto-correlation function in one byforest spectrum  cantly along different lines of sight, thus concealing same
(solid line) in comparison with two different non-trivialeighting schemes  controlled systematic effect when assuming as common FPD
(long and short dashed lines). The introduction of a wefghcheme in  the average over all sight lines. Therefore we have repeated
:?:ng%lnﬁgeudt?}l?xh of Corrfv) significantly reduces the auto-correlation of the our computation adopting the FPD estimated from the same

line of sight without the influence of the quasar. Such a proce

dure is, of course, not feasible for real observations, ieu;

Eq.[I9 we obtain ertheless, it does not solve the problem of a biased PESD. We
L expl[—(F ~—F")2 /252 have finally tried to analytically fit the average or singlelFP
L= H/ Xp[~(Fim—F")%/207] X with different fits (Miralda-Escudé et’dl. 2000; Becker ét al
Jo oiV2m 2007) also without success. o .
P (Fllﬂu) (1+w)F“dF’. (20) We conclude that the reason for the bias in the maximum

likelihood analysis is caused by an intrinsic correlatiothe

This function has only one free parameter, the strengthef th Ly« forest not being accurately accounted for by our simple
proximity effectw®YT. For an infinitely high signal to noise  re-binning procedure. In the following, we attempt to solve
ratio, the Gaussian becomes a delta function and the expresthis problem by estimating the correlation function in oors
sion under the in%al reduces to the flux probability distr ulated spectra.
bution given by Ed._18. . .

The %ethodyological approach is then straightforward: (i) 5.4. The correlation function
we introduce the proximity effect on the hydrogen neutral We showed in the previous section that clustering of Ly
fraction along all the lines of sight at our disposal, (ii) we absorbers gives rise to correlations in the observed trigtnsm
compute the likelihood function for a set af°T values  ted flux large enough to heavily bias the results of a maximum
within the range-1 < logw®VT < 1 and finally (iii) we search  likelihood analysis, even after re-binning the simulateelcs
for the particular value obUT that maximizes Eq_20. For ~{rum. We now focus on measuring how large these correla-
illustration purposes we present in Flig. 9 the likelihooddu ~ ONS are by means of therrelation function
tion for two different lines of sight where the two maxima are _ GIven a point in redshift with transmitted flu, the cor-
located in different positions with respect to the input rlod ~ élation function describes the probability of finding et

After repeating this procedure over all spectra we construc POINt with the samé, within a given redshift interval. More
the PESDs presented in Figd 10. precisely, if we express the interval with a velocity shifv

At all redshifts the inferred PESD has a clear maximum, W€ can write that
however this maximum does not coincide with the input Corr(AV) = (SE(WSE(v+ AV)) /E> 21
model, moreover the modal values of all PESDs are biased B (AV) = (R (oF( N/F B 1)
towards smallew®VT. Contrary to the outcome of tremple whereF represents the mean flux adE(v) = F(v)-F. The
averaging techniquethis approach fails to recover the input numerical value of Corgv) is obtained by directly averag-
model and also the inferred PESD is clearly broader. Severaing individual pixels over the spectrum, separated by argive
factors may cause this bias. velocity Av.
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Figure 12. The proximity effect strength distribution in three di#et sets of 500 sight lines at redstaft 2.25, 30, and 40. The PESD has been constructed
with a modified likelihood approach, which used a weighted B account for the intrinsic correlations in thed.forest. The PESD remains biased with
respect to the reference model and the amount of bias is mongdy redshift dependent.

To illustrate the properties of the correlation functiore w 5.5. Sampling the Ly forest for the likelihood

computed Corrv) for one sight line and show the resultin = Ngne of the techniques presented so far performs better
Fig.[11. The amplltude of the correlation increases _sllgnlﬂ- than the simple averaging technique in recovering the signa
cantly for separations smaller than aba < 100 km s, ture of the proximity effect. Our next attempt to overcome th
while it fluctuates around zero for separations larger than aimprints of the mentioned correlations is based on the cempu
few hundreds of km$. This directly shows that individual  tation of a different likelihood function.
pixels in the Ly forest are not independent from an other, but  Until now we have proceeded with the computationof
strongly correlated. Such a correlation, which also change following Eq.[20, where the product is performed consider-
from one sight line to another, does not vanish after a simpleing all the flux pixels in the spectrum. Due to the absorption
re-binning of the spectrum. _ _ correlations and our difficulties in removing their sigmatu
Motivated by the lack of success in our previous method, we now try to apply a selection of the pixels from which the
we explore a different approach to remove the signature ofproduct will be estimated. If we consider a sefi diux pix-
correlated pixels. We introduce a weighting scheme in the g|g separated by a few thousands of Ki(a\v), these points
definition of the correlation function designed to give egl | be uncorrelated according to Flg.111. From this set of flu
gible weight to correlated pixels in the byforest. Adopting  yajyes we can estimate one likelihood function before abnsi
this weight to estimate a new flux probability distributiove ering to the next set afflux pixels.
would immediately remove the imprints of the correlation. Depending on the resolution of our synthetic spectsa, (d
If we introduce such a weighting scheme, Eq. 21 becomes ye will have a set of likelihood functions where the exact
number is defined ag = Av/dv. Each likelihood function

(22) will then be maximized and yield one valuewf!'".

The distribution of.°%T depends on how many points con-
tribute to the particular set and behaves as follows: ireerea
For this purpose, we explored two types of weighting func- ing the pixel separatiofv, the number of pixels from which
tions: wy(F) = F, which removes the correlations for strong the likelihood is estimated decreases, thus yielding adeoa
absorbers ana,(F) = F2(1-F)2, which accounts for the cor-  distribution ofw?T. Equivalently, if the pixel separation is
relation of strong and weak absorbers. With our new defini- too small, the influence of the correlation between pixels in
tion of the correlation function, we recomputed Cay(w) creases, resulting is a biased result. We fix our separation t
for the same sight line as before and place our results intoAy = 2000 km ! and adopt the meam?l-UT as a proxy for the
contextin FigLIlL. While already the first weight signifidgint  most Jikely indicator of the proximity effect strength.
reduces the correlations, the second one removes thesigtrin Figure[13 presents the results showing the PESDs at differ-
correlations of the the Ly flux almost completely. ~ ent redshifts. In our highest redshift snapshot the modakva

We then adopted,(F) to recompute the FPD which will  ofthe PESD is, given the uncertainties, extremely closhéo t
now have a different shape with respect to that of Fig. 4, andinput model (offset by Ho) with a dispersion in the strength
will show one pronounced peak forOF < 1. This new  parameter significantly smaller than that of the simple ager
weighted probability distribution is used to infer the like ing technique. However, towards lower redshift, a significa
hood function following the same procedure as in Secl. 5.3. pjas in the modal values appears again. We conclude that this
From the most likely values of the proximity effect strength a55r0ach is not superior to the simple averaging technique.
we reconstructed the PESDs which are now presented in “Eyen if we could find two new pixel separations at red-

Fig. [12. With this new approach, all the inferred distribu- gifts7= 2,25 and 30 which yield no biases in the recovery
tions not only present a significant bias with respect to the of the reference model, we are aware of the drawbacks that
input model, but this bias additionally changes from an un- g,ch approach would have on real data. The biases that are
derestimation to an overestimation as the snapshot rédshifi, this method due to wrongchoice of the sampling size are
decreases. In spite of the complexity of this new method, extremely difficult to control because in real spectra we-typ
there are still uncontrolled systematics in the analysitief ¢y |ack of the spectral informations without the quasar i

%rt?éijmiéyngf;ede\{gggrr:gagihneor;gorrealy accounted for, ®ve pact. At best, we therefore could only guess éippropriate
i ucing a weighti .

(OF(V)OF(Vv+AV)),,
(F(V)y (F(v+Av),

Corr(Av,w) =
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Figure 13. The proximity effect strength distribution in three di#et sets of 500 sight lines at redstaft 2.25, 30, and 40. The PESD has been constructed
employing a modified likelihood approach which adopted theveighted FPD but samples the spectrum over 2000 Kntas account for the absorption
correlations in the Ly forest. The PESD remains biased with respect to the refeneraclel and the amount of bias is now strongly dependent ahifed

‘ ‘ ‘ ‘ Our study is focused on developing and testing new tech-

niques of recovering the strength of the proximity effeota
individual sight lines. Our analysis has begun with a compar
ison between the widely adoptedmbined analysisf the
proximity effect signal over multiple lines of sight, withe
[ i 77777777777 ¢ o ___] recently developed technique of estimating its strengtmen
L i dividual quasar spectra. We refer to this method simeple
r 1 averaging techniqueAs the strength distribution is supposed
L + % 1 | to be asymmetric, biases are expected to arise when determin
B * ing the combined proximity effect signal.
2 25 3 3.5 4 We have confirmed, with a realistic set of synthetic lines of
z sight drawn from our numerical simulation, the existence of
Figure 14. Comparison of the best estimate of the proximity effectrajtie this biases, albeit with a different intensity as prediotéth
obtained with the different methods presented in this widtle black circles Monte Carlo simulations. We have concluded that the smaller
show the outcome of the simple averaging technique. Theesuhe crosses . .
and the triangles depict the simple likelihood, the liketid with a weighted ~ Pias is caused by the smaller scatter of the strength parame-
FPD, and the sampled likelihood, respectively. A small hiftishift has been ter. We have confirmed that the modal value, or peak of the
applied to the data points to make them more easily recolgieizahe modal proximity effect strength distribution (PESD), yields an-u
;2"&2530"}?bdegsiﬁos"§t&?% errors have been estimated with stfapolechnique  hyiaged estimate of the input parameters used to compute the
' proximity effect. Moreover, we have detected the expected
) ) ) ) ) ) ) ) broadening in the shape of the PESD towards low redshift, as
sampling size via numerical simulations, without beingeabl predicted in Paper Il using Monte Carlo simulations.
to test the accuracy. _ In principle, the simple averaging technique, by combin-
~ We summaries the results of all the techniques presentedng observed pixels together, loses information. In order t
in this work in Fig.[14. None of the more maximum like- avoid this loss, we have investigated several incarnaiéns
lihood methods are capable of yielding tighter and unbiaseda maximum likelihood approach. The first incarnation was a
constraints on the proximity effect than the simple averggi  standard implementation of the likelinood function. Due to
technique. intrinsic (as opposed to thermal and instrumental broadgni
auto-correlation of the transmitted flux along a single lifie
6. CONCLUSIONS sight, this technique was subject of systematic bias aedH r
We have ana|yzed a set of high-reso|ution’ three- shifts and for all models of the flux probablllty dlStrlbl.ml.O
dimensional numerical simulations with a Hydro-Particle- In the second method we have used a weighting scheme,
Mesh code. We evolved the particle distribution in the sim- designed to reduce the intrinsic auto-correlation in trsogf-
ulated box until a redshift of = 2.25, and recorded seven tion spectrum. While this weighting scheme was able to sub-
snapshots within the range25 < z < 4. For each snapshot Stantially reduce the two-point autocorrelation funciasf
we have drawn 500 randomly distributed sight lines through the flux, the resultant PESDs were significantly biased. This
the simulated box, obtaining simulated Spectra of the f_(_y- falI-Ure of the WGIghtlng scheme |ndlca-tes that it is not a—tVyo
est. point, but some (currently unknown) higher order correfati
A sample of 40 high-resolution, high-S/N quasar spectra, function(s) that are primarily responsible for the biashe t
with emission redshifts within the rangel2< z < 4.7, has ~ maximum likelihood estimate of the proximity effect.
been used to calibrate the simulated spectra. We have com- In an attempt to reduce the bias, we have adopted a sam-
puted from the simulated sight lines (i) the evolution of the Pling approach of widely separated flux points in the spestru
effective optical depth, (ii) the flux probability distriian ~ to design a more complex likelihood function. While this ap-
function, and (iii) the column density distribution at iff proach yielded a substantially more accurate estimateeof th
ent redshifts. While the computation of the synthetic lifie o best-fit value, the value itself remained biased. That tsas i
sight depends on several free parameters, we have tuned theffPmparable to the statistical uncertainty of the measunéeme
to be consistent (within the measured uncertainties) vieh t ~ at redshiftz= 4.0, but becomes progressively larger towards
observational data in all three measurements. lower redshifts.

o
w”
T T

Log (w907 /wiN)
o

-0.5
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Thus, the newly introducesimple averaging techniquée-
spite of the perceived loss of information during the avergg
procedure, is the only method of estimating the proximity ef

fect signal free of biases.
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