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ABSTRACT

We present an algorithm to photometrically calibrate widklfoptical imaging surveys, that simultaneously
solves for the calibration parameters and relative stéliaes using overlapping observations. The algorithm
decouples the problem of “relative” calibrations from tbatabsolute” calibrations; the absolute calibration
is reduced to determining a few numbers for the entire suikeypay special attention to the spatial structure
of the calibration errors, allowing one to isolate partargrror modes in downstream analyses. Applying this
to the Sloan Digital Sky Survey imaging data, we achieve’; relative calibration errors across 8500 éay
griz; the errors are- 2% for thew band. These errors are dominated by unmodelled atmospleiations at
Apache Point Observatory.

Subject headings:

1. INTRODUCTION

A common challenge for all physics experiments is relating
a detector signal to the underlying physical quantity oéiint
est. Astronomical imaging surveys are no exception; CCD
images returns counts of photons, and must be calibrated t
yield physical flux densitiegerg cm=2s~'Hz~'). Key sci-
entific programs of current and next generation imaging sur-
veys demand ever more precise photometric calibrations. Fo
example, wide field imaging surveys allow one to measure
the clustering properties of galaxies (and therefore, the u
derlying dark matter) on scales otherwise accessible anly i
the Cosmic Microwave Background (CMB); comparing the

\c/:e'\fsBe aait;i(isgllt\j/v; inlé)r(()a%;\i/rl: hl theré(z:?gvggt;eg?rgugr(1:|c-)s_ eration of imaging surveys to yield their maximum scientific
~ gly p potential requires revisiting the problem of photometiat-c

mological model. The first such measurements of cluster-: ration. moving bevond the simplifications currently made
ing on gigaparsec scales and larger were recently reporte : g bey P y

(Padmanabhan etlal. 2007; Blake et al. 2007). These results
emphasize the need for accurate photometric calibratieers o
wide areas; the underlying clustering signal is a rapidly de
creasing function of scale, and could easily be overwhelmed
QY percent-level systematic errors in the photometridocati

tion. A second example is reconstructing the structure ®f th
Galaxy, using the photometric properties of differentlatel
populations. There have been a number of efforts to do this
with existing datal(Juric et al. 2005), and it is a key scianti
program for the next generation of imaging surveys. Finally
there is the general (and powerful) motivation that redgcin
systematic errors invariably reveals hitherto unseenildeta
and avenues of enquiry. Leveraging the current and next gen-
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Stubbs & Tonry 2006). Several surveys are photometrically
calibrated to a few percent; the challenge for the next gen-
eration of surveys is to deliver 1% calibrations over wide
areas.

Photometric calibration involves relating the output of a
CCD to the physical flux received above the Earth’s atmo-
sphere. For wide-field imaging surveys, we separate this int
two orthogonal problems - “relative” calibration, or theopr
lem of establishing a consistent photometric calibratialn (
beit in possibly arbitrary flux units) across the entire syrv
region, and “absolute” calibration, which transforms takaf
tive calibrations into physical fluxes. This separationdgeful
since there exist a number of applications (such as the two
discussed above) that are relatively tolerant of errordién t
absolute calibration, but demand precise relative calitoma.
Current calibration techniques, which usually involve eom
paring observations to “calibrated standards”, do noteesp
this distinction, making it difficult to control errors inétrel-
ative calibration. Furthermore, calibrating off standayd-
tems normally involve relating different telescope andefilt
systems, and are quickly limited by the accuracy with which
these transformations can be measured. Accurate relative ¢
ibrations would therefore only use data from the native-tele
scope/ filter system, obviating the need for any such transfo
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mations. tical astronomy; precursors may be found in the work of
A second separation, emphasized by Stubbs & TonrylMaddox et al. [(1990); Honeycult (1992); Fong €t al. (1992);
(2006) is to separate the “transfer function” of the telggco Manfroid (1993); Fong et al. (1994). What is new to this work
and detectors from that of the atmosphere. The telescopaés both the (large angular) scales to which the method is ap-
and detectors form an approximately closed system whose replied and the accuracies obtained.
sponses can be (potentially) mapped out with exquisiteéprec  The Sloan Digital Sky Survey (York etlal. 2000, SDSS) is
sion with laboratory equipment. The atmosphere, on therothe one of the most ambitious optical imaging and spectroscopic
hand, is an open, highly dynamical, system with a range of surveys undertaken to date. It has imaged a quarter of the
relevant time scales; the best one can do is to monitor it with sky in five optical bands, and has spectroscopically folbwe
limited precision. Although we agree with this separationi up more than a million of the detected objects. This makes
principle, applying it would go significantly beyondthe peo  the SDSS both a scientifically rich data set and an excellent
of this paper. We therefore do not make this distinction & th proving ground for the next generation of surveys. Accord-
analysis presented here, but we return to it at the end of thisingly, our goal in this paper is to develop the idea above in
work. the context of the photometric calibration of the Sloan Dig-
The problem of relative photometric calibration has been ital Sky Survey (SDSS). We begin by recapitulating aspects
applied to optical imaging in the past, although much more of the SDSS essential to this algorithm in Séc. 2. Bec. 3 then
limited than the present work in the scope of either the num- presents the details of the algorithm. We then assess the per
ber of objects or the field of view. Landalt (1983) and Landolt formance of our calibrations with simulations of the SDSS;
(1992) are widely recognized as describing one of the best-the results are in Sed. 4. We then present a recalibratidreof t
established “photometric systems”. Landolt observedrséve entire SDSS imaging data in Sé€¢. 5. Séc. 6 concludes with a
hundred stars near the celestial equator with a photorfialtip  discussion of the features and limitations of this work, afl w
tube on the Cerro Tololo 16-inch and the Cerro Tololo 1.5-m as its applicability to the next generation of imaging sys/e
telescopes. Landolt achieved exceptional relative phetomm  Although we focus on the SDSS, we phrase our discussion in
calibrations in five broad optical bandpasses (JohnsomKro terms that allow adapting the methods described here te arbi
Cousins UBVRI). His data are accurate to 0.3% per obser-trary imaging surveys.
vation of each star, with an even better accuracy implied for
those stars that have many observations. Unfortunatedy, th 2. THE SDSS

full benefit of the accuracy of this photometric system cdnno  The Sloan Digital Sky Survey (York etlal. 2000) is an on-
be realized for other surveys due to the systematic uncertai going effort to image approximatélzy steradians of the sky,
ties in transforming from Landolt’s system responses to ob- and obtain spectra of approximately one million of the de-
servations on other telescopes using (typically) CCD pfeto  tected objects. The imaging is carried out by drift-scagnin
etry. There are some observations using exactly the Landolihe sky in photometric condition5 (Hogg et al. 2001), using
system, most famously of supernova 1987A, which made usey 2 5m telescopé_(Gunn et al. 2006) in five bandgr{z)
of the otherwise-decommissioned Cerro Tololo 16-inch-tele (Fukugita et all. 1996; Smith etlal. 2002) using a specially de
scopel(Blanco et &l. 1987). _ _ signed wide-field camera (Gunn etlal. 1998). These data are
The other example of accurate relative optical photometry processed by completely automated pipelines that detelct an
has come from the searches for massive compact halo obmeasure photometric properties of objects, and astrometri
jects (MACHOs) from microlensing events in dense star fields cajly calibrate the data (Lupton et al. 2001; Pier ét al. 3003
(e.g; Udalski et al._1992; Alcock etlal. 1993; Aubourg et al. The first phase of the SDSS is complete and has produced six
1998). MACHO events were detected from differencing im- major data release5 (Stoughton étal. 2002; Abazajiad et al.
ages taken with an identical instrument over timescales\wofs 2003/ 2004, 200%; Adelman-McCarthy etlal. 2006, ;3é@)7)
eral years. More recently, these same techniques have been The SDSS imaging data are taken by drift-scanning along
used to detect the optical transits of planets. With a properstripescentered on great circles on the sky in all five filters.
treatment of the correlated noise properties in the timieser These stripes ar25° wide, and are filled by two interleaved
of images|(Pont et al. 2006), it is possible to detect transit strips The actual data is taken iuns, which are part of
with peak depths of only-1%. Note that the challenges here  strips: multiple runs may be taken in a single night, not sece
are different from the wide field imaging case considered in sarily on the same strip. Each run is further subdividedsito
this work, since here, one is interested in differences o+ ph  camera columner camcolscorresponding to the six columns
tometry of a single star. _ of CCDs on the camera. The data from each CCD is in turn
~ Cosmic Microwave Background (CMB) anisotropy exper- gplit into frames consisting of 1361 drift scan rows. The five
iments also demand very precise relative calibrations.s Thi frames corresponding the same region of sky observed in the
accuracy is obtained with repeat observations of the sky, an fiye SDSS filters, are collectively referred to afiedd. Note
CrOSS-|Inked .S(:an patternS. The redundancy thus Obtalned athat while runs and camcols Correspond to physica' Separa_
lows one to simultaneously solve for the CMB temperature at tions of the data, the division into frames is purely artifici
a given direction on the sky and the detector calibration pa-The integration time is approximately 54.1 seconds peréram
rameters. In this paper, we propose adopting this techniquen each filter, with a time lag of- 73 seconds between each
as a new approach to calibrating optical imaging surveys - adjacent filter. The order of the filters as they observe tiye sk
replacmg the CMB temperature f!uqtuatmns with thg mag- is riuzg.
nitudes of stars. Note that as this involves comparing dif-  The current survey flux calibrations are applied in a three
ferent observations, this is a differential measuremend, a step process, involving three different telescopes andysub
therefore only yields a relative calibration. However, lehi  gifferent filter systems. The absolute flux system is defined

the absolute calibration still must be obtained by comparis  y BD+174708 [Oke & Gunii 1983), an FO subdwarf star
against standard stars, this is now applied uniformly acros )

the entire survey region. These ideas are not new to op- 6http://ww. sdss. org/ dr5
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FIG. 1.— The sky coverage of the SDSS data used in this paper,nsimoan equal area resolution 7 HEALPIX/HEALCART (Gorskiet1999] Finkbeinér
2004) projection. The: scale covers RA° to 360°, while they axis runs from DEG®O0° to —90°. The grey scale denotes the mean number of observations of
a star in a particular pixel. Note that we saturate at 5 olasiens, although on the equatorial (white) stripe, theegpixels with a mean number of observations
as high as 15. The bulk of the survey data is in the North Gal&zp, the prominent structure in the center of the image Hfuatorial stripe, imaged every
Fall, is the white horizontal stripe halfway in the image eTdpproximately equally spaced vertical runs are exampldepache Wheel data.

and is based on synthetic photometry in the expected (at théNhile this does connect the survey from one pole to the other,
time) SDSSu/¢'r'i’ 2 filters and an improved spectral energy most of the overlaps occur on the same CCD column, and so
distribution for this starl (Fukugita etlal. 1996). This iseds  have limited utility since these are degenerate with flatiel

to calibrate a primary network of 158 stars observed by the To address both these inadequacies, two additional sets of
USNO 40-inch at Flagstaff in Arizona, chosen to span arangedata were taken. The first were short scans perpendicular
in color, airmass, and RA, and distributed over the Northernto the normal scan directions. Suoblique scans exist for

sky (Smith et al. 2002). Unfortunately, these stars satuthet most observing years (Fall through Spring), and were taken
SDSS survey telescope; the calibrations are therefore indito check for temporal variations of the flat fields. These are
rectly transferred via a 20 inch Photometric Telescope €®@T) invaluable for constraining flat fields, since they compache
Apache Point (APO), which both observes these primary stan-CCD column with every other. The other data were a grid of
dards, as well as 1520.5 x 41.5 arcmin® secondary patches  long scans, dubbed the “Apache Wheel”, designed to connect
of sky. These patches are what finally calibrate the data fromevery part of the survey with every other. Observing such a
the 2.5m survey telescopk_(Tucker etlal. 2006). Note thatgrid with the usual SDSS scanning speed would have required
these are three different filter systems, and not just r@aliz a significant expenditure of telescope time, adverselyctffe
tions of one system. In addition to the conflating of the abso- ing the science goals of the survey. The compromise was to

lute and relative calibrations, this indirect transferiué tal- ~ observe these data, at 7 times the normal scanning speed (i.e
ibration makes achieving 1% calibrations via this method ~ with an effective exposure time of 8 seconds), and bin-
a challenge, although it does return relative calibratimoti- ning data into 4x4 native camera pixels. Reducing these data

rate to~ 2% (lvezic et al[ 2004). Note that these errors have required modifications to the survey data reduction pigslin

natural scales df.5° /12 (the width of a camcol) an2l.5° (the (Lupton et al| 2001), and was done at Princeton (along with

width of a stripe) perpendicular to the scan direction. a re-reduction of regular survey data) as part of this calibr
Before continuing, it is worth emphasizing th4% calibra- tion effort. The survey region we consider in this paper is

tions for a wide field optical survey was unprecedented until in Fig.[ll, with the greyscale encoding the number of repeat

very recently. However, motivated by the promise of future observations of different regions of the sky.

wide field surveys and the challenge I0f, photometry, we

realized that the next stepustshort-circuit the above multi- 3. THE ALGORITHM

stage calibration pipeline. The calibration algorithm we-p 3.1. The Photometric Model

pose here relies on repeat observations to constrain the pho  ap introduction to photometric calibrations and photomet-
tometric calibrations. Unfortunately, in the standardveyr ic standard systems may be foundin Bessell (2005); we focus
strategy, the only significant repeat observations occthiet  on the details relevant to this work below. Assuming linear-

poles of the survey (where the great circles of stripes con-jty the flux f of an object at Earth (above the atmosphere) is
verge), and on the celestial equator, which is re-imaged/eve g|ated to the detected flusa pu’ by

Fall (see Fig[dl). While the Fall equatorial stripe has suffi- i

cient repeat observations to make precise photometrytgessi f=Kfapu : (1)
(Ivezi€ et al [ 2007), the calibration for the bulk of the ey  the problem of photometric calibration is to determitieThe
region would only be constrained at the survey poles, glearl above equation is deceptively compdctdepends on the ex-
not desirable. The only other natural overlaps occur when th

beginning and ends of runs overlap each other along strips 17 An ADU, or Analog-Digital Unit is the digitization of the atay detec-
tor output
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TABLE 1 TABLE 2
FLAT FIELD SEASONS CALIBRATION PARAMETERS
SDSSRun  MJD Date Comments Parameter Number Fit Comments
1 51075 19-Sep-1998 Beginning of Survey a-terms 6 X 5 X Npight Yes
205 51115 28-Oct-1998 ) g _
725 51251 13-Mar-1999 flk ; o Tiaht Les keterm at =ty s
941 51433 12-Sep-1999 /dt 0
1231 51606 03-Mar-2000 Flatfields 6 X 5 X Nseason - YE§ 2048 element vector
1659 51790 03-Sep-2000 After i2 gain change (iterative)
1869 51865 17-Nov-2000 Vacuum leak in Dec 2000 Ampjumps 6 X 5 X nyun No

2121 51960 20-Feb-2001 After vacuum fixed
2166 51980 12-Mar-2001

2504 52144 23-Aug-2001  After summer shutdown
3311 52516 30-Aug-2002 After summer shutdown
4069 52872 20-Aug-2003 After summer shutdown
4792 53243 26-Aug-2004  After summer shutdown
5528 53609 26-Aug-2005 After summer shutdown

NOTE. — The starting dates, and the corresponding first SDSS mihéo discontinuously over the summers when the camera was dis-
flat field seasons. assembled for maintenance. These changes are most likely as
posure time, detector efficiency, filter responses, thetelge  sociated with changes in the surface chemistry of the CCDs.
optical system, the optical path through the atmospheee, th We therefore model the flat fields as being constant in time
spectral energy distribution of the objects in questionl, alh over a “flat field season” (Tabld 1), roughly the period be-
the variables that these in turn are sensitive to. Furtheemo tween any maintenance of the camera. Ideally, one might have
Eg.[d makes no reference to the unitsfodnd KC; the prob- chosen an even finer time interval to test the constancy of the

NOTE. — The parameters that make up the photometric model. The num
ber of parameters are functionsf,;,5,; (the number of nights)pscason
(the number of flatfield season®), .. (the number of runs), and the number
of filters (5), and camera columns (6). Also listed is whetherparameter is
fit for or not.

lem of determining the correct units is that afsolutepho- flat fields; however, the SDSS lacks sufficient oblique scan

tometric calibration; we restrict our discussion belowhet data to improve the time resolution. We note here that the

problem ofrelative calibrations. standard practice of measuring flat fields from sky data does
Converting fluxes to magnitudesi(= —2.5 log,, f), Eq1 not work for the SDSS, due to scattered light in the camera.

becomes The time dependence of the k-terms at APO is more com-
m =mapy — 2.51log;((K) . 2 plicated, as the atmosphere (on average) gets more tramspar

as the night progresses, at the rate-of mmag/hour (milli-

Expandingl in terms of its various dependencies, we obtain magnitudes/hour) per unit airmass. We therefore méde|

—2.5logo(K) =at) — k) z+ f(i,5;)+..., () over the course of a night as
where all terms are a function of time. The optical response dk
of the telescope and detectors is the “a-terrft), while the k(t) =k + — (t —tref) (5)

detector flat fields (in magnitudes) afg, j; t) wherei, j rep- . ) .

resent CCD coordinates. The atmospheric extinction is thewheret,.; is a reference timté. Note thatt in the above

product of the “k-term”%(¢) and the airmass of the observa- €quation only runs over the course of a single nightind

tion, 2. Note that this is a crude phenomenological model (it dk/dt can (in principle) vary from night to night, and there is

heuristically resembles a first order Taylor expansion)jdu  norequirementon the continuity bft) across nights. Tablé 2

completely adequate for our purposes. We therefore defer ssummarizes the parameters in our photometric model, whose

discussion of its limitations and potential extensionseo®.  final formis
We now specialize to the SDSS; we calibrate each of the dk

five filters |nd|_V|duaIIy, and assume that each of the six a@Me 1 = mapy +aq — |k + (_) (t —tpref)| o+ £ (5),

columns are independent, yielding an a-term and flat field to dt )

be determined per CCD. We implicitly assume that the filter (6)

responses for each of the six CCDs is identical (we return towith «, 3, andy indexing the appropriate a-term, k-term (and

this in Sec[B). The k-term is however common to all camerat,. ), and flat field for the star in question.

columns and depends only on the filter. Also, since the SDSS

observes by drift-scanning the sky, the flat fields are nodong 3.2. Solution

two-dmensmnglb bUtZ%rL!)é dlepend on the %?D column and - 5\ing specified the parameters of the photometric model,
are represented by a element vector. This is compiicate e how turn to the problem of determining them. It is natural

by the fact that some of the SDSS CCDs have two amplifiers,q ¢onsjder repeat observations of stars to constrain {pese
resulting in a discontinuity at the center of the flat field. We 5 1ater® | et us therefore consider,,, observations with
model this by assuming the flat fields have the form, observed instrumental magnitudes: pys j, Of 110, UNique

f,7) = fo(j) +6(j — 1024)Af 4) stars with unknown true magnitudes;. Using Eq.[6, we
construct ay? likelihood function for the unknown magni-
tudes and photometric parameters,

wheref(x) is the Heaviside function, and f (hereafter, the
“amp-jump”) is the relative gain of the two amplifiers. Note

that as written,f, is a continuous function of CCD column. ) Nstar )
Finally, we need to specify the time dependence of these Xlaa, kg, (dk/dt)s, f1] = > X7 (7)
quantities. The a-terms and amp-jumps are assumed to be i

constant during a night, and we simply specify these as piece |, _ . .
wise constant functions, constant per night. dard \4_Vi?nzc'iopt 0700 TAl a8, s, corresponding to midnight Mountain Stan-

Itwas also realized early in the survey (about 2001) thatthe = 19 \whijle in principle, one could also consider galaxies, wetriesour
flat fields were time-dependent, and appeared to be changingiscussion to stars to avoid subtleties of extended objestometry.
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)

mM; — Mj ADU — Ga(s) + ki (E)x — frs 2
ng _ Z [ J (4) B(I) ()
= 0j
JEO(i)
_ _ (8)
wherej runs over the multiple observatior@(i), of the;*"
star,o is the error inm; 4 py, andk(t) is given by Eqlb. We

where I; is the normalized inverse variance]; =
0,2/ 3,07 % Each row ofAp — b has a simple interpre-
tation as the difference between the magnitude of a paaticul
observation of a star, and the inverse variance weightethmea
magnitude of all observations of that star. Also, altho#gh

is a large matrix £ 50,000, 000 x 2000 for the SDSS), it is
extremely sparse, and amenable to sparse matrix techniques

also assume that errors in observations are independent; th  Obtaining the best fit photometric parameters simply in-

is not strictly true as atmospheric fluctuations temporedis

relate different observations. One can generalize theatmov

volves minimizing Eq_IR. Although there are several cheice
here, we proceed via the normal equations (e.g., Press et al.

take these correlations into account and, as we show belowl992),

our results are not biased by this assumption. Note thdflEq. 7 dx

hasnps known quantities, and.;., + #(parameters) un-

knowns. In general, the number of photometric parameter
< Ngpar, @aNngps > 2ng4,-, IMplying that this is an overde-

termined system.

To proceed, we start by minimizing Eg. 7 with respect to

m;; this yields,

dX2

dm;

2
9j

=0, 9)
which is trivially solved form; to give,

m= 3

JEO(3)

) mi—m;, ADU —a () HksG) DT —fr )
JEO(3)

2
9

[mj,ADU + aa() — ks (O + f50)

-1

< 3 (%) (10)

jeo(@ \ 7

As substituting the above result into [E¢. 9 to solve for tHe ca

ibration parameters is algebraically unwieldy, we reoigan

these results by making the following notational change. We

arrange the unknown photometric parameters inta,an el-
ement vectop,

(7%

ks
(dk/dt)s

Iy

p= (11)

Then substituting Eq._10 into EQl 8 yields a matrix equation

for x2,

x> =(Ap—b)'C '(Ap—b), (12)
where A is anmngps X npe, Matrix , andb is annq,s ele-
ment vector. The errors are in the covariance marixhich,

in Eq.[8, is assumed to be diagonal (but can be generalized to

include correlations between different observationsy).drar-
ity, we explicitly write out the form ofAp — b for the case
of a single star observed twice at airmassandz,, and with

errorso; andos, where only the a- and k-terms are unknown,

1 0 —I1 0 Il IQ —,TlIl
0 1 0 —T2 - Il IQ —,TlIl
ay
az
k1
ko

[ m1,apu —m1,apuli — m2 apula (13)
ma apu —Mi,apuli — ma apuls )’

—,TQIQ
—,TQIQ

X

2
— = A'C'Ap-A'C'b=0. (14)
dp
SThe inverse curvature matrix,
d2X2
= (A'CtA) .. 15
dpidp; ( Jii &)

provides an estimate of the uncertainty in the recovered pa-
rameters. Note that it is howeweotthe covariance matrix of
the parameters, since Hql12 was derived marginalizing over
the unknown magnitudes of all the stars. Furthermore, since
the measurement errors do not account for temporal vamgtio

in the atmosphere, the “error” estimates from the curvature
matrix may be significantly underestimated.

We conclude by noting the similarities between the above
and algorithms used for making maps of the CMB (e.g.
Tegmark 1997Y°. The SDSS runs are analogous to CMB
scan patterns, while the magnitudes are equivalent to the te
perature measurements. However, unlike the CMB, our prin-
cipal goal is the calibration parameters, with the magrasud
of the stars being a secondary prodtict

3.3. Degeneracies and Priors

Our choice of photometric parameters is non-minimal in
that there exist degeneracies between them. These degenera
cies are of more than academic interest, as they make the nor-
mal equations singular, and solutions of them unstable. We
now discuss the source of these degeneracies, and how the
resulting numerical instabilities can be tamed by the use of
priors.

e Zero point: As the above algorithm is based solely on
magnitude differences, any overall additive shift of all
the a-terms does not chang& Note that this is simply
the problem of absolute calibration rephrased.

e Disconnected RegionsThis is a generalization of the
previous case; the zero points of each disconnected re-
gion of the survey can be individually changed, without
changingy?. Note that disconnected in this context im-
plies regions with neither spatial nor temporal overlap
(as we assume the photometric parameters are stable
over the course of a night).

e Zero point of flats In Eq.[8, the zero point of the flat
fields is degenerate with the a-terms; this degeneracy
is trivially lifted by forcing the flat fields to have zero
mean.

20 This is not accidental, as this work was inspired by the tiphes
learned in CMB mapmaking.

21 This results in the unusual situation of havirga few million nuisance
parameters that must be marginalized over to obtamthousand parameters
of interest.
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e Constant Airmass The photometric equation schemat-
ically is ~ a — kx; therefore for data with little or no
airmass variation, there is a degeneracy direction that__
keepsa — kxz constant, while changing both the a- and ~ Filter  Mag.  nstar — 7nobs ko dk/dt  o(dk/dt)

TABLE 3

; ) ; el imi 6 6 2 2
k-terms. While this does not affect the calibration in "ig‘g (X}lO?) (Xllz?e) 575 (><1_01)2 (Xlg%
regions where: — kx is constrained, extrapolating the Z 185 93 201 017 07 17
a- and k-terms to regions with different airmasses can . 18.0 117 365 010  -10 17
result in incorrect calibrations. i 175 115 359 006  -1.2 15

z 17.0 11.6 36.4 006 22 1.7

There is a useful generalization of the above discussion; N == P— 10 solect stars Tor calbrafiorth
; ; ; OTE. — The magnitude limits used to select stars for calibraf@rthe
the inverse elgenvalues of the curvature matrl).( @ 14 qndS SDSS filters, with the resulting number of unique stats,, and the total
[15) are a measure of the error on the determination of lin- numpber of observationsi (in millions of stars). Also listed are the mean
ear combinations of the photometric parameters (encoded by-termk, (used as a prior), the mean time variation of the k-tethy,dt (in
the corresponding eigenvectors). The degeneracies distus mags/airmass/10 hours), and its scatter about the mearlafféreis used in
; ; ; our simulations to determine the step size for the randork agbroximation

above are Ch?‘raCterlzed by e|genvalue8, which make the. o the atmospheric extinction. Note that we do not fit for theetvariation of
normal equations unstable. However, any badly constrainedne k-term but simply use the values for the entire survey.

combinations (even if they afermally well determined) can

amplify noise and un-modeled systematics in the data, poten py requiring that the background be continuous across the am
tially introducing errors when the calibrations are apghlié/e plifiers. Instead of fitting to the amp-jumps, we simply hold
therefore identify all eigenvectors of photometric parter®  them fixed to these values.
that are poorly constrained (i.e. those that could resusbin The second approximation involves the k-terms and their
tential errors of> 1% ), and project these out; this renders time derivatives. The typical airmass variations over the
the normal equations stable and they can be dlreCtIy SO|Vedcourse of a 5ing|e night tend to be small, making the deter-
Note that this introduces a tunable parameter to the solutio  mination of k-terms very degenerate with the a-terms, as dis
the eigenvalue threshold below which we project out modes.cussed in the previous section. The situation is even more
This threshold is chosen such that the final calibrations aredegenerate for the time derivative of the k-terms. We fix¢hes
insensitive to its exact value. _ _ degeneracies by using priors for the k-terms, and fixing thei
_Although projecting out poorly determined eigenvectors time derivatives to values estimated by the SDSS photometri
yields a minimal set of parameters well constrained by the telescopel (Hogg et HI. 2001). Table 2 summarizes which pa-
data, we must add back in these “null” eigenvectors to get arameters are fit in our implementation, while TaBle 3 lises th
solution in our original (and preferred) parameter space. W mean values fok anddk /dt.
achieve this by introducing priors on the photometric param  we must also specify the actual objects used for calibrat-
eters, and then adjusting the values of all the photome#ric p ing. We restrict ourselves to objects that the SDSS classifie
rameters along the null vectors to best satisfy these pikrs  as stars, and use aperture (7.43 arcsecond radius) photome-
suming equally weighted Gaussian priors on the parampters try to determine their magnitudes. The first choice sidestep
with a mean valug,, this can be phrased as an auxiliafy  the subtleties of galaxy photometry, while aperture phaem
minimization, try avoids aliasing errors from the point spread functicBKP
Xosior = D+ Viuudx — pol” (16) estimation into the calibration. The magnitude limits we us
o . ) are in TabléB, along with the number of unique stars, and ob-
wherep’ is the solution of the normal equations, Eql 14, geryations. We choose not to make any color cuts on the stars
and we have gathered thei.,., null eigenvectors into a 4 gliminate variable stars and quasars. These only adé nois

Mpar X Ndegen MATNX V. Varyingdx to minimizex;,..  to any calibrations, but cannot bias the results; we theeefo
we obtain our final solution for the photometric parameters, just use outlier rejection and iterate our algorithm to mmiizie

p=0"+ Vaudx . (17) such contamination. A significant advantage of this apgroac

is that the calibration of the 5 SDSS filters is independédnt, a

3.4. Implementation Details lowing us to use colors of sub-populations of stars as eatern

The above discussion described our calibration algorithmi {€StS Of the calibrations; this is discussed in detail in
generic terms, with minimal reference to survey specifice. W~ Our algorithm does assume that the input data were taken

now discuss the details and approximations specific to imple Under photometric conditions. We therefore, at the outset,
menting this algorithm for the SDSS. eliminate all data taken under manifestly non-photometric

The first approximation involves determining the flat field conditions. As we discuss below, the algorithm does provide
vectors. As described, the flat field vectors are determined s diagnostics of the photometricity of the data; we therefore
multaneously with the other photometric parameters. Doing €rate the algorithm removing any remaining non-photoroetri
so would however have approximately doubled the numberdata. . . N
of photometric parameters, and significantly complicates t Finally, there remains the issue of the absolute calibmatio
degeneracies between the various parameters. We therefor@f these data, or determining the five zero points for each fil-
chose an iterative scheme where the flat fields are held con{€'- Improving the absolute calibration is beyond the sauipe
stant while the other parameters are determined. We then us&iS paper; we therefore determine the zero points by match-
the best fit solution to measure the magnitude differences be N9 Magnitudes on average to those obtained by the standard
tween multiple observations as a function of CCD column, SPSS calibration pipeline. These are therefore essgnaall
and fit a flat field vector to these via a quadratic B-spline with @n AB systemi(Abazajian et/al. 2004), tied to the SDSS fun-
17 uniformly spaced knots. As we show in the next section, d@mental standard, BD+1%708 (Oke & Guni 1983).
this scheme rapidly converges to the true solution. In addi-
tion, the SDSS photometric pipeline estimates the amp-fump 4. SIMULATIONS
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Simulations serve the dual purpose of verifying the above

) X " > o TABLE 4
algorithm and our implementation of it, as well as quantifyi CALIBRATION ERRORS
the level of residual systematics. We construct the sirrarat

as follows :

Filter (Am) o o3  %(38o) oo
o We start with the actual catalog of stars observed by the v -167 1338 1253 085 725
SDSS, with the magnitude cuts described above. This g 08 7y 73l 07z 177
ensures (by construction) that the pattern of overlaps in " g'gg Z'gi g'gg g'gé i'gg
the simulations matches the observed data, essential to ; 097 806 761 068 270
obtaining realistic results. : : : : :

e We simulate “true” magnitudes for each of the stars, NoTE. — A summary of thg calibration errors for the five SDSS filters
: law distribution. where the normalization as determined by simulations; all values are in mmagm) is the mean
using a power law di ) of the difference between the estimated and true calibratidue for each

and slope are matched to their observed values. SDSS field, whiles is the corresponding standard deviation, withthe 3¢
clipped value, and%(30) the fraction (in percent) o8o outliers. Finally,

e Given an observation of the star, we then transform the o0 is the calibration error just from measurement noise (beafsimulation
magnitude into an observed instrumental magnitude,""'th no unmodeled random component to the atmosphere).
assuming values for the a- and k-terms and flat fields.
We simulate the time variation of the k-term by describ-
ing k(t) — ko by a Gaussian random walk in time, with a
drift in time given bydk/dt. The size of the steps is set
by the observed value of the scattewlit/dt (Table[3).
Note that this random component attempts to model the
correlations in time induced by the atmosphere, albeit
by making the simplification that the spectrum of fluc-
tuations is described by a Gaussian random walk. Non- ‘ ‘ ‘ ‘ J
photometric data is simulated by exactly the same pro- 0 50 100 150 200 250
cess, although we arbitrarily increase the scatter in the
random walk.

Ak

0.4r

e We add noise to the instrumental magnitudes by con- 0.2F

sidering the Poisson noise from both the object and the ook

sky. Note that the Poisson fluctuations from the sky S

dominate the error budget for most of the objects. 02p

These simulated catalogs are structurally identical toattie 0'45
tual data. We can therefore analyze thenexactlythe same '0'60 200 400 600 800 1000 1200 1400

manner, and compare the derived parameters with those in- a,

put, providing us with an end-to-end test of our pipeliner-Fu

thermore, these simulations have exactly the same foagprin Fis. 2 The diff between the estimated and & -

; ; . 2.— The difference between the estimated and true a- a r
t|mest_amps and _overlap patterns as the real data, aIIovmng Uthe band of one of our simulations. There are approximately ériaed that
to estimate our final errors and explore parameter degeneracorrespond to a given k-term, and the scales on-this are adjusted so that

cies. corresponding terms are aligned. Note that the estimataddak-terms are
highly covariant.

4.1. Results
Figs.[2 andB show the differences between the true and esare slightly higher), suggesting that the SDSS can break the
timated a- and k-terms, and flat field vectors for thkand “sound barrier” of deliverind % relative calibrations over the

in one of our simulations, analyzed identically to the real entire survey region. Catastrophic failures in the catibres
SDSS data. The flat field vectors are recovered with an errorare also negligible, evidenced both from the near equatity b
< 0.5%. The SDSS pipeline stores flat fields as scaled inte- tween the sigma-clipped and total variances, and the almost
ger arrays; the roundoff error from this is about an order of Gaussian fraction dfo outliers. Finally, we note that the er-
magnitude lower. The a- and k-terms are similarly correctly rors in the calibrations are dominated by the unmodeled ran-
estimated on average, although there are significant misest dom fluctuations in the k-terms. Simulations with no random
mates for both. However, a striking feature of Hij. 2 is the fluctuations achieve calibration errors of 0.1%, suggest-
similarity in the residuals for the a- and k-terms, remieisic ~ ing that the SDSS calibration errors are therefore comiglete
of the discussion of the degeneracies between the a- and kdominated by unmodeled behaviour in the k-terms. The ex-
terms in Sed._3]3. This suggests comparing the estimated andeption again is the band where measurement noise is only
true values ofi — k({x) on a per-field basis, whefg) is the a factor of~ 2 smaller than the random noise in the atmo-
average airmass over a given field and filter; it is this combi- sphere.
nation that determines the photometric calibration of alfiel The spatial distribution of the calibration errors is in [y

The results of this comparison are in Table 4. We start by The calibrations are uniform across the whole survey area at
noting that the calibrations are determined correctly (en a the~ 1% level, and are noticeably better at the survey poles
erage) to~ 0.1% or better, verifying both the algorithm and where the number of overlap regions increases (sed Fig. 1).
our implementation of it. The errors in the calibrations are Importantly, although there is spatial structure ovenidlial
< 1%, or 10 mmags for all the filters (except, where they ~ SDSS runs (which is inevitable, given that we calibraterenti
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FiG. 3.— The difference between the estimated and true flat fattbvs for
ther band of one of our simulations. Each line corresponds toferdiit flat
field season. Since the mean of the flat fields are degeneri¢hwia-terms,
we only plot the deviations about the mean. For clarity, ahly flat field
vectors for one camera column are plotted; the results foother camera
columns are similar. The errors in the flat field estimatiom~ar0.5% (peak
to peak).

runs as atomic units), there are no coherent structurestower

entire survey region.

The above discussion assumes calibrations making the d

While the increase the size of the calibration errors
is small, the incorrect value ofk/dt introduces an
overall tilt to the survey (in the figure, this is approx-
imately 10 mmag). This tilt results from the fact that
regions of similar RA are observed at approximately
the same relative time in the night. The errors from an
incorrectdk/dt therefore do not cancel, but accumu-
late into a tilt, because we always observe the sky west
to east. This is exacerbated by the fact that there is lit-
tle data connecting the survey at the ends through the
Galactic plane, and therefore no closed loops to pre-
vent the appearance of such a tilt. This is the most se-
rious systematic error in the calibration, and could af-
fect any large scale statistical measures. In fact, both
Padmanabhan etlal. (2007) and Blake et al. (2007) ob-
serve excess clustering of photometrically selected lu-
minous red galaxies at the very largest scales. We spec-
ulate that a tilt in the calibration could be a possible
contaminant to the measurements on those scales.

5. THE SDSS PHOTOMETRIC CALIBRATION

Having described and verified our algorithm, we apply it to
the SDSS imaging data. Since we do not have ground truth to
compare our results, we describe both the internal comgigte
(Sec[5.1) and astrophysical tests ($ed. 5.4) we use tosasses
the photometric calibration. In addition, we also addrées t
spatial structure of the calibration errors (Sec] 5.2), all w
as the photometric stability of the SDSS (dec] 5.3). Finally
we compare our calibrations with the currently public SDSS

ecalibrations (Se¢. 8.5).

fault choices described in Sdc. B.4. We can use our sim- N what follows, we use “magnitude residual” to denote the
ulations to discuss the robustness of the algorithm to thesefifference between the (calibrated) magnitude of an olaserv

choices below. For simplicity, we only consider thdand
for these tests.

e Magnitude Limits : As discussed above, the errors in
the calibration are dominated by unmodeled systemat-
ics in the atmosphere, and not measurement noise. Weni
therefore expect the algorithm to be relatively insensi-
tive to the choice of the magnitude limit. We explicitly
verify this by re-calibrating after decreasing the magni-
tude limit by 0.5 mag. Although this reduces the num-
ber of stars and observations by 30%, the calibration

errors are unaffected, as expected.

tion of a star and the mean magnitude of all observations of
the star.

5.1. Internal Consistency

The first internal consistency test is the distribution obma
tude residuals. Since the scatter in the residuals also in
cludes measurement noisg) (it is more illuminating to con-
sidery = (m— (m))/o; if the measurement errors are a good
estimate of the scatter in the residualsshould be Gaussian
distributed with unit standard deviation. This is plottext f
the stars used in the calibration, for the five filters, in Eg.
At the faint end, we observe thgtis distributed as expected,

Apache Wheel dataAs described in Sef] 2, the SDSS suggesting that the measurement noise is a good descrjption
imaging data was supplemented by a grid of 4x4 binned of the scatter, and that calibration errors do not apprégiab
data designed to improve the uniformity of the calibra- Increase the scatter. The discrepancy at the bright enceis du
tion over the entire survey region. Calibrating the sur- t0 @ floor ¢ = 0.01mag added in quadrature) we impose on
vey without these data increases the calibration error tothe magnitude residuals, to reflect the fact that the dontinan

10.4 mmag (compared with the 7.8 mmag in TdBle 4), error for these stars is no longer Poisson noise but possible
an increase of 30%. Most of this increase is however Systematics in the measurements. Note that calibratiemserr

driven by catastrophic failures; thie clipped variance ~ Wwould only broaden the distribution af ,
10%. As expected, the Apache Wheel data better con-the CCD column, grouping the data by CCD and flat field sea-
strains parts of the survey that were poorly connected,SONS; this is an estimate of the accuracy of our flat field cerre
ready well constrained, the improvements are marginal. the CCD column for camcol 5 in—band is shown in Fid.]7.
We don't correct for the flat field in this plot, to show the
dk/dt : Since we do not fit for a value afk/dt, we structure of the flat field itself. The r.m.s scatter in the miag
must understand how errors in our assumed value oftude residuals about the derived vectori$).5% throughout
dk/dt propagate to the calibration. Figl 5 shows the the chip, although it increases at the edges of the CCD. Also,
difference between calibrating a simulation assuming since we do not fit for amp-jumps but use the values derived
the correct value oflk/dt, and assumingk/dt = 0. from the photometric pipeline, the flat fields adjust to cotre
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FiG. 4.— An image of the calibration errors ferband on the sky obtained for one of our simulations. The ptigje is the same as Figl 1, but zoomed in on
the Northern Galactic Cap of the SDSS. The greyscale satugatmagnitude errors éf0.02 mag.

as a function of field number (and time); two examples are in
Fig.[8. These plots are our primary diagnostic of the photo-
é metricity of the data. Photometric data have the mean rakidu
scattered around zero, although often with coherent eators
the few millimagnitude level. By contrast, the residuals fo
unphotometric data show large excursions from zero, often a
the ~ 10% level or greater. Most of these data have already
been correctly flagged as being non-photometric by the SDSS
photometricity monitors (Hogg et al. 2001) and have been ex-
cluded from the solution. Any remaining non-photometric
data is manually flagged as such, and removed in a second
iteration of the calibration. For all the non-photometratal
that overlaps photometric data, we can estimate an a-term pe
field that minimizes the residuals which determines the cal-
ibration of those fields (these are still flagged as being non-
photometric).

w1 0008 0008 004 002 0 0002 0004

. . - ) 5.2. Spatial Error Modes
Fic. 5.— The difference in calibration between assumiiig’dt = 0 ) i ] P ) ) ) )
and the true value. The tilt over the survey region is cleagparent, and Since our goal in this paper is accurate relative calibratio

is approximately 10 mmag over the survey region. The grégsgzes from  jt pehooves us to understand the spatial structure in the cal
~0.01 mag to-+0.005 mag. ibration errors. Our starting point is the curvature matrix
Eq.[I8. The eigenvectors of this matrix partition our basis
for errors in the amp-jumps. Note that the errors in the amp- of photometric parameters into uncorrelated linear colbin
jump estimation are small (the true amp-jumps are usually ations, whose uncertainties are given by the inverses ofdhe ¢
few tenths of a magnitude, while the errors are a few milli- responding eigenvectors. An error in each photometric pa-
magnitudes) that the splines have the necessary flexibility rameter can be thought of as a pattern of errors on the sky,
adequately flatten the field. determined by the runs corresponding to that parameter. One
Finally, we plot the magnitude residuals, grouped by run, can use this to project the eigenvectors (modes) of the eurva
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FiG. 6.— The magnitude residuals weighted by their errg)s a function
of apparent magnitude, for the five SDSS filters. The resiétral given

observation is the difference between the observed matgind the mean

magnitude averaged over all the observations of the stae dbitted lines
showyx = +1, while the solid lines show the 16% and 84% contours; these SDSS photometricity monitors. Note that both these runsarhe multiply

should coincide with the¢ = =+1 lines if the scatter in the magnitudes is

well described by the errors. The discrepancy at bright ritagdes is due to

a error floor we impose to down-weight the brightest stars.
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FIG. 7.— An example of a flatfield vector from ome-band chip during
Season 3. The grey scale and 25%, 50%, and 75% contours saonati
nitude residuals as a function of CCD column, for all starsesbed multiple
times during that season. The smooth central (red) line stibe best fit
(splined) flatfield vector.
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FiGc. 8.— Magnitude residuals as a function of time/field numloertivo
example runs; all six camera columns are combined in thegs. pfhe con-

tours again show the 25%, 50%, and 75% levels. The red hatelggohs

mark periods of time independently known to be non-photométom the

imaged Equatorial stripe, and therefore have lots of ogerl&lowever, for a
large fraction of the data, the overlaps are considerablseraparse.

FiG. 9.— Examples of the spatial structure in the calibratiorsrfor the
r band, organized from left to right, and top to bottom in irsieg order
of their uncertainties. The top left mode is the best comsh while the
bottom right mode is the worst constrained. The middle roevetamples
of modes with typical errors. The modes are normalized seahthe maxi-
mum absolute error is 1. Note that the worst constrained rioties exactly
degenerate overall zeropoint of the survey. The structaresimilar for the
other bands.

ture matrix on the sky. These then describe the spatial-struc
ture of the calibration errors (Fif] 9). Note that projegtin
these modes on the sky destroys the linear independence of
the modes; if desired, this can be restored by a straightfor-
ward orthogonalization.

The worst constrained mode is, as expected, the zero point
of the calibration which is exactly degenerate. However, ex
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FiG. 10.— [top] The difference between the a-termsuoband camera 261 oo
column 4 and 1; since the atmospheric corrections are commbnoth of +
these, this is a measure of the stability of the telescopemerasystem. The 260

500 1000 1500 2000 2500

drift in the camera during early data due to problems withvéi®@ium system 0 000 _1s0c

(see Tabl€ll) is clearly visible; the vertical dotted lindvaXD 51960 marks
when the vacuum system was fixed. Note that all of the change®ag
term drifts; the system is stable on short (i.e. day) inleraa assumed in our
model. [bottom] The drift in the relative (to camera colunjrzéro points of
camera columns 2 through 6, for all five filters in mmag/yeaasured after
MJD 51960.

FIG. 11.— The value of: — k(z) for camera column 1 as a function of
MJD, and filter; (x) is the mean airmass of all the observations in a given
night. This combination is insensitive to degeneraciesvbeh the a- and
k-terms, and measures the overall photometric stabilithefSDSS camera,

ftelescope and site. The seasonal variations in these @atéearly apparent,

amining the other poorly constrained modes (an example o as is the fact that the mirror is aluminized every summer.

which is the bottom left of Fid.]9), we observe that there are
no other such simple large scale modes, an indication of the
fact the survey is well connected. At the other extreme area — k(z) every night, where we average the airmass over all
the best constrained modes. These are typically compticate the observations in a given night. This is plotted in FEig. 11
combinations, and not surprisingly describe modes held to-for the five SDSS filters. The most striking aspect of these
gether by the grid of Apache Wheel data. More illuminating data are the seasonal variations, seen as periodic ascifiat
are examples of typical modes, two of which are in the middle in the data, at the- 10% level (except in the: band, where
row of Fig.[9. The most noticeable characteristic is thepstri  they are~ 20%). Factoring out the seasonal variations, we
ing along the scan direction. This simply reflects the faat th  find less than a 5% drift over the 7 years considered here
we calibrate camera columns individually, resulting iroesr ~ (again, except the band, where the drift is- 10% over the
correlated in the scan direction. same time period).

We do not fit fordk/dt, and so it does not get included ~ We emphasize that all of the effects discussed here are long-
in the curvature matrix. However, we saw in 4.1 that it term effects and do not affect the quality of the calibration

resulted in a coherent tilt from one end of the survey to the which only assumes stability over a night for the a- and k-
other. terms.

5.3. Experimental Stability 5.4. Principal colors

Our results for the photometric calibration can also be used The above discussion has relied on a combination of simu-
to estimate the overall photometric stability of the SDS@ca lations and internal consistency checks to assess thaygofli
era, telescope and site. We estimate the camera stability byhe calibrations. While these provide essential perspegti
considering differences between a-terms as a functiom&f ti  they have important disadvantages as well. Internal consis
(for definiteness, we compute the a-terms relative to cameraency checks are not independent of the calibration andtmigh
column 1); these differences are insensitive to any commonnot flag deviations from the input model. Furthermore, these
mode effects (such as the atmosphere). An example is inchecks are local measurements, and do not provide informa-
Fig.[10. During the initial phases of the survey, we note that tion about large scale systematics problems. While simula-
the camera was not very stable over long time periods, re-tions fill that gap, they are limited by the input model used.
flecting various problems with the vacuum system flagged in Astrophysical tests complement the above by providingdarg
Table[1. However, over the past 5 years, the camera has scale, independent verification, and are ultimately lichiby
been extremely stable, as evidenced by an overall driftén th astrophysical uncertainties.
a-term differences ot~ 10 mmag/yr, for all the CCDs. The majority &~ 98%) of the stars detected by the SDSS

One could also measure the combined stability, treating theare on the main sequence (Finlator et al. 2000; Helmilet al.
camera, telescope, and site as a combined system. As th2003), and lie on one-dimensional manifolds (the “steltar |
a- and k-terms are degenerate, we consider the combinatious”) on color-color diagrams. This suggests using the-posi
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tion of the stellar locus as a diagnostic of calibration esro
(lvezic et al. 2004). While there are a number of morpholog-
ical features one could use as a marker, we follow the discus
sion inlIvezi€ et al.[(2004) and use the “principal colotsat
define directions perpendicular to the stellar locus. We- con
sider four such colors (lvezic etlal. 2004 :(perpendicular
to the blue part of the locus im — g vs. g — r plane),w (the
blue parting — r vs.r — i), z (the red partiry — r vs. r — 1),
andy (the red partim — i vs.i — 2):

s=—0.249u + 0.794g — 0.555r + 0.234

w=—0.227g 4+ 0.792r — 0.5677 + 0.050

r=0.707g — 0.707r — 0.988

y=—0.270r 4 0.800¢ — 0.5342 4+ 0.054 . (18)

We correct all magnitudes with the Schlegel etlal. (1998) es-

timates of extinction (except immediately below), but dd no
attempt any correction for stars not completely behindredl t
dust. Since we calibrate each band separately, and apply n
color cuts to select the stars used, the above principat colo
diagnostics provide a completely independent verificatibn
the calibration.

Fig.[12 plots these on @-stripe projection; the-direction
is the coordinate along the scan directjofPier et all 2003),
while they coordinate is given by

y = 12(stripe) + 2(camcol) — 2, strip = S

= 12(stripe) + 2(camcol) — 1 ,strip=N, (19)

Padmanabhan et al

5.5. Comparison with previous results

We conclude this section by comparing the calibrations pre-
sented here with those publicly available as part of Data Re-
lease 4[(Adelman-McCarthy etal. 2006, DR#) Fig.[15
shows the difference between the aperture magnitudes of DR4
and those derived in this paper, for all stars withand mag-
nitude less than 18. The magnitudes agree on average by con-
struction, as the zero points were determined by matching to
the public calibration. Furthermore, the scatter is approx
mately 2% (r.m.s) fogriz, and 3% (r.m.s) in, consistent
with the published uncertainties. The Data Release errers a
therefore dominated by the Photometric Telescope (PT)base
calibration method.

Fig.[18 plots these differences in thestripe projection
introduced previously. Since the standard SDSS calibratio
does not attempt to explicitly control relative calibratier-
rors, the striping in the figure is not surprising. Note thne t
@rrors are correlated in the direction as expected, but also
across camera columns. The latter arises from the fact that
the calibration patches are 40’ wide and span three camera
columns, thereby correlating their calibrations.

Finally, Fig.[1T plots the differences in the DR4 flat fields,
and those determined in this paper, for an example flat field
season. The errors in the flat fields are both higher than
the quoted uncertainties and appear to have long wavelength
power. We speculate that these result from the method used
to determine the flux response of the CCDs, which aliases

where stripe, strip and camcol is the SDSS stripe number 4 field errors in the Photometric Telescope into the final fla
whether it is a northern or southern strip, and the cameragig|ds. This aliasing is mitigated by using the average,of
column respectively. This lays out each camera column asynq; instead of any of those bands individually; this does

a row, respecting the interleaved structure of the strighiwi
a stripe. The advantage of this projection is that calibrati
errors appear principally as stripes in thalirection, while
Galactic structure appears as irregular structures lesiin

1, making it easier to separate the two. For the purpose of this

plot, we use colors not corrected for extinction to hightigh
the Galactic structure. We simply exclude the small fractio
of data not on survey stripes for the purposes of this aralysi
We note that there is little visual evidence for any striping
over the entire survey region i w, andxz. Reddening from
Galactic dust is clearly visible in and x, which are colors
nearly parallel to the reddening vector. Thenap, on the
other hand, does appear to show striping, with a periodicity
on the SDSS stripe scale. In order to quantify this effect, we
plot the average principal color per camera column (distin-
guishing between northern and southern strips) in[Eih. 3. A
anticipated from the 2D maps, thew, andx colors are uni-
form at the0.5% (peak to peak) level, whereas camera column
2 is offset iny at 0.7% (peak to peak). It is unlikely that this
is an artifact of the calibration process which treats athea
era columns identically. Sincgis the only color to use the

z band, we speculate that this could be caused by the known

variations in thez-band filter responses. However, as this ef-
fect is of the same order as other systematics present in th
calibration (and below our target of 1%), we simply caution

the reader about this systematic in this paper, and defer its

resolution to future work.

The above has focused on large scale systematics Big. 14

shows examples of the principal colors as a function of CCD
column averaging over a random sample of runs in a flat field
season. The deviations from a constant colorar# for all
colors, and< 0.5% for s andw, consistent with our estimates
from simulations. We also observe errors in the amp-jump
determination at the- 0.5% level, similar to Fig[V.

not however eliminate the problem. Formally, these errogs a
~ 1% (r.m.s.), but are highly correlated, both spatially and in
color.

6. DISCUSSION

We have presented a method for calibrating wide field
imaging surveys using overlaps in observations, and applie
it to the Sloan Digital Sky Survey imaging. Early versions
of these calibrations have already been used for the creatio
of a number of auxiliary SDSS catalogs (e.g. Finkbeinerlet al
2004; Blanton et al. 2005) as well as a number of SDSS sci-
entific publications (e.g. Tegmark etial. 2004; Eisensteale
2005; Padmanabhan etlal. 2007; Tegmark et al.|2006).

The principal features and results of this work are :

¢ Relative vs. Absolute Calibrationgve explicitly sepa-
rate the problem of relative calibrations from that of ab-
solute calibration. The problem of absolute calibrations
then reduces to determining one zeropoint per filter for
the entire survey, and does not alias into spatial varia-
tions in the calibration. This allows us to better control
and quantify the errors in the relative calibration.

e Simulations :We emphasize the utility of simulations,

both to validate pipelines, and to quantify the structure
in the calibration errors. Simple analytical estimates
are insufficient to characterize the errors, while astro-
physical estimates are limited by their intrinsic scatter.
Developing realistic simulations for the next generation
of surveys must be an essential part of any calibration
pipeline. Such simulations also are invaluable in de-
termining the observing strateghdforeany data are

22http:// ww. sdss. or g/ DR4
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actually taken) that yields the desired calibration accu-
racy.

e Stellar Flat Fields : The problems of flat fielding
wide field-of-view instruments, namely non-uniform
illumination for dome flats, spatial gradients and
scattered light for sky flats and mismatched spec-
tral energy distributions (SEDs) have been discussed
extensively in the literature (e.d. Manfrbid 1995;
\Chromey & Hasselbacher 1996; Magnier & Cuillandre
[2004;| Stubbs & Toniy 2006). In particular, initial at-
tempts to use sky flats for the SDSS resulted in errors
of 5% in ther band and as bad as 20% in thdand,

FIG. 12.— The spatial variation in the (top left), w (top right), z (bottom left), andy (bottom right) principal stellar colors. The projectionag.—stripe
projection, with ther coordinate measuring (the coordinate along the scan direction). Theoordinate is the SDSS stripes, with each row as one of the 12

camera columns that define the stripe. We have restrictestlyas to data on survey stripes between 9 and 44, corresgadnost of the North Galactic cap,
in this plot.

due to scattered light within the instrument. These were
therefore never used for the public data; instead the
published SDSS flat fields are determined from the po-
sition of the stellar locus. The use of stellar flat fields
mitigates all of these (Manfrdid 1995). Given suffi-
cient observations and overlaps, one has sufficient S/N
to map out the entire flat field with high precision. Fur-
thermore, since one is using a realistic ensemble of stars
by construction, biases due to differences between the
flat field SED and the SED of a given object are mini-
mized. Note that there are still potential biases for ob-
jects of unusual color; these cannot however be treated
in a general manner.
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FiG. 13.— The average principal colors measured for each of tatera
columns, for the north and south strips separately. As befae restrict
ourselves to stripes between 9 and 44. The mean color hasshbéacted
from each of the four curves; the means are -0.002, 0.0087&fd 0.007

for s, w, z andy respectively. The variations between camera columns are

< 1% (peak to peak) for all colors.
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and (4927, 5052) respectively. Deviations in the color feaonstant (dotted
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FiG. 15.— Histograms of the differences in magnitudes betweled Bnd
this work, for stars with--band magnitudes: 18.0. Shown are the distribu-
tion of differences (normalized to have a maximum value ph%)well as the
cumulative distibution (dotted line). The vertical lindsos the median of
the distribution, which is< 0.001 mag for all five filters.

FIG. 16.— The difference in magnitudes between DR4 and this voitke
r band for the stars in Fif_15, plotted in thestripe projection. The right
panel zooms in to a region to highlight the structure in tHibration errors.

e 1% Relative Calibrations/Spatial Error Modes Our
recalibrated SDSS imaging data has relative calibration
errors, determined from simulations, ©f13, 8, 8, 7,
and 8 mmag inugriz respectively. We however do de-
tect systematics not modeled in our simulations at the
~ 0.5% level, suggesting a conservative estimat&%f
errors ingriz and2% in u. In addition, we are able to

characterize the spatial structure of the errors as a com-
bination of error modes. Most of these modes show lit-
tle coherent spatial structure. The most significant spa-
tial structure results from misestimating the time varia-
tion of the k-terms, which introduces a tilt into the sur-
vey.

Throughout this paper, we ignored a number of sub-

dominant systematic effects. We briefly discuss these helow
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FiG. 17.— The difference in magnitudes between DR4 and this vasrk
a function of CCD column, for the & band camera columns. The solid
line shows the median difference, while the points are aauapting of the
individual measurements. We restrict ourselves to rungdm 4100 and
4400 to select runs within a single flat field season.

both to document their existence as well as to alert future su
veys of potential pitfalls.

e Spectral Energy DistributionsOur algorithm implic-
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agree with the published SDSS magnitudes. In partic-
ular, any corrections to put the SDSS system on to the
AB system also apply in our case.

We conclude by discussing how to extend the program pre-
sented here to the next generation of imaging surveys. Our
starting point will be the second distinction made in $éc. 1 -
separating the telescope and the atmosphere explicitlyein t
calibrations. It is relatively straightforward to adapethl-
gorithm presented here to use high precision measurements
of the telescope response functions as a starting poirgethe
would be analogous to the priors already considered here.

Understanding atmospheric variations is an important step
towards 1% photometry; unmodeled variations are responsi-
ble for almost all our calibration error budget. These trans
parency variations are dominated by three well-studied pro
cesses (Hayes & Latham 1975): Rayleigh scattering, molecu-
lar absorption by ozone (dominant in the UV) and water va-
por (dominant in the red and IR), and aerosol scattering. Of
these, Rayleigh scattering is best understood, and is well d
termined by the local atmospheric pressure. While absorp-
tion and aerosol scattering are well understood in an agerag
sense, their time variation is significant. Tracking theseld
therefore require continuous monitoring of the atmosphere
plus detailed atmospheric models. The payback for doing so
would be a dramatic reduction in calibration errors.

The algorithm we propose in this paper demonstrates that
1% relative photometry is achievable by the current genera-
tion of wide field imaging surveys. The challenge for the next
generation of surveys is to break through the 1% barrier.
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