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Abstract— The ConsumerSerer/Logger (CSL) is the final
component in the CDF Data Acquisition chain before data is
archived to tape. The CSL buffers data in separatedata streams,
recordsfile metainformation into a databaseand sendsa fraction
of events to online processorsfor real time monitoring of data
quality. Recently, the CSL wasupgraded in order to increasethe
logging capacity to 80 MB/s. The upgrade consistsof commodity
sewvers running Linux. A “Receiver node” distrib utes data via
Gigabit Ethernet to eight parallel “Logger nodes” connectedto
extemal disk arrays via a Fibre Channel network. A redundant
design and the availability of inexpensie large capacity disk
arrays provides a highly available systemthat is scalable and
easyto maintain. We presenta description of the CSL upgrade
and discuss the experience gained through commissioning to
operations.

I. INTRODUCTION

The CDF dataacquisition(DAQ) and trigger selectsinter-
esting physics events from a high rate of background.The
Tevatron beamspacingis 396 ns with a crossingrate of 25
MHz. This high crossingrate is reducedin threestagesby a
pipelinedtrigger to about 100 Hz of events. The event size
dependson detectoroccupang and is typically about 200
KBytes. The ConsumelSener/Logger(CSL) is the last stage
in the data acquisition systemcoordinatingdata archival as
well distributing a fraction of eventsto the real time data
quality monitors.

The original CSL was designedto log data at a rate of
about 75 Hz and was basedon specializedhardware that is
becomingncreasinglydifficult to support A descriptionof the
CSL canbe found in Ref [1]. Improvementsto the Tevatron
hasleadto storeswith higherluminosity andthe DAQ needs
to be ableto handlethe associatedigher datalogging rates.
An importantfeatureof the CDF triggeris the ability to relax
trigger prescalessthe luminosity decreasesver the lengthof
a storemakingfull useof the availablebandwidth.This putsa
greatedemandn down streamdatahandlingwhich hasto run
athigherratesfor longertimes.It wasnecessaryo upgradethe
CSL in orderto handlethe highersustainedogging ratesand
to ensurethat the systemcan be supportedfor the life of the
experiment.In additionto beingableto supporthigherlogging
ratesthe upgradedsystemis morefault tolerantandlong term
supportneedsare reducedby adoptingcommondown stream
loggingsolutionsfor bothcollider experimentsat the Tevatron.
TheupgradedCSL hasamodular highly redundantesignthat

usesoff-the-shelfhardware and allows for future upgrades.

Il. DESIGN REQUIREMENTS

TheupgradedCSL needdo beableto log dataata sustained
ratesof 50 to 60 MBY/s. In orderto allow sufficient headroom,
a designtarget for the CSL upgradewassetto 80 MB/s. The
original CSL was centeredarounda Silicon Graphicssener
with no direct replacementThe use of specializedhardware
anda operatingsystemthatis not widely usedat the lab made
the supportof the old CSL increasinglydifficult andrelianton
a costly hardware supportcontract. The upgradedCSL uses
off-the-shelfsenersrunningLinux for which thereis a greater
pool of expertisefor both the hardwareand operatingsystem.
Fully configuredsparesare available to replaceary failed
sener. The designedplacedemphasison making the system
both redundantand fault tolerant in order to reduce long
term supportrequirementsSincethe upgradeis for a running
experiment,it was necessaryto retain a similar interfaceto
external componentsandto develop and testthe new system
without interfering with the datataking.

I1l. ARCHITECTURE
A. Hardware

Thedesignincorporatesanover-capacityof bandwidth disk
buffering andprocessingpower to allow ary failed component
to be bypassedvithout impactingdatalogging. An overvien
of the upgradedCSL is shavn in Fig. 1. Datafrom the Level
3 filter farm is sentto the Recever nodethrougha Gigabit
ethernetswitch. The Recever nodewill forward datato one
of eight Loggernodesdependingon which triggersthe event
passesSortingdatabasedn thetriggerinformationsimplifies
down streamdatahandling.In orderto increasethe network
bandwidthmultiple Gigabit ethernetinterfacesare “bonded”
togetherso they appearas a single interface with the load
balancedetweenthe interfaces.

The Logger nodeswrite the datato external buffer disks
distributedacrosstwo storagearrays.The NexsanSATABeast
storagearrayswere selectedbecausehey are cost effective,
have a high 10 throughputarereliableandarewell supported
in Linux. Connectionbetweenthe host seners and the disk
arraysis via a Fibre Channel(FC) network.

A high logging rate is achieved by distributing the file
writing taskto the logger nodes.Eventswhich are typically
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Fig. 1. Overvien of the CSL Upgrade

200 KBytes are accumulatedn files of one GigaByte. Meta
information is written in a databaseand is later usedby the
data handling systemto retrieve the data files. In order to
achieve optimum tape streamingperformance multiple files
are accumulatedon disk before initiating the tape writing
job. The datais transportedio a separatefacility (Feynman
ComputingCenter FCC) via a private Gigabit network where
it is finally archivedto tape.

A key designrequirementfor the upgradedCSL is that
the systemhasa high reliability and availability and requires
minimum support.The Recever and Loggernodesutilize the
samehardware and eachcan be reconfiguredto take on the
role of the other Fully configuredsparesare available for
both the Recever and Logger nodes.The spareswhich can
also be usedfor code developmentand testing, can quickly
take on the role of a failed node by stoppingthe CSL and
updatingconfigurationfiles. Two separatexternaldisk arrays
(SATABeastland SATABeast2)are connectedto the logger
nodesvia a FC network (Fibre ChannelSwitch 1 and?2). Each
logger node has accesso two separatebuffer areas,one on
eachof thedisk arrays.In this configurationfour loggernodes
write to separatefile systemson one SATABeast while the
remainingfour would write to the secondSATABeast. This
configurationallows the outputfrom all eightloggernodesto
be directedto onedisk arrayin caseone of the disk arraysis
not available. Two Fibre channelswitchesare configuredwith
redundantpathsto the disk buffers such that if one switch
fails, all traffic is directedthroughthe working switch.

Thetotal disk capacityof theupgradedCSL is 24 TeraBytes
providing threedaysof databuffering while runningat thefull
designspecificatiorof 80 MB/s. This deepbuffer allows for an
extendedossof the network connectiorbetweerBO andFCC
andprovidessufficient time to respondo problemsor service
equipment.When data logging is resumed,the bandwidth
over-capacityallows us to "catch up” and empty the buffer
disksat the sametime asdatais beingcollected.More details
abouttestingand performanceareincludedin a later section.

B. Software

Thefirst-generatiorof the CSL codewaspseudo-monolithic
in designand written in C and C++. The code consistedof
several co-operatingprocessesEventreception,sorting, mon-
itoring andfile writing wereall performedon onesener node.
The new CSL codewasredesignedn orderto map onto the
new hardwarearchitectureThe disk logging "csl_logger” pro-
cesswasmodifiedto have a new networking abstractiorlayer.
Ratherthansaving eventsto alocal disk buffer onthe Recever
node, the logger processnow acts as a network-level event
router for sorting and sendingeventsto the correctremote
Logger node which in turn runs a client "csl_loggerclient”
processhat receiveseventsand writes themto the local disk
buffer on the Loggernode.

In the CSL setof cooperatingprocessesthe "csl_recever”
processreceves events from the Level 3 farm and places
them in a large Sys V sharedmemory sggment queue. At
this point, other CSL processesire ableto inspectthe events
in the queuefor such purposesas as monitoring, while the
cslLlogger processs responsible€for removing eventsin order
to sendthem over the network to selected_oggernodebased
on eventtriggers.Thesechangesesultin amodular redundant
and a highly reliable software architecturethat can allow for
an arbitrary numberof logger nodes.

The event handlingby the cslLlogger processhasbeensig-
nificantly modifiedto make useof a multi-threadedproducer
consumerdesign.Using mutex synchronizationgachthread
usesa large (but tunable)memoryring buffer to ensurethat
the network bandwidthis optimally utilized. As events are
receved and placedinto the sharedmemory queue,the new
cslLlogger takes these events, encapsulatesand then places
themin an outgoingring buffer.

On the remoteLogger node, the cslLloggerclient usesthe
same,basicproducerconsumeidesignof the Recever nodes
csllogger The sole purposeof this daemonis to receve the
encapsulatedvents sent from the cslLlogger processon the
Recever node and intelligently aggreate these events into
large datafiles whosesize is determinedby a configuration
file parameterAll eventsortingandcatalogingis doneon the
Loggernodeside.

The new CSL networking architectureincorporatesa net-
work fail-over mechanismthat is designedto maintain the
integrity of the event streamsln the event of a failed Logger
node,the recever will momentarilypausethe outgoingevent
distribution andselecta sparel oggernodefrom a userdefined
pool of node hosts.If a sparenode is found, a handshak
protocol re-establisheshe streamand it continuesthe event
streamingstarting at a well defined boundary If no spare
logger can be found, one of the existing loggersis chosen
to hostthe re-establishedtream.

IV. ARCHIVING DATA TO TAPE

The primary functionsof the tapewriting sub-systenareto
copy datafiles from the disk buffers of eachLoggernodeto
tapein the EnstoreMass StorageSystem[2, record metadata
for eachfile in the SAM[3] data-handlingystemdatabasand



deletethe datafiles from disk once successfutompletionof
all operationshasbeenverified. In orderto have the capacity
to drain a potentialbacklogof buffered dataandto cover an
overlapin the eventscontainedn the eightdatastreamqup to
20%) while simultaneouslylogging dataat full rate,the tape
writing rate specificationis 160 MB/s for the entire system.
To deal with imbalancesin the datavolume into eachdata
stream,the specificationfor eachLoggernodeis 30 MB/s.

For the CSL upgrade,CDF has adaptedthe tape staging
software alreadyin use by the D@ experimentat Fermilab
This system,which is basedupon the SAM data-handling
systemusedby both CDF and DJ, has a proven record of
reliable operationat DG, broadensthe baseof supportfor
the tape stagersat both experimentsand provides a more
sustainablesupportmodel throughthe end of the experiment.

Independenttape staging processesrun on each of the
Loggernodes.The processemonitor a setof input directories
into which datato be archivedis copied.Eachstagerinstance
can be configuredto transferdatastoredin the input buffer
associateavith any otherLoggernode,therebyallowing data
to be clearedin the event that a Logger node fails before
logging all buffered data. Each stagingprocesscan also log
databelongingto ary of the datastreamsso that the system
will seamlesslycontinue logging data should a hardware
failure require sendingtwo data streamsto a single Logger
node.

The tapelogging procedurerequiresinteractionswith sev-
eralexternalnon-dedicatedystemssuchasEnstorethe SAM
data-handlingsystemand a databaseRequestgo theseser
vicesarequeuedn orderto control the load imposedby data
logging activities. Responsesre returnedto sharedmemory
gueuesso that the stagerprocessesan managethe workload
in a stableand predictablemanner A seriesof timeoutsand
re-triesallow the systemto weatherroutineinterruptionsand
downtime in theseservices.Files that cannotbe transferred
due to repeatedfailures are presered in a specialdirectory
Monitoring programsalert operatorsto the presenceof these
files, who can then take appropriateactions. Under typical
conditions,an operatorintervention of this type occursonce
every few months.

In order to optimize tape drive utilization, the system
initiatestapewrites for a datastreamonly after accumulating
50files, or waiting two hourssincethe previoustransfer (Both
valuesaretunable.)The currentsystemusesSTK-9940Btape
drives. For 1 GB files, we obsene an averagetransferrate
of 20-25MB/s during multiple sequentiaffile transfers.The
numberof simultaneougape drivesin usefor a single data
stream(currentlythree)andthe maximumnumberof transfers
from a single Logger node are independentlyconfigurableto
further optimize systemperformance During full scaletests
usingall eight Logger nodes,we obtaineda sustainedateto
tape of 180 MB/s acrossthe entire system.The systemwill
migrateto LTO-3 commodity tape drivesin the nearfuture,
a changewhich will further increasethe overall tapelogging
rate capability

Minimizing the possibility of datalossdueto a malfunction

of ary type anywherein the systemwas a paramountdesign
considerationfor the stagersoftware. To achiese this goal,
eachoperationin the tapestagingprocedurds verified before
moving to the next. For eachdatafile to be archived, the
tapestagingprocessesalsomaintaina historyfile thatincludes
all completedand verified operationsThis file is storedon a
separatalisk from that usedfor the datato be written to tape.
In the event that the tape writing processesare interrupted
for any reasonjncluding systemcrasheshardwarefailuresor
power outages,the state of the systemcan be restoredand
re-startedfrom the last completedoperationbasedupon the
contentof the history files.

To provide redundang for the historyfiles, eachtapestager
usesa sequenceof directorieson the correspondingbuffer
disksto specifythe stateof files in the tapewriting procedure.
Eachdirectorycontainsthe files that are currentlyundegoing
a specific set of operations.As these are completed and
verified, files aremovedto the next directoryin the sequence.
Should the history files becomecorrupted or lost for ary
reason.they can be re-constructedasedupon the contentof
the statedirectories.During the standardautomatedsystem
recovery, the contentof thesedirectoriesis comparedto the
history files to ensureproperaccountingfor all files.

In almostsix yearsof combinedoperationat CDF and DG
and approaching? M files stored,no datahasbeenlost due
to a malfunctionof the tape stagingsoftware.

V. TESTING AND PERFORMANCE

During the developmentof the CSL upgrade,CDF was
actively collectingdataandit wasessentiathatthetestingand
commissioningof the upgradewould not interfere with data
taking. As part of the hardware evaluation, the components
were extensvely testedto ensurethey met the requirements
andwererobust. Extendednetwork bandwidthtestswere per
formedin which the Recever nodesimultaneouslsentdatato
the eight Logger nodes.A sustainecbandwidthof 224 MB/s
wasachieved by usingtwo Gigabit network interfacesbonded
in softwareto appearasonelogical unit. Using two interfaces
alsoprovidesnetwork redundang. In caseoneinterfacefailed
the designedrate of 80 MB/s could still be achieved with
one interface. The disk performancewas testedby writing
to the disk at the sametime as a secondprocessread data
from the disk. In orderto determinethe total disk IO capacity
the test was run on all eight Logger nodessimultaneously
Since the Logger nodeswere connectedo the external disk
arraysthroughthe fibre channelswitch, this procedurealso
teststhe reliability and performanceof the SAN fabric and
the SATABeasts.The total write rate achiezed was 440 MB/s
while the total readrate was 580 MB/s.

In order to test the systemwhile operatingunder more
realistic conditions, previously recordeddatawas sentto the
CSL by a software process.The software processreplaced
the functionality of the Level 3 filter farm while everything
down streanmwould behare asit would duringreal datataking.
While runningin this testmodeit waspossibleto optimizethe
performanceextensively and test the failure and recovery of



the systems components$o ensurethatthey work asdesigned.
During this testa sustainedhroughputof about100 MB/s was

measuredvhile sendingdataall the way to tape.Theratewas

limited by the software processhatwas sendingthe Recever

data.

VI. MONITORING

The CSL software is designedto automaticallyaddressa
large set of problems,therebyminimizing the needfor user
intervention.An overview of the flow of monitoringinforma-
tion is shavn in Fig 2. CSL software specificinformation is
gatheredfrom Logger and Recever nodesin order to help
understandunexpectedfailure modes. More general sener
statisticsis also collectedusing Ganglia[4]. Information on
the overall performancaes displayedon a dedicatedlava based
monitor (CSLMon). A summarywith history plots can be
viewed from a web browsermakingthis informationremotely
available.Critical informationrequiringimmediateattentionis
directedto the Error Handler The Error Handleris an “expert
system”which gathersandlogs error messagefrom all DAQ
componentsSpecificrecovery instructionscanbe displayedio
the shift crew or, for the more commonerrors,an automated
recovery procedurenitiated. The majority of error conditions
canbe recoveredwithout requiring ary humanintervention.

Information from the Logger nodesis sentto the Recever
node,whereit is combinedwith additionalinformation avail-
able only in the Recever node. The statusinformation is
then packagednto a well definedmessagestructurewhich is
periodically sent out. Messagepassingbetweencomponents
of the CDF DAQ usesa publish/subscribeprotocol. The
componentfrom which the messageriginatesis encodedn
the messagesubject. Clients subscribedto the subject can
thenreceve the messageDiagnosticand statusmessagesre
recevedby CSLMon.Loggernodeswrite out additionalstatus
information to a file which is also available to CSLMon.
CSLMon candeterminef anerror conditionis presentpased
on all available information, and if so will sendan “Alarm”
to the Error Handler Error conditionsand the corresponding
behaior is definedin configurationfiles enablingeasyaddi-
tion, removal and modificationof error conditioninformation.
As our experiencewith the systemincreasesadditionalerror
conditionscan easily be added.

The history of gatheredstatusinformation is available as
graphsof trends,suchasdisk usage network traffic andtape
writing rates.RRDTool [5] is usedto storethe information
andto generategraphswhich can be viewed from CSLMon
or a web browser Web basedmonitoring offers snapshotof
CSLMon that are updatedevery minute, a history of recent
errorconditions history plots of statusnformationgatheredn
eachnodeand detailedinformationon the file-logging status.
It provides all the essentialinformation neededfor remote
diagnosticsand inspection of the system. The monitoring
reflects the modular nature of the systemand can easily
accommodatossiblefuture extensions.
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Fig. 2. An overview of the flow of informationusedto monitor the CSL.

VIIl. OPERATIONAL EXPERIENCE

Once the systemis in use it is more difficult to imple-
ment changesand a strict testing protocol must be followed.
Softwareversionsare controlledusing cvs and ups/updwhich
allows quick switching betweentest versionsand production
releasesTestaredoneat the end of storeswhentrigger rates
arelow in orderto minimize dataloss.

A major concernis the possibility of having files left over
on the buffer disk without beingrecordedin the file handling
system.In orderto checkfor “lost files” a recordof the file
is madewhen it is first openedfor writing. The files in the
list are later checled whenthey arewritten to tape.Any files
older than one day which shav up in thefile list andare not
written to tape are noted on a web basedmonitoring page.
Once a lost file is found, an automatedemail alert notifies
systemoperators,who can then take appropriateactions. A
few exceptions,suchasremoving testfiles from disk buffers
and moving files that are left over due to abnormalrun
terminations,are handledby scriptsthat run periodically

Scriptshave beendevelopedto allow theshift crew to restart
the CSL without expert intervention. Restartingthe CSL will
put the systeminto a well definedstatefrom which nearlyall
exceptionscanbe recovered.

VIII. CONCLUSION

The UpgradedCSL hasbeenin operationsinceNov 2006.
The systemhasbeenrunningreliably, requireslittle ongoing
supportandhashadno hardwarerelatedproblemsto date.The
systemis very redundanaindin mostcaseghesoftwareis able
to automaticallybypassary failed hardware componentThe
upgradedCSL exceedsthe designspecificationof being able
to log dataat a sustainedateof 80 MB/s. The systemsatisfies



the currentneedsof the experimentand the modular design
allows for future expansionof logging capacity
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