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Abstract

We describe the architecture and discuss our operational experience in running the
off-line reconstruction farm of the CDFII experiment. The Linux PC-based farm
performs a wide set of tasks, ranging from producing calibrations and primary event
reconstruction to large scale ntuple production. The farm control software uses a
standard Condor toolkit [1] and the data handling part is based on SAM (Sequential
Access via Metadata [2]) software. During its lifetime, the CDFII experiment will
integrate a large amount of data (several petabytes) and the data processing chain
is one of the key components of the successful physics program of the experiment.
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1 Introduction

The CDFII experiment started col-
lecting data in 2000. The peak rate
for data recording currently reaches
40 MB/s and further increases are
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expected after an upgrade of the
Data Acquisition system in 2006.
As of March 2006, the total volume
of raw data collected by the exper-
iment amounts to 0.5 Pbytes. This
number will increase by a factor of 4
by the year 2009. That means that
data management constitutes a chal-
lenging part of the experiment in
terms of both computing and hu-
man resources. During the course of
the experiment the CDF Production
Farm was upgraded several times
taking into account these growing
requirements. We describe the main
hardware and software components
of the Production Farm, a framework
for monitoring and recovery, a spec-
trum of Farm Projects and recent
operational experience.

2 Main Components

Hardware and Software
High-throughput Linux clusters are
now widely used in HEP for event re-
construction and analysis. The Pro-
duction Farm consists of about 150
dual CPU PC’s with a total comput-
ing power of the order of 800 GHz.
It corresponds to about 15% of the
experiment’s computing resources in-
side Fermi National Accelerator Lab-
oratory. The main software compo-
nents of farm architecture are sum-
marized in two acronyms: SAM and
CAF.

SAM [2] stands for Sequential data
Access via Metadata. It is a dis-
tributed data handling system man-
aged by a database and cataloguing
system based on CORBA, which

provides a sophisticated set of tools
for storing, cataloguing and deliver-
ing data both inside and outside of
FNAL. The concept of metadata [3]
has been adopted by many major
collider experiments such as ATLAS,
BaBar, CMS, D0, LHCb.

CAF (CDF Analysis Farm) is soft-
ware and control system used by all
farms inside the experiment. It is
based on the Condor batch job sys-
tem [1] with customized submission
infrastructure and monitoring [4,5].

The important feature of Produc-
tion Farm is its similarity to other
farms in use by CDF experiment.
The fact that Production Farm is
”just another CAF”, although for a
single user, makes borders between
farms flexible. In fact, a fraction of
CPU from the Analysis Farms can
be easily switched for reconstruction
use. The Production Farm is based
on network-distributed architecture;
the main components of the system
are shown on a schematic diagram in
Fig.1. More details on the Farm Ar-
chitecture and its evolution in time
can be found in [8].

Data Flow
Raw data from the CDF detector
proceed in the following way. Proton-
antiproton collision information is
filtered by a 3-level trigger system.
Trigger output is managed by a data-
logging sub-system. In eight sepa-
rate streams the data are written
to robotic tape storage [6]. A tape
robot is used for mass storage of raw
data, reconstructed events, Monte
Carlo samples and ntuples. The mass
storage system has three major com-
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Fig. 1. Main components of CDFII Pro-
duction Farm and their interface with
Robotic Tape Storage and Oracle Data
Base.

ponents: The Enstore system is used
to access data on tape, dCache [7]
serves as a front-end to mass stor-
age, and PNFS software is used to
map all files stored in the robot to a
Unix-like name space. The Produc-
tion Farm reads input raw data from
dCache and writes reconstructed
output directly to Enstore.

Production cycle
The main goal of the Production
Farm is to make the recorded data
available for physics analysis as soon
as possible. After the time required
to calculate and validate detector
calibration and alignment parame-
ters, the farm begins raw data pro-
cessing. Starting from the input run
range, we form a list of raw data files
to be processed. That list is divided
into units small enough to form inde-
pendent jobs. This operation is done
on the main farm server (see Fig.1).
The main server provides multi-
ple functions: SAM station, Condor
head node, web server for monitor-
ing. A prepared job enters the loop
made of three schedulers: submitter,
concatenator and uploader. The sub-
mitter goes through the list, select-

ing unprocessed or failed jobs. For a
new job it performs two operations:
it starts a SAM project, responsible
for delivering raw data files, and a
batch job in Condor, which divides
the job into parallel processes and
sends them to several worker nodes.
Each worker receives a set of files,
containing a binary executable and
necessary libraries. SAM delivers a
unique address of a raw data file.
After that the file is copied locally
and processed by the reconstruction
program. As a result of reconstruc-
tion, the data are further split into
physics stream according to a trigger
mapping. There is an overlap of the
order of 40% over 50 output streams.
Before saving the results of recon-
struction to Enstore, the farm col-
lects all output in the intermediate
buffers on dedicated stagers with a
total of 24 TB of disk space. In order
to optimize performance, files writ-
ten to Enstore must have a size of 1-2
GB, hence some of the output data
streams require concatenation. This
operation is done on six stagers. The
concatenator attempts to preserve
the event order. Later the uploader
copies the files to Enstore, and recon-
structed data become available for
analysis. All steps of processing heav-
ily rely on information from Oracle
Data Base (DB). Not only do worker
nodes retrieve calibration and geom-
etry constants from the DB, but also
all reconstructed files, including in-
termediate output on worker nodes,
are declared to the DB in order to
avoid lost or duplicated events.

Control, Monitoring and Recovery
Different kind of failures are unavoid-
able in a system with the level of com-
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plexity of Production Farm. Con-
stant monitoring and recovery proce-
dures have been the subject of much
work in the farm maintenance. The
emphasis was made on automatic re-
covery and remote web-based mon-
itoring. Different schedulers control
available resources, CPU load, data
delivery, continuous concatenation
and tape upload. Farm maintenance
was significantly simplified by intro-
ducing wiki-based Farm Projects.
Tikiwiki software[9] has proven to be
an extremely efficient tool for web-
based documentation. Moreover, its
underlying database server keeps a
history of all changes to the Farm
Projects. Tiki pages with Project
configurations give possibility to
keep track of all existing projects,
start or stop them, change resource
sharing between projects, redirect
output to another stager, forward
execution to CAF instead of Farm
without actually connecting to the
main farm server.

3 Operational experience
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Fig. 2. Number of raw events processed
daily by Production Farm in the period
from mid-February to mid-May 2006.

Data Reconstruction
Fig.2 provides a summary of the

Farm operation in 3 months preced-
ing the conference. The peak raw
data logging rate was of the order
of 5M events per day. The rate of
data processing was between 5M to
15M/day. During March process-
ing Production Farm resources were
augmented by additional CPU from
the Analysis Farm, which allowed a
production rate up to 24M/day (cor-
responding to output data volume
about 3TByte/day). The operation
was quite stable and data through-
put capacity well exceeded raw data
recording rate. The crash rate of re-
construction code has been of the
order 10−8. The Production Farm
has sufficient resources to handle fu-
ture increase of data volume and can
accommodate eventual data repro-
cessing as well.

Ntuple Production and other
usage of Farm
In order to take advantage of the
efficient framework for data access,
processing and monitoring and make
full utilization of farm resources, we
adapted the farm infrastructure to be
usable for different kind of projects.
This infrastructure includes 4 steps:

(1) creation of input blocks of data,
which can be either raw or re-
constructed data;

(2) job submission of unprocessed
or failed sections

(3) merging of output files
(4) tape upload

In some cases, for example calibra-
tion or special run processing, last
two steps are not necessary and can
be skipped. Several physics groups in
CDFII have chosen to use common
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Standard ntuples (stntuples), which
were thoroughly validated and devel-
oped to fit a broad range of physics
analysises. Since March of 2006 ntu-
ple production became a part of the
Production Farm cycle, which sig-
nificantly shortens the time between
raw data recording and physics re-
sults. The number of Farm Projects
grew from 10 in February to about
80 in May. Extended use of farm re-
sources for ntuple production by a
wider team of physicists and physics
students provides more people able
to operate the Farm.

4 Future plans

A major initiative in the Production
Farm Project is to create more user-
friendly interfaces and to overcome
the barrier of an ”expert-only” envi-
ronment. In future we are planning to
use a shift crew for Farm monitoring,
which would guarantee greater sta-
bility and robustness in operations.
By merging the Production Farm
with CAFs we can increase CPU
resources for reconstruction and cen-
tralized ntuple production and at the
same time use the Farm Interface for
Project handling and monitoring.
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