Transverse and longitudinal beam dynamics studies at the Fermilab photoinjector
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The Fermilab photoinjector produces electron bunches of 1–12 nC charge with an energy of 16–18 MeV. Detailed measurements and optimization of the transverse emittance have been carried out for a number of beam line optics conditions, and at a number of beam line locations. The length of the bunches has also been measured, first for an uncompressed beam (as a function of the charge) and then for a compressed beam of 8 nC charge (as a function of the 9-cell cavity phase). These measurements are presented and compared with the simulation codes HOMDYN and ASTRA.

PACS numbers: 29.25.Bx, 52.59.Sa, 41.60.Cr

I. INTRODUCTION

Fermilab, in collaboration with UCLA, INFN Milano, DESY, LAL Orsay, IPN Orsay, CEA Saclay, the University of Rochester, and Cornell University, has developed a rf photoinjector to produce high bunch charge (8 nC) with low normalized transverse emittance (<0.0020 mm mrad) in trains up to 600 bunches separated by 1.12 s. The photoinjector is operated in partnership with the Northern Illinois Center for Accelerator and Detector Development. Two duplicate photoinjectors were built. The first was in operation from 1998 to 2002 at the TESLA Test Facility accelerator (TTF) at DESY [1]; this photoinjector was used to drive the TTF free electron laser (TTF-FEL) into saturation [2]. The second photoinjector is installed in the A0 building at Fermilab for photoinjector research and development and to study novel applications of high-brightness, pulsed electron beams. The goal of the studies presented in this paper is to characterize the beam produced by the Fermilab photoinjector.

II. EXPERIMENTAL LAYOUT

Figure 1 shows the photoinjector gun after installation at Fermilab. It consists of a 1.625-cell rf gun resonating in the TM010 mode at 1.3 GHz. The gun contains a high quantum efficiency Cs2Te photocathode. The UV light is provided by a pulsed neodymium-doped yttrium lithium fluoride (Nd:YLF) laser [3]. To confine the space charge dominated beam, three solenoids are installed around the gun (a primary, a secondary, and a bucking solenoid to zero the magnetic field on the cathode). The beam is accelerated by a 9-cell superconducting TESLA cavity up to 16–18 MeV. After the 9-cell cavity, a magnetic chicane consisting of four dipoles may be used to compress the beam longitudinally. A quadrupole doublet and three quadrupole triplets are used to transport the beam to a spectrometer at the end of the beam line (z = 11.2 m, with z being the distance along the beam line and setting z = 0 at the cathode).

The predicted performance of the photoinjector is given in the TTF design report [4]. For the measurements discussed in this paper, the rf gun pulse length was 30 μs, the repetition rate was 1 Hz, and a train of 10 bunches was used, with charge between 1 and 12 nC per bunch. A laser pulse stacker was used to combine four short laser UV pulses (with a 4.3 ps FWHM Gaussian longitudinal distribution each) leading to a quasi-flattop UV pulse on the photocathode. The flattop duration was 10.7 ps FWHM as measured with a streak camera. The transverse size of the UV pulse on the photocathode was adjusted using a remotely controlled iris positioned at the entrance to the rf gun. A fraction of the UV light was reflected onto a screen so that the laser spot could be viewed at a position equivalent to the cathode location with a charge-coupled device camera. The images of the UV pulses on the screen showed a nonperfectly uniform transverse distribution, with intensity fluctuations of order ±10%.

In this paper, the launch phase φ0 of the rf gun is relative to the zero-crossing phase of the rf seen by the tail of the bunch while the phase φs of the 9-cell superconducting cavity is relative to acceleration on crest. The 9-cell cavity was operated with a flattop pulse length of 100 μs and an...
accelerating field of 12 MV/m. For most of the measurements, we set $\phi_s = -10^\circ$ to minimize the energy spread. For a peak rf field at the cathode of $E_0 = 40$ MV/m and a launch phase of $\phi_0 = 40^\circ$ to maximize the energy at the exit of the gun, the total energy $E_t$ and the relative energy spread $\delta$ of a 1 nC uncompressed beam were then measured at $E_t = 18.2$ MeV and $\delta = 0.25\% \pm 0.02\%$. The relative energy spread $\delta$ is defined as the ratio of the rms energy spread to the total energy $E_t$. In the following, $Q$ is the charge per bunch, $\sigma$ is the rms size ($x$ or $y$) of the laser beam on the cathode, and $B_0^{\text{max}}$ is the maximum axial magnetic field. All three solenoids were used with the same current, which produces a nonzero magnetic field on the cathode ($< 9$ mT).

III. EMITTANCE DEFINITION

In this paper, the normalized rms emittance is defined by [5]

$$\epsilon_{n,\text{rms}} = \beta \gamma \sqrt{\langle u^2 \rangle \langle (u')^2 \rangle - \langle uu' \rangle^2},$$  

(1)

where $\beta c$ is the velocity of the beam, $\gamma$ is the Lorentz factor, $u$ and $u'$ are the transverse coordinate and divergence of $x$ or $y$, and $\langle \rangle$ denotes a rms value. Equation (1) defines the normalized trace-space emittance, which is equivalent to the normalized rms emittance for beams with small energy spread [6]; this case for the studies presented in this paper.

IV. SIMULATION CODES

The beam dynamics simulations presented in this paper have been carried out with two codes: HOMDYN [7] and ASTRA [8].

A. HOMDYN

HOMDYN describes each bunch as a uniformly charged cylinder whose length and radius can vary under a self-laminar time evolution, keeping the charge distribution uniform inside the bunch. Each cylinder is divided into cylindrical slices of uniform size (multislice approximation), each one subject to the internal space charge fields (linear component) and external electric and magnetic fields. For a cylinder of radius $R$, HOMDYN uses the equivalence $u = R/2$ in Eq. (1) to compute the rms emittance $\epsilon_{n,\text{rms}}$ with the rms performed over the total number of slices.

The model does not include a realistic treatment of the initial momentum distribution of the beam and the evolution in the momenta as the particles are extracted from the solenoidal field. The effect on the emittance is included approximately by adding two additional terms in quadrature, the normalized rms “thermal emittance” $\epsilon_{n,\text{rms}}^\text{th}$ due to the nonzero temperature of the electrons emitted from the photocathode and the normalized rms “magnetic emittance” $\epsilon_{n,\text{rms}}^\text{mag}$ proportional to the residual magnetic field on the photocathode. These quantities are obtained via [9]

$$\epsilon_{n,\text{rms}}^\text{th} = R_0 \sqrt{\frac{2E_{\text{kin}}}{m_0 c^2}} \frac{1}{\sqrt{3}},$$  

(2)

and [10]

$$\epsilon_{n,\text{rms}}^\text{mag} = \frac{eR_0^2B_0}{8m_0 c},$$  

(3)

where $R_0$ is the radius of the laser beam (considered as uniformly distributed); $E_{\text{kin}}$ is the kinetic energy of the electrons emitted from the photocathode which we assume to be 0.75 eV; $B_0$ is the residual magnetic field at the photocathode. For $R_0 = 1.5$ mm and $B_0 = 6.7$ mT (typical 1 nC operation), we obtain $\epsilon_{n,\text{rms}}^\text{th} \approx 0.7$ mm mrad and $\epsilon_{n,\text{rms}}^\text{mag} \approx 1.1$ mm mrad.

B. ASTRA

ASTRA is a macroparticle code which tracks particles through external electric and magnetic fields, taking into account the space charge field (linear and nonlinear) of the particle cloud. The initial transverse and longitudinal particle distribution is read from an external file and can be arbitrarily defined by the user. For most of the simulations presented in the following, we used $5 \times 10^3$ macropart-
ticles. Astra computes the normalized rms emittance as defined by Eq. (1). The initial distribution accounts for the temperature of the electrons emerging from the cathode, assuming the electrons are emitted with $E_{\text{kin}} = 0.75$ eV; the evolution of the momenta is calculated explicitly as the beam travels through the solenoidal field. Hence it is not necessary to add thermal and magnetic emittance values in quadrature.

C. Methodology

The laser pulse duration was 11 ps for HOMDYN; in Astra we assumed a flattop of 11 ps with rising edges of 1.9 ps. The transverse laser distribution was assumed perfectly uniform in both codes. The external input files were produced using SUPERFISH [11] for the rf gun and the code FEM [12] for the 9-cell cavity. For each set of currents in the solenoids, we produced an external input file using POISSON [11]. The external electric and magnetic field input files were identical for HOMDYN and Astra.

V. TRANSVERSE AND LONGITUDINAL BEAM DYNAMICS

A. Emittance measurement principle

The emittance measurements were done using the slit technique: five actuator-mounted slit masks were used to measure the vertical emittance ($\epsilon_v$) at $z = 3.8$ m, and both emittances ($\epsilon_x$ and $\epsilon_y$) at $z = 6.5$ and 9.6 m. The beamlets passing through the slits are viewed with optical transition radiation (OTR) screens located at a distance $d = 384$, 1122, and 380 mm from the slits, respectively. The masks consist of 6 mm thick tungsten slats with 50 $\mu$m wide slits spaced 1 mm apart. The rms normalized emittance was computed using the relation

$$\epsilon_{\text{rms},a} = \beta \gamma \sigma_{a} \sigma'_{a,\text{slits}},$$

where $\sigma_a$ is the rms size of the beam at the slit location and $\sigma'_{a,\text{slits}}$ the divergence of the beam measured as the ratio of one slit rms size divided by the distance $d$ between the slit mask and the OTR screen. A Gaussian fit was used to obtain $\sigma_a$ and $\sigma'_{a,\text{slits}}$. All the results presented in this paper were obtained using Eq. (4). With this method of analyzing the slit image, we assume that the transverse phase space of the beam is Gaussian. Thus, nonlinear effects due to non-Gaussian beams are not taken into account in this analysis. Beams with non-Gaussian tails can be a significant source of emittance increase, as discussed in the following sections.

B. Emittance optimization

All the measurements presented in this section were done at $z = 3.8$ m, at the exit of the 9-cell cavity.

Figure 2 shows $\epsilon_v$ as a function of charge. Measurements were done for $Q = 0.25$, 1, 4, 6, 8, and 12 nC with $\phi_0 = 40^\circ$ and $E_0 = 40$ MV/m. The choice of launch phase stems from a previous optimization study [13]; the peak field at the cathode is set close to the maximum available. For each charge, we measured the emittance for different values of the laser spot size $\sigma$ on the cathode and as a function of the solenoid current and we indicate in Fig. 2 the minimum obtained. Thus, the optimized emittance measured at the exit of the injector has an approximately linear dependence on the charge. A linear dependence on the charge has already been observed for different charges and rf gun operating frequencies; examples include Brown et al. (10–50 pC, 17 GHz) [14], Schmerge et al. (50–350 pC, 2.856 GHz) [15], Bossart et al. (1–20 nC, 3 GHz) [16], and Guimbal et al. (1–10 nC, 144 MHz) [17].

The minimum transverse emittance of a 1 nC beam measured with the Fermilab gun both at Fermilab and DESY [18] was $3.5 \pm 0.1$ mm mrad. This measured value of the emittance is not an absolute minimum. According to HOMDYN and Astra, a transverse emittance of 1.2 mm mrad can be produced by the Fermilab rf gun operating at 40 MV/m, using a laser pulse with a flattop of 20 ps, an accelerating field on the 9-cell cavity of 12.5 MV/m, and adjusting the bucking solenoid to zero the magnetic field on the cathode. The simulations also predict that the emittance can be decreased to 0.9 mm mrad by operating the rf gun at 60 MV/m. An experiment is ongoing at the Photo-Injector Test Facility at DESY Zeuthen [19] to reduce the emittance to this value with a rf gun operating at 1.3 GHz and 60 MV/m; this is one of the goals for the European x-ray FEL [20]. Note that a transverse emittance of 1.2 mm mrad has been demonstrated with a 1 nC beam in an S-band rf gun (Sumitomo Heavy Industry, Japan [21]) using a square temporal laser pulse shape of 9 ps FWHM, a peak electric field on the rf gun of 100 MV/m, and a total beam energy of 14 MeV.

FIG. 2. (Color) Comparison of the measured and simulated minimum normalized vertical emittance at $z = 3.8$ m as a function of the charge per bunch.
This is reported as the smallest emittance produced so far [22].

We showed in Fig. 2 the predictions of ASTRA taking 100% and 95% of the beam for the computation of the rms normalized emittance. From Fig. 2, we can see that HOMDYN and ASTRA agree with the experimental results for a charge up to 4 nC. A good agreement between the measured transverse emittance of 1.0 nC bunches with ASTRA is also presented in Ref. [23]. References [14,15] show a good agreement at low charges (< 0.4 nC) between the measured transverse emittance and simulations performed with the particle tracking code PARMELA. Previous simulations [24] have shown an excellent agreement between HOMDYN, ASTRA, and PARMELA for an S-band rf gun operating at 1 nC. This paper is the first to compare measurements of the transverse emittance to ASTRA and HOMDYN for charges above 1 nC. From Fig. 2, we see that ASTRA disagrees with the measured emittance and HOMDYN for charges higher than 4 nC, more so for the 100% emittance than the 95% cases. A comparison between measured transverse emittances and PARMELA for charges from 1–20 nC is presented in [16] and the measured emittance is systematically higher than the simulations, an effect which is reported as not understood.

Figure 3(a) shows the image of the 8 nC beam going through the slits and Fig. 3(b) shows the density projection. A Gaussian fit of the beamlet of highest intensity is shown in Fig. 3(c). From this image, the beam appears Gaussian. Our conclusion is that either the emittance measurement of a high charge beam needs to be improved in order to better detect the tails of the beam or the transverse emittance predicted by ASTRA for high charges is overestimated.

C. Emittance along the beam line

Table I shows the emittance of 1 and 8 nC beams measured in three locations along the beam line as compared with HOMDYN and ASTRA. We used the parameters of the rf gun and the 9-cell cavity that gave the minimum emittance at z = 3.8 m, as indicated in Fig. 2.

For the 1 nC case, \( \sigma = 0.8 \) mm, \( B_z^{\text{max}} = 0.132 \) T, and we used the first triplet \( (z = 6.1—6.4 \) m) to optimize the transport until the end of the spectrometer. For the 8 nC case, \( \sigma = 1.5 \) mm, \( B_z^{\text{max}} = 0.126 \) T, and we used the first and second triplet \( (z = 7.8—8.1 \) m) for the transport. Table I shows that the measured emittances of both the 1 and 8 nC beams increase along the beam line. HOMDYN and ASTRA predict emittances slightly lower in the 1 nC case. As discussed in [25], a possible source of emittance dilution is the transverse distribution of the laser beam which was taken as uniform in HOMDYN and ASTRA but has in reality some nonlinearity (see Sec. II). The 8 nC case shows a strong disagreement with ASTRA. A quadrupole scan was done at \( z = 7.8 \) m for a 1 nC beam to cross-check the measured values of the emittance [13]. We measured

FIG. 3. (Color) (a) Image of an 8 nC beam going through the slit mask located 384 mm upstream, (b) density projection, and (c) Gaussian fit of the beamlet of highest intensity.
TABLE I. Emittance measurements for 1 and 8 nC beams at different locations along the beam line, with comparison to HOMDYN (H) and ASTRA (A) simulations.

<table>
<thead>
<tr>
<th>Item</th>
<th>Meas. H</th>
<th>A</th>
<th>Meas. H</th>
<th>A</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon_x$</td>
<td>3.8</td>
<td>3.5 ± 0.2</td>
<td>2.2</td>
<td>2.6</td>
</tr>
<tr>
<td>$\varepsilon_y$</td>
<td>6.5</td>
<td>5.0 ± 0.2</td>
<td>2.3</td>
<td>2.3</td>
</tr>
<tr>
<td>$\sigma_z$</td>
<td>6.5</td>
<td>5.1 ± 0.2</td>
<td>2.2</td>
<td>2.3</td>
</tr>
<tr>
<td>$\sigma_x$</td>
<td>9.6</td>
<td>6.8 ± 0.2</td>
<td>2.3</td>
<td>3.2</td>
</tr>
<tr>
<td>$\sigma_y$</td>
<td>9.6</td>
<td>5.8 ± 0.2</td>
<td>1.9</td>
<td>2.1</td>
</tr>
</tbody>
</table>

$\varepsilon_x = 4.2 ± 0.1 \text{ mm mrad}$ and $\varepsilon_y = 8.2 ± 0.1 \text{ mm mrad}$ with the quadrupole scan, in approximate agreement with Table I.

VI. LONGITUDINAL BEAM DYNAMICS

A. Bunch length measurement principle

The bunch length measurements were done using a remotely controlled Hamamatsu streak camera with a resolution of 2 ps FWHM (as specified by the manufacturer, see [26]). The light from the OTR screen located at $z = 6.5 \text{ m}$ is transported to the slit of the streak camera located in the bunker, at approximately 2 m from the OTR screen. Prior to installation into the bunker, the streak camera was calibrated using the time difference between an UV beam going through air and a quartz plate [27].

The bunch length was determined by a quadratic subtraction of the rms size of the signal given by the camera operated in static mode and streak mode. The rms size of the signal was obtained using a Gaussian fit of the camera picture.

B. Bunch length versus charge

Figure 4 shows the measurement of the bunch length as a function of the charge, in good agreement with HOMDYN and ASTRA. For these measurements, we used $\sigma = 2 \text{ mm}$, $E_0 = 40 \text{ MV/m}$, $\phi_0 = 40^\circ$, and $\phi_s = -10^\circ$. The chicane was degausced and turned off. The charge was measured by an integrating current transformer. The plots show the average value of the charge and bunch length for five shots. The bunch length is seen to grow linearly with charge. This linear dependence has been observed by Dowell et al. [28] for charges between 15 and 300 pC with a rf gun operating at 2.856 GHz.

The normalized brightness can be defined for a Gaussian beam as [29]

$$B_n = \frac{\hat{I}}{\varepsilon_{n,x} \varepsilon_{n,y}},$$

where $\hat{I} = \frac{cQ}{\sqrt{2\pi}\sigma}$ is the peak current and $\varepsilon_{n,x}$ and $\varepsilon_{n,y}$ are the normalized rms emittances in $x$ and $y$, respectively. For a 1 nC beam at Fermilab, the results reported in Fig. 4 and Table I lead to $B_n = (9.0 ± 0.6) \times 10^{12} \text{ A}/(\text{mm mrad})^2$. For comparison, Ref. [30] states that the highest brightness values achieved in operating photoinjectors are of order $10^{13} \text{ A}/(\text{mm mrad})^2$.

C. Magnetic compression

To achieve compression in the chicane, the beam must have an energy-phase correlation such that the head of the bunch has a lower energy than the tail at the entrance to the chicane. Under this condition, particles in the tail of the bunch travel a shorter path through the chicane than particles in the head, producing longitudinal compression. The energy-phase correlation is obtained by decreasing the phase of the 9-cell cavity with respect to the phase of minimum energy spread ($\phi_s = -10^\circ$).

Figure 5 shows the measurement of the rms length of an 8 nC beam as a function of the phase $\phi_s$ of the 9-cell cavity. These measurements are in good agreement with HOMDYN (it is not possible to simulate a magnetic chicane with ASTRA at the moment).

The injector parameters used for this measurement are the ones given in Sec. VI B except for the size of the laser beam ($\sigma = 2.3 \text{ mm}$) and the current in the solenoids ($B_{\text{max}} = 0.130 \text{ T}$). The current in the chicane was set empirically, with the first and fourth dipole powered at $-2.02 \text{ A}$ ($|B| = 67.3 \text{ mT}$) and the second and third at $+2.12 \text{ A}$ ($|B| = 70.6 \text{ mT}$). The total energy of the beam was measured at $E_f = 17.9 \text{ MeV}$, in good agreement with HOMDYN (17.5 MeV). A 3D model of the chicane has been constructed [31] using the electromagnetic code OPERA [32]. For these parameters, OPERA predicts a bending angle of the beam going into the magnetic chicane of $\sim 22.8^\circ$, close to the theoretical angle of $22.5^\circ$. OPERA indicates also that the inner dipoles need to be powered with a higher...
current (5%–10%) than the outer ones to compensate for the fringe fields generated by the first and last dipoles, consistent with the empirically chosen settings.

The phase of the 9-cell cavity reported in Fig. 5 that gives the minimum energy spread is \(\phi_s = -10^\circ\). For this phase, the dipoles of the chicane do not affect the length of the bunch. We measured a rms bunch length comparable to that of the uncompressed beam with a charge up to 4 nC, ASTRA agreed well with HOMDYN and with the measured transverse emittance; for higher charges, ASTRA differed from the others. It is important to note that the measured values of the transverse emittance are not absolute minima.

We measured an increase in the transverse emittance along the beam line by a factor of \(\sim 1.5\) (for 1 and 8 nC), which is not predicted by HOMDYN or ASTRA. More studies must be done in order to understand the reason for this increase.

HOMDYN and ASTRA agreed well with the experimental results of the bunch length versus the charge. The bunch length of a compressed beam is also in good agreement with HOMDYN. The maximum compression factor (5–6) was obtained for a phase of the 9-cell cavity 30\(^\circ\) lower than the one giving the minimum energy spread. Further studies of compressed beams are underway at Fermilab. Work is in progress to incorporate a magnetic chicane model into ASTRA.
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