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The CMS (Compact Muon Solenoid) experiment at the Large Hadron Collider (LHC) at CERN will likely use
a grid system to achieve much of its o�ine processing need. Given the heterogeneous and dynamic nature of grid
systems, it is desirable to have in place a con�guration monitor. The con�guration monitoring tool is built using
the Globus toolkit and web services. It consists of an information provider for the Globus MDS, a relational
database for keeping track of the current and old con�gurations, and client interfaces to query and administer
the con�guration system. The Grid Security Infrastructure (GSI), together with EDG Java Security packages,
are used for secure authentication and transparent access to the con�guration information across the CMS grid.
This work has been prototyped and tested using US-CMS grid resources.

1. Introduction

The o�ine processing of the CMS experiment
will be distributed globally due to the size of
the collaboration and the complexity of the com-
puting tasks. Grid technology, which is built
to enable large-scale coordinated sharing of het-
erogeneous and dynamic computing resources,
provides excellent tools to satisfy the need of
CMS distributed computing. To enable high-
performance grid distributed computing, it is
very important to have a monitoring and discov-
ery system in place for resource discovery, selec-
tion, optimization, job scheduling, and resource
status monitoring, etc. [1].
Traditionally, monitoring systems have been fo-

cused on system status and performance monitor-
ing. There are a lot of existing tools to monitor
the system status and performance of distributed
computing systems, for example, Big Brother [2],
Ganglia [3], MonaLisa [4], Nagios [5], Netlogger
[6], etc. However, during our utilization of shared
grids resources in the distributed CMS produc-
tion and analysis, we found it is very useful to
know the con�guration information on the remote

grid resources, for example, a job generator need
to know a list of con�gurations on a computer
resources (CMS software locations, scratch area
and paths, etc) before generating and submitting
jobs; users need to know the basic resource con�g-
urations (like gatekeeper host name, port number
and available job managers) before utilizing the
resources. It is critical to have a tool to address
these issues.
In this paper, we describe some of our pro-

totyped development e�orts on a con�guration-
monitoring tool. After brie
y describing the
design consideration, we describe the architec-
ture and various components of the con�guration
monitoring tool. Later we describe the current
status and initial application of the con�guration
monitoring tool in the USCMS testbed, and its
future direction.

2. Architecture

2.1. Design consideration

The con�guration monitoring tool is designed
to provide information services for large-scale dis-
tributed computing resources, especially to �t the
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Figure 1. A prototyped architecture of the con-
�guration monitoring system

need of the CMS production and analysis. It uti-
lizes the existing Globus MDS [7], Tomcat web
service [8] and a relational database system to
provide the needed con�guration information for
CMS applications. It strives to o�er 
exibility
on what con�guration information to provide and
archives the history of con�guration information
for future utilization. It also utilizes the autho-
rization mechanism on authorizing which user,
group and/or role to access what kind of infor-
mation.

2.2. Components

A layered structure is to design the whole archi-
tecture. This has the advantage of replacing dif-
ferent layers without interfering with other layers.
A prototyped architecture is shown in Figure 1.
In this architecture, the whole system is divided
into the following layers:
Site info provider layer: This layer is re-

sponsible for collecting and publishing site con�g-
uration information at each resource. The mod-
ule in this layer is distributed at each computing
resource. Currently, it is implemented as an in-
formation provider in the Globus MDS with the
standard GLUE schema (Grid Laboratory Uni-
form Environment) [9]. The information provider
can collect the service con�guration information

from text �les, command lines or other plug-in
scripts written by users. Then, the collected
information is published into MDS through the
standard MDS creating new information provider
mechanism [7].
Con�guration database server layer:

This layer tracks the hosts and services to be
monitored, and stores all the collected con�gu-
ration information. This layer consists of a rela-
tional database server and cron job scripts to col-
lect and update the information in the database.
It is one of the core components of the whole
con�guration monitoring architecture. It collects
the site con�guration information by querying the
site information providers, tracks the availability
of the services, and archives the old con�guration
information.
Currently, we are using MySQL, an open source

product, as the relational database server. It can
�t our current need when the number of hosts and
services to be monitored is relatively small.
Tomcat service layer: Tomcat servlet tech-

nology is used to provide a web interface for
users to browse/query available hosts, services
and their con�gurations. It also provides the
mechanism to authorize an administrator to per-
form the administration tasks securely, like up-
dating the resources/services to be monitored,
modifying the availability of a service.
User interface layer: The user interface

layer provides a set of scripts for users to query
the con�guration database and/or query the indi-
vidual MDS server to get the needed information
directly. They are provided for the convenience
of users.

2.3. Security consideration

Keeping the con�guration information only ac-
cessible by authorized users is on the top of our
priorities when designing the system. We paid
special attention on the security and utilized the
latest existing grid security technology to accom-
plish this.
For the site information provider, its security is

handled by Globus GSI as it is part of the Globus
MDS.
For the Tomcat service layer, strong authen-

tication and authorization is enforced using the
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digital certi�cates: on the server side, all the web
pages and servlets are put behind an authoriza-
tion servlet �lter developed by EDG [10]. The
authorization �lter examines every incoming re-
quest and tries to extract the client certi�cate
from the request. It then passes the extracted
client DN to an authorization manager for veri-
�cation. If the authorization manager can verify
the client DN, it gives permission for the user to
view the web info; otherwise, it just terminates
the request and informs the user of authorisation
failure. There are several possible ways to con�g-
ure the authorization manager regarding which
user, group and/or role can access the con�gu-
ration information. Currently, the authorization
manager is con�gured to examine a standard grid-
map�le, a text �le listing all users DN and their
local mapping accounts, to see if a request user
DN can be found in it.

3. Current status and utilization of the

con�guration monitoring tool

We have �nished the initial prototype develop-
ment on major components of the con�guration
monitoring tool and deployed it on the USCMS
grid resources. We have tested the con�guration
monitoring tool in the USCMS distributed Monte
Carlo MOP production [11]. In the new setting,
instead of passing the site con�guration parame-
ters by e-mails between MOP users and site grid
system administrators, parameters can be pulled
from sites directly using the con�guration moni-
toring tool. This has the big advantage for both
MOP users and local grid site administrators: less
harassment for site administrators and fewer er-
rors for MOP users when there is a change of the
site con�guration.
We are also monitoring a set of critical services

deployed on the USCMS testbed. Users and grid
administrators can check the service status and
con�gurations. Other applications, such as US-
MOPPortal [12] under development at University
of Florida, also show interest in using the infor-
mation published by the Con�guration Monitor-
ing tool in their applications.

4. Conclusions and future work

Knowing the site con�guration is very impor-
tant for users to utilize the grid resources. A con-
�guration monitoring tool has been prototyped
on top of the Globus technology and Tomcat
web service to allow users/sites to publish the
site con�guration info, archive the collected info
and query them. The Grid Security Infrastruc-
ture, together with EDG Java Security packages,
is used for secure authentication and transparent
access to the con�guration information across the
USCMS grid. The con�guration monitoring tool
has been installed on the USCMS Grid testbeds
and tested in the USCMS grid production jobs.
We plan to focus on providing web services for

the con�guration monitoring tool in the near fu-
ture. Users will be able to query the con�guration
information in the database through web services.
And system administrators will be able to update
the critical site con�guration information through
it. Further development is also needed to collect
con�guration information from other monitoring
tools, like MonaLisa, Ganglia, etc. And it is also
nice to have a web interface to view archived his-
tory data.
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