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3.1. Disk Inventory Manager (DIM) and
Data File Catalog (DFC)

DIM is the original light weight CDF data cache
It is natively compatible with CDF soft-
4 running at Fermilab accesses the
central mass storage. The central DFC uses an Oracle
datahase to store metadata; the HEX farm instance
uses MSQL. The HEX farm instance of DIM is not
connected to mags storage. Instead it can fetch data
from the central data handling system. A very con-
i feature of the DIM at Rutgers is the ability
to synchronize a dataset replica with its master copy
pitab. It ig bmportant because CDF is a run-
speriment dll(i new data are continuously added
ts interesting to Rutgers physicists
choac that when new files are added
to the dataset at Fermilab and a user asks to read
the dataset, the new files are automatically fetched to
s and local metadata are updated accordingly.
6] data access is used for data delivery. The
> unit in this mode is one fileset, that is
sut 10 one-GRB files.

system|7

Ware.

venient

are sot up |

3.2. Sequential Data Access via
Metadata (SAM)

SAM | |
dling solution for the
CDF 15 currently adopth
local data cache and cent

ng :
1 d metadata. He-
dcally from the clog-
the central mass st
w g native mechanisn
?w central mass storage
1 on th(* local

wWble source includin
ermilab. SAM
1 M,«:nffn i

L

Provi

age at b

for cataloging
gystem of new data

8 n‘f‘[ wding the
Hsks are located on t%w ey
worker nodes via NJ

data cache
exporied to

3.3. Job Submission
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of the available CAF farms. The following

@ baseline software is available on the farm

o job tarball created on the fly contains all files

necded to run in the base environment

This system is naturally extendible for resource broker

driven Upum,u‘m,

3.4. GRID Approach

The Hex farm has also installed
the Job and Information Mana, 4
tool provides resource brokering, job s
guite.  The system is built on top of
Condor-G and uses SAM information about the avail-
ability of i(m\ files to select a destination for the job.
JIM has an adapter to the local subritter and
uses LDAP based information providers and monitor-
ing tools. The prototype operation was dernonstrated
at the SC2002 workshop, the HEX farm being one
execution site.
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H;‘*Eﬁ zmd CAF have nice monitoring systems.
srplete information about details
5, history ete. But the connection
o moni t’(‘nﬁing domains was broken when
JAT adapter submitted a job to the batch
JIM operates in terms ol a g?ln?mi nniver-
CAE fles the job by a local ID
ned when the job is H\l(\md to 3!\{* ateh
quene. This problem is general for any GRID kxmxm
submitting jobs to local batch systems that are not
‘ A database driven solution was selected
and is implemented on the HEX farm.
Figure 1 presents the method of monitoring
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31(-1@(‘1 he corresponding record may

the dat: A simple file based

ta o prove the principle and improve
monitoring tools” ure 2 demonstrates how infor-
mation about matching between global and local 1Ds
allows a user to follow the local status of a global job.
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5. Operation Experience

In summary, the |
ent data access and j
The farm is involved in ¢ i
computing technologies, At the same time it is oper-

acility for a university group.
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choice by physicists who are not enthusias
new computer technologies and who would ¢ m \er use
e computers to proceed with physics analvsis, Ex-
perience shows that:
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o Nearly 100% of big jobs are submitted via the
standard CAF submitter. o

v, Grid Job
for the FNAL

The farm is used for analysis, therefore neither mas-
sive data production nor huge Monte Carlo jobs run
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