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First upper limits from LIGO on gravitational wave bursts
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We report on a search for gravitational wave bursts using filam the first science run of the LIGO detectors.
Our search focuses on bursts with durations ranging from @0 ms, and with significant power in the LIGO
sensitivity band of 150 to 3000 Hz. We bound the rate for swetieated bursts at less than 1.6 events per day
at 90% confidence level. This result is interpreted in terfnthe detection efficiency for ad hoc waveforms
(Gaussians and sine-Gaussians) as a function of theistontsquare straih; s,; typical sensitivities lie in the
rangeh,ss ~ 107 — 1017 strain/+/Hz, depending on waveform. We discuss improvements in thelsear
method that will be applied to future science data from LIGM@ ather gravitational wave detectors.
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. INTRODUCTION ble, well understood detectors; well-tested and robusia dat

processing procedures; and clearly defined criteria f@best

Gravitational wave bursts are expected to be roduceI'shing confidence that no signal is of terrestrial origiroré
P P -of these elements were firmly in place as we began this first

from astrophysical sources such as stellar collapsesnthe | 1GO science run: rather, this run provided the opportunity
For us to understand our detectors better, exercise anddwne
Wata processing procedures, and build confidence in our abil
iigty to establish detection of gravitational wave burstsutufe
cience runs. Therefore, the goal for this analysis is tdyce
an upper limit on the rate for gravitational wave burstspafe
2 purely statistical procedure suggests the presence gfalsi
above background. It should also be noted that the sensitivi
ties of the three LIGO detectors during S1 were several erder
of magnitude worse than required for plausible detection of
Bursts from astro%sical sources such as supernovae in our

ena. Upper limits from searches for gravitational wave tsurs
with resonant bar detectors have recently been reported
[, 2, [3,[4], and results using interferometric detectoes ar
published inl[5/J6]. A new generation of detectors based o
laser interferometry has been constructed, aiming forctlire
detection with broadband sensitivity. These include theeh
LIGO detectors[]7] described briefly in sectih 11, as well as
the British-GermanlL_(JBlI)EO 600 detectdl [8, 9], the Japanes
TAMA 300 detector{[10], and the French-Italian VIRGO de- ,.
tector [11], forming a worldwide network. In the summer of Milley Way galaxy [15].
2002, all three LIGO detectors were brought to their design !N this search we focus on short (4 ms to 100 ms) bursts
optical configuration. After a series of engineering ruhg, t N the LIGO sensitivity band (roughly 150 to 3000 Hz), with
LIGO, GEO 600 and TAMA 300 detectors operated in Coin_sufﬁment_ly high strain amplitude to be ob_served over the de
cident observation mode for the first time (Science Run 1, of€Ctor noise. We make no other assumptions about the nature
S1) for two weeks in August-September 2002. or origin of the burst. We apply software algorithms to the

, . LIGO detector data stream to detect such bursts. In order to

Although the LIGO detectors were far from their design

Vit th lity of th Hiciently hi suppress false signals from fluctuations of the detect@enoi
sensitivity, the quality of the data was suinciently igheto . we require temporal coincidence of detected burst events in
ercise the first generation of analysis procedures for uario

e : . all three LIGO detectors. We estimate the rate of accidental
types of gravitational wave searches, including searcbes f

. o ) coincidences by studying the number of time-shifted ceinci
_chlrp gravitational waves from compact neutron-star hinar gent purst events, and look for a statistically significamess
inspirals [1P], quasi-monochromatic gravitational wairesn of coincident burst events at zero time shift. In light of the

pulsar J1939+2134 [13], and broad-band stochastic backjiscssion in the previous paragraph, our goal for the kearc

ground gravitational radiation_[14]. In all these analyses

well-defined astrophysical model was assumed. In this pap

(gresented here is to set an upper limit on the rate of excess co

hcident bursts, given the detectors’ level of sensitiditying

we report on a search (using the LIGO detectors only) for uns, o g1 run.

modeled gravitational wave bursts that might originaterfro

supernovae in our galaxy, mergers of binary stellar-mass sy
tems, gamma ray burst engines, or other energetic sourc
The waveforms of gravitational waves from such sources ar
poorly known, so we employ data analysis algorithms whic

can, in principle, identify bursts with a broad range of ploles
waveforms.

The first detection of gravitational wave bursts requiras st
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In order to interpret our upper limit on the rate of burst

or the detection of simulated bursts injected into the data

eEvents, we evaluate the efficiency of our search algorithms

pstreams, using simple, well-defined waveforms (Gaussians

and sine-Gaussians). We obtain curves of triple-coina@den
detection efficiency as a function of gravitational waveifor
peak amplitude at the Earth, averaged over source direc-
tion and incident wave (linear) polarization. We then com-
bine our gravitational wave burst rate limits with these-effi
ciency curves, yielding rate-versus-strength regions (tioa

the waveforms that we have examined) are excluded at the
90% confidence level or higher.

The paper is organized as follows. In secfidn Il we briefly
describe the LIGO detector array and the data obtained from
the first science run, with emphasis on those charactevistic
most relevant for a search for short gravitational wavetisurs
In sectio 1B we briefly describe the S1 run. In secfionlll C
we describe the data quality requirements that were applied
to the S1 data sample, and present the subset of the data used
for this search. In sectidnl!l we describe our data procegssi
pipeline, including the event trigger generation, evenogs,
and the time coincidence requirement. We present the sesult
of two independent pipelines, based on the burst deteckion a
gorithms discussed in sectibn1ll C. In sect[ad IV we estienat
the background (accidental coincidence) event rate. ltiogec
Mwe evaluate the efficiency for the detection of bursts mod-
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eled with simple ad hoc waveforms, and compare that wittcavity”). The average length of the arm cavities is used as a
expectations. In sectido VI we present our limit on the ob-frequency reference for the final stage of frequency stabili
served excess event rate. We combine this with our efficiencion [17]. Differential arm cavity length changes resultan
curves as a function of signal strength, excluding regions i small amount of light exiting the asymmetric port of the beam
the rate versus signal strength plane. We also discuss the maplitter; this constitutes the gravitational wave sigridie ef-
significant systematic errors in these measurements. We surfect of the arm cavities and power recycling is to increasge th
marize these results in sectibnVIl. Finally, we outline oursensitivity of the interferometer to gravitational wavgrsls.
plans to improve and expand our search methodology usinghe arm lengths and arm cavity finesse are optimized to min-
data from subsequent observation runs. imize various noise sources.
The mirrors of the interferometdr [20.]21] are suspended as
pendulums([22]. Active and passive vibration isolation-sys

Il. DETECTORS AND DATA SET tems [2B] are used to isolate them from seismic noise. Variou
feedback control systems are used to keep the multiple opti-
A The LIGO detectors cal cavities tightly on resonance_[24] and well aligned [25]

and to keep the Michelson interferometer on a dark fringe.
The L1 detector also employed feedforward control to com-
pensate for microseismic disturbanded [26]. When all lengt

laser interferometers. The LIGO Hanford Observatory Operde rees of freedom are under control and the control systems
ates two identically oriented interferometric detectotsali 9 ) o S . . y
e operating within their linear regime, the interferoenés

share a common vacuum envelope: one having 4 km lon rid to be “in lock”. During the first few minutes followin
measurement arms (referred to as H1), and one having 2 k - : 9 SO 9
the acquisition of a lock in any individual detector, the in-

long arms (H2). The LIGO Livingston Observatory operates a ) . : o
single 4 km long detector (L1). The two observatories are ap§trument typ|cally EXPETIENCES EXCESS NOISE due fo ”“?"9”9
proximately 3000 km apart, corresponding to 10 ms of Iightdown of mechanical resonances in the mirror suspensions tha
travel time. The detectors ,are approximately co-aligned, gwere excited by impulsive forces applied during the lock ac-

that a gravitational wave should appear with comparable siggu'S't'%n proct(ke]du(;e.t Atfter_ aII(I)Wlng _fotr tt‘wesfe resonagcc?.sﬂt]
nals at both sites. The principles underlying these lager-in amp gown, the detector Is placed into 'Sclence moce , the

ferometer gravitational wave detectors are discussedéh [1 data collected in science mode are available for gravitatio

A more detailed description of the LIGO detectors can pavave searches. Science mode continues until the interferom
found in [17] eter loses lock or becomes unstable for any reason. The grav-

These detectors aim to detect gravitational waves by inter'-tatlonal wave strain signal (referred to in this paper as th

ferometrically monitoring the relative separation of rong gravitational wave data channel) is derived f".)m the .eﬁ@‘v S
which play the role of test masses, responding to space—tim'?a?lﬂ?;t?ﬂi;ﬁi‘:g;ﬂi;?ﬁrﬁe‘j ;\olcé) rlg)tituozli:]haelodltftir-?j?ni?glt?:r:)n-
distortions induced by the waves as they traverse the detel : L ’ X g-to-dig

tors. The effect of a quadrupolar gravitational wave is - pr verter is used to digitize the (uncalibrated) strain sigtaa
duce a strain in space, impinging upon the detector and thurélte 0f 16384 Hz.

displacing the mirrors at the ends of the arms by an amour}t To tqalllbratetthg error S|gnal,dthe (;etzpc:‘nse toa kgown %'f'
proportional to the arm length. For gravitational waves in- erential arm strain is measured, and the frequency-degen

cident from directly overhead or below, and polarized alon pifect of the feedback loop gain is measurt_ed and compen_sated
the arms of the detector, the mirrors at the ends of the twd"" The laser V\_/avelength and the amplitude of the mirror
arms experience purely differential motion. Waves inctdend”\./e signal requwed.to move the mterfereryce patternubho
from non-optimal directions and/or polarizations can aiso 2 fixed number of fringes are used to calibrate the absolute

duce differential motion; the “antenna pattern” is dis@asi scale_ for st_rain. 'I_'he_ frequency_ response_of the detectar-is d
sectio YT ’ termined via periodic swept-sine excitations of the end tes

masses. During detector operation, the calibration iké&ec
by injecting continuous, fixed-amplitude sinusoidal exeit

All three LIGO detectors are orthogonal arm Michelson

Each interferometer is illuminated with light from a
Nd:YAG laser, operating at 1064 nf_[18]. Before the light

is launched into the interferometer, its frequency, aragkt it:]Onf’h'engomth”etuzgdoﬁﬁtesrgags ncz;)lgtzri(t)ltr?gsr:]een;;rirr]r?emoglrtr%rr-
and direction are all stabilized, using a combination oivact 9 P 9 X

and passive stabilization techniques [18, 19]. The lightist point. The.c_alibration procedure, and results, are desdriip
through a beam splitter towards both arms. In each arm, qrore detail in[[217. 28]

pair of mirrors (the “input test mass” and “end test mass”),

separated by 2 km or 4 km, form a Fabry Perot resonant op-

tical cavity with a finesse of approximately 220. Because the B. TheSlrun
Michelson interferometer antisymmetric port is held at ekda
fringe, and because the Fabry-Perot cavities are low-hsst By the summer of 2002, all three LIGO detectors were op-

of the light returning from the arms to the beam splitter nom-erating reasonably stably and with reasonable in-lock dyty
inally exits through the symmetric port of the beam splittercle. As discussed below, the strain sensitivities of akéhale-
back towards the laser. A “power recycling” mirror returgs i tectors were far from their design goals, but were nonesisele
resonantly, to the interferometer (forming a “power regyg!  sensitive to gravitational wave bursts from energetic &van
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C. Data preselection
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The data processing pipeline described in se€fidn 11l makes
use of many adjustable parameters that can be tuned to opti-
mize the search effectiveness. We performed these optimiza
tions on a subset of the S1 data that was reserved exclusively
for the purpose, and then not used further in the generafion o
scientific results. We called this reserved data set they“pla
ground” data set. It was chosen to be about 10% of the total

N Sensitivity goal for 4km available triple coincidence data. The choice of which data
i E include was made by hand, to include as much variety of data
quality as possible. The same playground data set was used

23 . y for both the burst search and the search for inspirallingiyin
10 Frequency (Hz) 10 neutron stard [12]. This tuning procedure is describeddn se
tion[ Further, the data processing pipeline analyzguler
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FIG. 1. Typical sensitivities of the three LIGO detectorsidg the  qincidence data in six-minute stretches, for conveniénce
S1 data run, in terms of equivalent strain noise amplitudesitie

The points are the root-sum-square strdin, () of sine-Gaussian data handling. Lock stretches that were less than six msnute

bursts for which our TFCLUSTERS analysis pipeline is 50% effi long, or data in the last 6 minutes .Of a longer IOCk.StretCh’

cient, as reported in sectifiy B. were excluded from further analysis. After exclusion of the
playground data and these lock stretch boundaries, 8018 hou
of triple-coincidence data remain.

our Galactic neighborhood. The LIGO Laboratory decided
that it was an appropriate time for the first Science Run, S1. \1,ch effort has gone into improving the stationarity of the

The S1 run consisted of a 408 hour continuous period fromyaistical properties of the detector noise, and undedita
August 23 through September 9 of 2002, during which datgne nojse fluctuations. However, both the detectors’ resgsn
were collected from all three LIGO interferometric det@sto  5nd their noise levels, were far from stationary, largely be

The state of each of the detectors and the quality of the datgy;se the control systems were not yet completely imple-
being logged was continuously monitored through automateghented. In order to ensure that the data used for this burst
and manual procedures. As discussed above, in order t0 hgarch are of the highest available quality, we excludekbigc
sensitive to gravitational waves, the detectors must beiin s giretches in which the noise in the gravitational wave chan-
ence mode. Environmental disturbances and various instrysg| exceeded a pre-determined threshold. The band-limited
mental instabilities make it impossible to maintain loclakt root-mean-square (BLRMS) noise power in the gravitational

times, reducing the effective observation time of the ruar-D  \yaye channel was monitored continuously in four bands (320
ing S1, the science mode duty cycles of the three detectors 400 Hz, 400 — 600 Hz, 600 — 1600 Hz, and 1600 — 3000
were 41.7% for L1, 57.6% for H1, and 73.1% for H2. The yz)  \whenever the BLRMS over a six-minute interval for

burst search reported here makes use of the data when all thr§ny detector in any of these bands exceeded a threshold of 3

detectors were in science mode simultaneously, comprisingmes the 68th percentile level for the entire run (10 tins f

95.7 hours, or 23.4% duty cycle. the 320—-400 Hz band), the data from that six-minute period
The strain sensitivity of the LIGO detectors is a strong func \ere excluded from further analysis. A total of 54.6 hours of

tion of gravitational wave frequency. In this analysis, Wetriple-coincidence data remains after this “BLRMS cut”. A

focus on a “detection band” of best strain SenSitiVity, fromsufﬁcienﬂy Strong gravitationa| wave burst Could tnggbe

150 to 3000 Hz. Figurkl1 shows amplitude spectra of straing| RMS cut and thereby prevent its own detection; the re-

equivalent noise, typical of the three LIGO detectors dyirin qujred amplitude is calculated in sectiGy B.
the S1 run. The LIGO design strain sensitivity is also indi-

cated for comparison. The differences among the threerspect

reflect differences in the operating parameters and hasmlwar As discussed in sectidi 1lA, the response of the detectors
implementations of the three instruments; they are in wa&rio to gravitational waves was tracked by injecting sinusodddit
stages of reaching the final design configuration. All detesct bration excitations into the end test mass control syst&nus.
operated during S1 at lower effective laser power levels thato technical difficulties, these calibration lines were reii-

the eventual level of 6 W at the interferometer input. Otherable or available during some data taking periods. In order
major differences between the S1 state and the final confige ensure that all the data used in this search represent ob-
uration were partially implemented laser frequency and amservations from detectors with well-understood respothesis,
plitude stabilization systems and partially implementiéghas ~ that show no, or anomalously low, calibration lines were ex-
ment control systems. Because of these conditions, thia stracluded from further analysis (the “calibration cut”), |éay
sensitivities of the three detectors were far from the desig 35.5 hours of triple-coincidence data remaining. This & th
sensitivity (see Figurd 1). final data sample used to search for gravitational wave furst



Ill.  THE DATA PROCESSING PIPELINE Event triggers from the single-detector steps of our piyzeli
are mostly due to detector noise. The independence of noise

In the analysis presented here, the purpose of the data prifiggers at the two LIGO sites is an important assumption in
cessing pipeline is to identify candidate gravitationaveva this analys!s. The largest sources of noise above 100 Hz are
events in the data from all three detectors in coincidence. |9enerated internal to the detectors and are thus uncauelat
this section, we discuss the procedures and algorithms uségvironmental disturbances can produce bursts of noige tha
to identify coincident burst event candidates, the tunifig o cause triggers, and these can be coincident between the two
the most important parameters, and the procedures used $§€S within thet10 ms grawtatlonal wave travel time if they
estimate the accidental coincident burst event rate. The efPropagate electromagnetically. Auxiliary sensa@g( mag-
tire analysis procedure, parameter tuning, event progstty netometers) monitor the environment and their inter-site ¢
mation, and all other optimizations were developed usireg th felations have been studied. Inter-site disturbancesadce-c
playground data (sectig@Il C), and frozen before applyireg t Iated_r_10_t to be important until the detectors are close t(ngs
analysis to the full S1 data set. In the process of analyzingens't!v't}" and our studies of S1 data have not found evielen
the full data set, it became clear that many of the procedurd®" coincident noise bursts even for H1-H2 where the coin-
and tunings were less than optimal, for a variety of reasonsC.'_dem location increases the_susceptlblllty to environtak
We present the results of this first analysis in this paped, andlstu_rbances. There does exist some coherence betV\_/een the
intend to apply improved methods and optimizations (see se@ravitational wave channels from the three detectors &icer
tion[VIIE) to the analysis of future data sets (which will leav frequenciesi[14], but there is no evidence that this coutei®

much greater sensitivity to gravitational wave bursts). to coincident noise bursts.
Gravitational wave burst events detected at the two LIGO

sites will be correlated in time. We can evaluate the meamn rat
A. Pipeline overview of background events by measuring the mean rate of events

that pass our coincident step after we have artificiallytetif

in time all the event triggers identified in one of the detexito

Figure[2 shows, in graphical form, the data processin : o .
pipeline used in this analysis. Most of the figure is used t(g}orexample, L1. This backgroundrate estimation is deseib

schematically illustrate various steps in the pipelineré of n 'szgctlllorijtﬂ.d termine the effici f the d .
the interferometric detectors (H1, L1, or H2, genericady r inally, to determine the efficiency of the data processing

ferred to here as IFO-1). The analysis pipelines of the othePipeline to the detection of strain events incident on thedle

two IFOs (IFO-2 and IFO-3) are not shown in detail becausd®” &fay we add simulated events, of varying waveform and

they are identical to the first. The first step in the pipeline2MPitude, to the input data stream and measure the fraction

(“Band limited RMS & calibration cuts”) validates the stnai identified as event trigger_s ir_1 each detec_tor_. Knowin_g the de
channel data used in the analysis; only validated datai¢sect tectors’ sensitivity to grawta_'uonal waves incident frm_m‘er- .
[TT) taken at times when all thre'e detectors were operatin nt directions we can combine the results of these simulgtio
simultaneously in science mode are used in this analysis. Th 0 determine the mean efficiency for detection of graviteio

step establishes the accumulated observation time, ¢infige wave burst events mpldent on th? detector array. The effi-
for the analysis. ciency determination is described in secfidn V.
The next steps in the pipeline (“Prefiltering & whitening”)
take as input the raw gravitational wave channel data from o
each detector, and prefilter the data stream (seiciion |TBg. B. Prefiltering
following step (“Burst event trigger generation”) searsiier
bursts in the filtered data stream using two different buestd  The event trigger generators we employ are designed to
tection algorithms (sectidIMIC), resulting in a setexfent  process data with a white noise spectrum (constant power
triggers at each detector. All data were processed in nonspectral density as a function of frequency). The raw grav-
overlapping segments that were six minutes long. itational wave data from all three detectors during S1 are
Our pipeline allows for the elimination of event triggers strongly colored, consisting essentially of randomly fliadt
that are coincident in time with anomalous events in auyilia ing noise with a strongly frequency-dependent power spec-
channels that monitor the detector and the environment (séeum. These data can be converted to a noise equivalent strai
“Auxiliary channels” path and “Single IFO analysis” gate in signal through a response function which is also strongly
Fig.[@d). The consideration of these potential vetoes will befrequency-dependent, and which is determined through the
described in sectidn1IIE. calibration procedure described in sectidn Il. The noise al
Real gravitational wave bursts will cause a nearly simulta-contains unwanted features such as spectral lines asswciat
neous response in all three detectors, so in the next step weth interference from the 60 Hz power mains, mechanical
require temporal coincidence of single-detector evegyysis  resonances in the detector components, and other imperfec-
(“Multi-IFO analysis” block in Fig[R). We select as “Event tions.
candidates” only those combinations of single-detectenev For the analysis presented here, the data from the gravi-
triggers that are consistent with originating from a sirgéne  tational wave data channel are passed through a linear filter
gravitational wave burstincident on the detector arragt{ise ~ consisting of a 6-th order Butterworth high-pass filter with
[IE). 150 Hz cut-off frequency to suppress large noise fluctuation
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FIG. 2: Schematic outline of the S1 bursts analysis pipeline

which were apparent at lower frequencies, and a whiteningjstical characteristics of detector noise and thus mightb
filter to flatten the noise spectrum at frequencies above 15@ravitational wave origin. These algorithms are impleradnt
Hz. Because of the high-pass filtering, we are insensitive tavithin the LIGO Data Analysis System (LDAS [34]) environ-
Fourier components of a gravitational wave burst below 150nent.
Hz. The whitening filters are determined using data taken jus The following discussion of theLOPEandTFCLUSTERS
prior to the S1 run, and are different for each of the three deayent trigger generators describes and specifies the paame
tectors. No attempt has been made to incorporate the wariati that can be adjusted in order to optimize the performance of
of the noise power with time, or to otherwise optimize the fil- the algorithms. Some of the parameters can be established
tering. Further, no attempt has been made to remove spectigdihout reference to the data, since they effectively deiee
lines from the data stream or suppress their effect on theteveine response of the algorithm to the duration (4 ms to 100
trigger identification. Itis likely that such pre-processivill ~ mg) and frequency band (150 to 3000 Hz) characteristics of
be necessary for future, more sensitive searches with LIGGhe pursts that are targeted in this search. Others have been
data [25]. optimized using the playground data defined in se€fiah ItC. |
The impulse response of the prefilter used for this analyis assumed that no (or very few) real gravitational wavetsurs
sis has a strong ringing, extending to 40 ms. As a result ofvere present in the playground sample. All parameters were
this ringing, the event trigger generation algorithms gggpe  fixed prior to the processing of the full data set, in order to

an impulsive event in the strain channel as a cluster of saveniminimize the chance of bias in event trigger generation.
over a long period of time compared to both the sample rate

. : ) "~ The parameter optimization, especially the choice of
and the light travel time between the_detect_ors. This has Irnt’hresholds, is guided by competing demands. Lower thresh-
portant consequences for the event trigger time resolatioin

. o : S olds on excess power or amplitude variations result in highe
the time coincidence of event triggers generated in differe P b 9

X . rates of event triggers caused by noise fluctuations, bat als
detectors, as described in secfionlil F below [29]. result in higher sensitivity to gravitational wave bursihe

criterion we adopted consists of minimizing the upper limit
for a suite of simulated gravitational wave bursts, descttiin
C. Event Trigger Generation sectiorY. This minimization was applied to the playground
data set where no triple coincidence event was found after th
We use two different techniques to identify event triggersthresholds were fixed. This was consistent with a goal of ob-
from the prefiltered gravitational wave data channel at eaclining a total number of accidental coincident triggersief
detector. One technique, which we refer tsa©PE is based der unity, when extrapolated to the remaining 90% of the full
on Refs.[30[31]. The second technique, which we refer to a§1 data set.
TFCLUSTERSis described in Refd_[B2, B33LOPEandTF- Nevertheless, the playground data did not adequatelyrepre
CLUSTERSare two different approaches to identifying and sent the full S1 data set, and a variety of additional efféots
selecting infrequent transient events that do not sharstthe cluding the ringing in the prefiltering, as discussed inisect
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[IB] resulted in imperfect optimization of the data prosiegy  of the spectrogram. Processing one frequency band at a time,
pipeline for both event trigger generatdrs|[29]. Therefthie  the power measurements are fit with a Rice distributioh [35].
resulting number of estimated accidental coincidencetsvenGiven this fit to the data, the Rice distribution is integdate
was somewhat larger than one, as discussed in sdcfioh 1V fZom a powern to infinity, andy is varied until the integral
and Tabldll. is equal to a certain pre-defined fractipn All the pixels of
the spectrogram with power larger tharare then labeled as
black pixels while pixels below the threshold are labeled as
1. SLOPE white pixels. The procedure was repeated for all the frequen
bins in the spectrogram. The numbeis called theblack

The SLOPE algorithm identifies candidate gravitational Pixel probability in the absence of signals, any pixel in the
wave bursts via a threshold on the output of a linear filterSP€ctrogram has, to a good approximation, an equal and inde-
applied to the prefiltered gravitational wave data in theetim Pendent probability of being black, in each frequency band.
domain. We choose a filter that is essentially a differentiaBecause of this procedure, the effective threshold forkblac
tor (in time), and trigger on a slope in the data stream wtdch i Pixels varies in response to changing detector noise letveds
(statistically) inconsistent with expectations from veh@aus-  threshold is “adaptive”, as opposed to the fixed threshold em
sian noise. Th&LOPEalgorithm is most sensitive when the Ployed in the SLOPE algorithm.
detector noise in the strain channel is whitened. The black pixels are then clustered, to look for bursts of

The parameters of thel OPEfilter have been tuned so that €xcess power in a limited region of the time-frequency plane
its highest sensitivity is for bursts in which the signal am-Two levels of clustering are used By CLUSTERS based on
plitude is increasing linearly with time for ten data sansple & study of simulated bursts with varying waveforms. First, a
(10 x 61usec). The response of the filter to sine waves risescluster is defined as the set of all black pixels which has at
with frequency from zero at DC, reaching its first and highest€ast one black nearest neighbor (i.e., was touching a black
maximum at 1.1 kHz. Above this frequency, the response oPixel by an “edge”) in the set. All clusters containing atdea
the filter falls off, passing through several zeros and seapn ~ five pixels are declared significant in this analysis. Second
maxima. Its 3 dB bandwidth is about 1.4 kHizI[29]. clusters which are not significant according to the lattéeer

The filter output is searched for extrema indicating the-presfion are paired together. If the clusters in a pair are closer
ence of bursts. The peak search algorithm compares each sigach other in the time-frequency plane than a certain distan
cessive filter output value with a threshold. If a filter outpu threshold, the pair of clusters is declared significant.
value is found to exceed the threshold, then that point and Clusters satisfying the first clustering condition on the ra
some number of output filter value after the first point exeeedsize of a cluster are counted as event triggers. For clusaers
ing the threshold are further analyzed. For the analysis corisfying the second clustering conditiogeneralizecclusters
sidered here, 49 output filter values including the point thaare formed by linking all the clusters which satisfy the dis-
passed threshold are examined, a time interval of 3.0 ms. THance thresholds, and these generalized clusters areecbast
output filter value having the highest value in this time inte €venttriggers. For each event trigger, the time and frecpuen
val generates a Sing|e trigger_ The amp"[ude of the triggﬂr intervals over which the cluster extends, the total amotint o
time of the trigger are written to a trigger database. Fos thi Power in the cluster, and the number of pixels it contains, ar

analysis, the threshold was fixed and did not adapt to chgngirstored in a database. The total power in each cluster is a mea-
noise levels/[29]. sure of the signal-to-noise ratio for the burst event. Itdk c

culated without reference to the response of the detector to
gravational wave bursts, so its relationship to the stieioft
2. TECLUSTERS the burst depends on the detector and frequency band.
The black pixel probability is tuned as described above.
The values are different for the three different detectoi a
vary from 0.02 to 0.05. The total power in the cluster

time-frequency plane where the power is not consistent wittS "€duired to exceed a pre-determined threshold in post-
the expectations for stationary, colored Gaussian noide T Processing; this is effectively a cut on the signal-to-aeéatio

TFCLUSTERSalgorithm is described in detail i [33], and for the burst event. The threshold on the power is the same

various aspects of its implementation for real data are dis]iorall three detectors, in order to obtain rates for falszige)

cussed in[[32]. The implementation ECLUSTERSused triggers which are roughly the same for all three detectors.
for our analysis is described below.
The data from a six minute long segment are first prefiltered
as described in sectidIlB. A time-frequency spectrogram D. SLOPEand TFCLUSTERS event triggers
is constructed from 2880 periodograms calculated from 125
ms long non-overlapping subsegments of the six minute long Figs.[3 and¥ show histograms 8L OPEand TFCLUS-
segment[29]. TERS event triggers before and after the application of the
A first level of threshold is applied to the spectrogram, re-BLRMS and calibration cuts described in sectionlilC. The
sulting in a high-contrast pixelization. 2880 differentane horizontal axis in these histograms is a measure of the ampli
surements of the power are available for every frequencg bantude or power of the excess signal identified by 81€OPE

The TFCLUSTERSevent trigger generator is a detection
algorithm which identifies connected regiortdugtersg in a
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FIG. 3: Histogram of SLOPE event triggers from the three LIGO FIG. 4: Histogram of TFCLUSTERS event triggers from the ¢hre
detectors, before and after the BLRMS and calibration cuts. LIGO detectors, before and after the BLRMS and calibratiats.c

or TFCLUSTERSalgorithms, respectively. These measuresthis burst search. The most promising vetoing channelseain th
are indeed proportional to the true amplitude or power of &S1 data are interferometer sensors that are closely raiated
detected gravitational wave burst, as demonstrated ifosect the gravitational wave channel. While we investigated a-num
M However, no information about the detectors’ calibratedber of such channels and methods for identifying veto Gater
response functions is used in forming these measures, so tiethe end we concluded that further study was needed before
proportionality constant is different for different waeefns,  any of these could safely be used to exclude data from analy-
detectors, and data epochs (and is taken into account in tteis. Further, employing the identified vetoes would haveenad
evaluation of the detection efficiency, sectloh V). The lowe a negligible difference in the results of this analysis. o
limits on the horizontal axis in these histograms correspon this analysis, we apply no vetoes based on auxiliary channel
to the threshold applied to that event trigger for input ithte
next step in the data processing pipeline (triple coinaggn

F. Coincidence

E. Auxiliary Channel Vetoes The final stage of our data processing pipeline brings to-
gether the event triggers generated by a particular evignt tr
Environmental disturbances and detector instabilitieddco ger generator (eitheBLOPEor TFCLUSTERS and assem-
also produce event triggers. We collect data in a large numbéles a smaller list of coincident event trigger triplets. cka
of auxiliary channels which monitor the detector and tha-env triplet consists of an event trigger from each detector diecat
ronment, in order to look for time-coincident bursts andsthu cur within an interval consistent with their origin in a sieg
form vetoes for such false triggers. Our pipeline has thecap gravitational wave burst. These triplets are the eventieand
bility to search for such bursts in auxiliary channels, aatbv  dates that form the basis for our determination of bounds on
an eventtrigger if itis time-coincidentwith such a bursagi  the rate of gravitational wave bursts incident on the Earth.
neering runs performed prior to the S1 run indicated that suc Temporal coincidence is the most obvious application of
vetoes could be very efficacious, reducing the rate of falseoincidence for selection of gravitational wave eventsexd
event triggers with minimal loss of livetime, due to clearly clusion of noise events. The LIGO detectors are approxi-
identifiable instabilities in the detectors. However, otfese  mately co-aligned and co-planar. As a result, they all sense
instabilities were identified, they were eliminated thrbuig-  approximately the same polarization of any incident geavit
proved instrumentation, resulting in much improved sigbil tional wave. Correspondingly, all estimated parameteteef
during S1. After careful study, no vetoing criteria usingcau burst (such as strain amplitude and frequency band) sheuld b
iliary interferometer and physical environment monitoaoh  up to uncertainties in the estimation, the same for all tdeee
nels are found to be especially efficacious in the S1 data, falectors (after accounting for the differences in the detesct
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sensitivities). In the analysis presented here we reqaire t where “something unusual” has happened simultaneously at
poral coincidence (to an appropriate precision) for both th multiple detectors, we want to cluster these sets of closely
SLOPEand theTFCLUSTERSpipelines. Additionally,TF-  spaced events.

CLUSTERSevents are also characterized by frequency infor- - clustering takes place only after the time coincidence. step
mation; we require consistency between the frequency bandge require a minimum separation in time between distinct
in a coincident triplet (sectidQ1ITH3). No attemptis made t coincident trigger triplets, of 0.5 seconds; triplets that sep-
require coincident eventtriggers to have consistent d0Bs  arated in time by less than this amount are clustered togethe
and waveformd[29]. into one clustered event triplet (event candidate). Theéaeho
In the remainder of this section we describe in greater detapf the clustering window is based on the study of noise trig-
the elements of the data processing pipeline coincideege st gers and simulated bursts (secfi@@V B). In HeCLUSTERS
pipeline, 0.5 seconds is the width of the coincidence win-
dow between triggers from the three detectors. InShePE
1. Temporal coincidence pipeline, the coincidence window of 50 ms is too small a sep-
aration to avoid ambiguities in the definition of clusterslan
Gravitational waves arrive at the Earth as plane wavesn the event counting, so we use 0.5 seconds for consistency
Since gravitational waves are assumed to propagate at thwith the TFCLUSTERSpipeline Eb].

speed of light, the interval between eventtriggersin tifedi Al triggers in the cluster are assumed to originate from
ent detec_tors_should be no more than the greater of the Ilgmne burst event. Guided by simulation studies (sefan V B),
propagation time between the detectors and the uncertaintiie start time, frequency band, and amplitude or power of the

in the arrival time determination of a prototypical burss@s  event is taken to be that of the trigger with the largest ampli
ciated with the event trigger generator. Different timin@ u  tude or power in the cluster.

certainties are associated with different event triggerege-

tors. Correspondingly, we use different window duratioors f

SLOPEandTFCLUSTERS Given a window, we compare the

start times of the event trigg(_ars generated ir_1 each of thethr 3. TFCLUSTERSrequency cut

detectors. We form aevent trigger tripletor triplet for short,

from all combinations of H1, H2 and L1 events whose start o _

times all lie within the window duration. For TFLUSTERS we apply one more criterion in the coin-
As described in sectidiIIIB the input to the event trigger¢idence step of the pipeline. A triplet of event triggersttha

generators is processed through a high-pass filter that rarfjises from a single gravitational wave burst incident dn al

strongly. As a result of this ringing, impulsive events leadtNe detectors should have consistent values for the estimat

to a train of multipleSLOPEtriggers, with a total duration of Parameters of the burstrFCLUSTERScharacterizes each

approximately 40 ms. We add 10 ms to this, corresponding t§urst event trigger by its bandwidth: the low and high fre-

the light travel time between detectors, to determine a 50 m§uency bound fiow, fhigh) of the cluster identified in the time-

window for temporal coincidence &LOPEevents|[29]. frequency plane. When multiple triggers from one detector
As described in sectiof T 2TFCLUSTERSwas tuned are clustered in time as described in secfion Tl F2 above,

to a natural time resolution of 125 ms, much larger than thd€ inclusive frequency band for that clustered event &igg

light travel time between the detectors. On the basis ofietud IS formed. FOITFCLUSTERStriggers only, we require that

which indicated a larger range of trigger time differencass f the frequency bands of the clustered event triggers frorh eac

simulated signals, we expanded this and use a 500 ms windofiFtector in the triplet either overlap, or are separateden f

to determine triplets of temporally coincidenECLUSTERS ~ Yuéncyspace by no more than a fixed windowhgf = 80 Hz,
eventsl[_2|9]. based on studies of the simulations described in selciioh V B.

2. Clustering
IV. BACKGROUND AND SIGNAL RATES

The next step in the multiple-detector coincidence anslysi
is to clusterthe events from each detector (this is unrelated to The data processing pipeline (sectlon Ill) generates back-
the pixel clustering that forms the heart of thECLUSTERS  ground event triggers originating in noise level fluctuasian
event trigger generation, sectibnII[C 2). Both theCLUS-  the detectors, due to random processes or environmental or
TERSand theSLOPEevent trigger generators often associateinstrumental disturbances. Our primary means to rejedt suc
several event triggers with the same “burst” feature. Fer inbackground event triggers is temporal coincidence between
stance, the ringing of a 1 ms Gaussian due to the detectdihe three detectors in the LIGO array (seclianlll F). To the
response and the prefiltering of the data (sediionllll B) carextent that noise fluctuations in each of the detectors are ra
produce several closely spaced event triggeFRCLUSTERS  dom, uncorrelated, and follow Poisson statistics, the arjm
often associates multiple triggers with the same broadbanidackground comes from accidental coincident events, and th
event, all with the same start time but different frequencyaccidental triple-coincidence rate can be predicted frben t
Since we are interested in the identification of time intkyva observed instantaneous single-detector event rates.
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A. Background estimation

LLO-4km (L1)  X*/NDF = 90.2/ 91

We have chosen to tune our event trigger generators (using
the playground data sample) so as to produce an estimatecg
accidental triple-coincidence rate of one event over thigeen e
S1 observation time, as discussed in sedfionlll C.

Again assuming no correlations between noise fluctuations
in the three detectors, we can indirectly measure the rate
of accidental triple-coincident events from triple-cdgence ;
rates when artificial time shifts are introduced betweeglsin
detector event triggers.

Such time shifted triple-coincidence events are free of con
tamination from true gravitational wave bursts (assumirag t
such bursts are rare), and thus are an unbiassed estimate ¢ 10
the accidental triple-coincidence rate. The distribufiothe :
number of time shifted triple-coincidence events should fo X, | LHO2km (H2)  XINDF = 429.2/91
low a Poisson distribution. These distributions can beditte ! ’
obtain the expected number of background events for use in
our statistical analysis.

The time shifts should be larger than the maximum dura-
tion of a real (noise-induced or gravitational wave-indijce
detectable burst, or else the events will be correlated and
will not obey Poisson statistics. The time shifts shouladals
be shorter than the typical time scale over which the singleFIG. 5: Histograms of the time delay between consecutiveitsve
detector event rates vary substantially, so that the numiber inthe TFCLUSTERS event trigger generation, for the L1, Hid a
events for different time shifts will be Poisson distribdifer ~ H2 detectors. The curves are components of fits to the disioifis
a quasi-stationary process. that in_corporate the expectations for short time delayatatipns and

To establish a lower limit on the time shift required to long time delay random, uncorrelated events. The vertiaahdd

ensure uncorrelated noise event triggers, we histogram tHioes indicate the time delay beyond which consecutive &vare
consistent with being uncorrelated.

time delay between consecutive events in the three detgctor
shown in Fig[b for theTFCLUSTERSevent trigger genera-
tor (the distributions are similar for tf@LOPEevent trigger . ) ) . .
generator). The distributions of delay times follows the ex ~We have performed multiple time-shift experiments with
pected exponential form for delay times exceeding 8 second$€ SLOPEand TFCLUSTERSevent trigger generators be-
(vertical dashed lines), for all three detectors. Any reald tween the Livingston and Hanford sites. The resulting numbe
auto-correlations present in the data will rapidly decaydie-  Of time-shifted triple coincident events from 24 such exper
lay times exceeding 8 seconds, and in the case of mafy ( Ments in the{—100, 100] second range with 8 second steps
time-shift experiments, their potentially biased conitionto ~ are shown in Fig46 arld 7 faiFCLUSTERSandSLOPE re-
the Poisson estimate reducelasy. spectively. The distributions of background events for2he
The assumption that noise fluctuations are uncorrelate§on-zero time shifts (lower plots in Figs. 6 aid 7) are fitted
between detectors is questionable for the two detectors cdVith Poisson predictions and are found to be consistent with

located at the Hanford site [36], H1 and H2. Indeed, there exthe expectation from Poisson statistics. Averages anc&ois
ists evidence for short-term, narrow-band correlationthen ~Mean values for different step and window sizes vary by less

noise power between the H1 and H2 detectors associated withan 0.5 events.
power line harmonics, as well as correlations between L1 and In estimating the background rate, we have considered time
H1 or H2 associated with harmonics of the data acquisitiorshifts between 8 seconds (to avoid correlated events; see
buffer rate [14]. The power line harmonics integrate awayFig. @) and 100 seconds (to minimize dependence on any
over long time scales, and the data acquisition buffer rate h non-stationarity in the instantaneous event rate). Theg t
monics only appear after long integration times. Itis thersh  shift measurements yield estimates of the number of acci-
term correlations that concern us here. We have found no délental triple-coincidence (background) eventsfor the TF-
tectable evidence of short term correlated noise fluctnatio CLUSTERSand SLOPEevent triggers. Because these mea-
associated with these sources of narrow-band correlations surements can be made with many, statistically-independen
In order to account for any potential correlations in noisetime shifts, the resulting statistical errors on thesenesties
fluctuations between H1 and H2, we have performed our timeare small.
shifted coincidence measurements by shifting the time be- The presence of any remaining non-stationarity in the back-
tween event triggers found in the L1 data and those found iground event rate, however, will result in errors in the back
the H1 and H2 data, while keeping zero time shift between Hlground rate estimation. In fact, the instantaneous evigiger
and H2. rate is observed to vary for both event trigger generatdns. T

LHO-4km (H1)  x?/NDF =110.1/ 91
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25 within that segment, the singles rate varies markedly, ntaki

20 it difficult to reliably estimate the background rate. Foisth

15 reason, we choose not to use 8180 PEpipeline to set a limit

10 ] el on the rate of gravitational wave bursts|[29].

11 11! It should be noted that before these coincidences and back-
ground rates were available, we decided to set our upper lim-

080 80 40 20 0 20 20 80 80 100 its using the results from the event trigger generator which

yielded the better efficiency for detecting gravitationawe

bursts, as measured by our simulations. For almost all wave-

forms this turned out to be theFCLUSTERSpipeline (see

sectior\/Ib). Thus, even if the background rate (and thus the

rate of excess triggers) from tisge OPEpipeline could be re-

liably estimated, the primary results from this search doul

4l still be based on theFCLUSTERSpipeline.
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detected events B. Signal candidate estimation

FIG. 6: Time-shifted triple coincident events from TFCLUBRS An excess in the number of caincident (zero-time-shift)
event triggers, as a function of an artificial time shift ottuced be- ~ €VeNts over the estimated background can be estimatest stati
tween the Hanford (LHO) and Livingston (LLO) sites. Top: Num tically. Here we make use of the unified approach of Feldman
ber of events versus time shift, in 8 second steps; the poin¢ra ~ and Cousins[[37]. This approach provides an unambiguous
time shift is the number of true triple coincident events.ttBm:  prescription for establishing a statistical excess of sigan-
Histogram of the number of time-shifted coincident eventith the  didate events at a specified confidence level (that is, a lower
Poisson fit overlaid (the zero time shift point is excludef.both limit to the confidence interval that is greater than zeraw+
plots, the error bars are Poissonian. ever, as discussed in secti@n I, we have not yet charaaterize
our detectors and data analysis procedures sufficientlytavel

8k claim that any such excess is a detection of gravitationaéwa
2 Z% bursts. We therefore use only the upper endpoint on the confi-
S 5 dence interval for the number of signal candidate eventstto s
B 4E an upper limit on the rate of gravitational wave bursts.
s g Starting from an observed number of eventand an esti-
g 1% % l % % % mate of the number of background events, we build confi-

900 80 60 40 20 0 20 40 60 80 100 dence bands for the number of signal evemgsaccording to

LHO-LLO time shift [s] the formula:
n2

k%) 125 Z p(n())HSJrHB > «, (41)
g 10 E - nog=ni
= 8F
% 2; \ wherep(n) .+, 1S the Poisson probability density function
[ -
E L \\ e~ (us+um)

0 ! P(M)pstpps = (s + pB)" ———. (4.2)

0 2 4 6 8 10 12 14 n!

detected events The sum extremes,; andns, are chosen according to a like-

lihood ranking principlel[37]. In our implementation, we-as
FIG. 7: Same as Fifll 6, but for the SLOPE event trigger geoerat  SUMe both signal and background are Poisson distributed. We

report confidence bands far= 90%, 95%, and99%.

We account for the statistical error on the background es-

variability of the trigger rate is sufficiently severe feLOPE  timation following the method described in 48] 39], where a
that the background rate estimation is deemed unrelialge. B Gaussian background uncertainty is folded in the formaiati
cause of the fixed (non-adaptive) threshold employed in th@f the probability density function. We replap@n),.s +,.; in
SLOPEalgorithm, the trigger rate of the individual interfer- EqnIZ1 with
ometers varies by more than a factor of one thousand, some-

(np—np)?

times on timescales of 10 seconds or less. All five events of (n) _ 1 o (n) . 2T du
the zero time lag coincidences and most of the time-shifted 4\'"/#s+#1s = V2rogs Jo P s +uig ol
coincidences in Fidd7 come from a single 360-second seg- (4.3)

ment, corresponding to a coincidence of data segments fromhereo s is the estimated background error. This marginal-
three interferometers with very high burst singles rate®erE ization, performed through a Monte Carlo calculation, isdis
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in the construction of confidence bands for the estimatekl-bac far upstream in the pipeline as was practical (after dataiacq
groundup + op. sition and ingestion into the LIGO Data Analysis System).
The same data that were used to search for coincident bursts
(sectiondI @) were also used for these simulations; and, for
C. Eventrate bound the purposes of these simulations, these data are assumed to
consist entirely of noise (no real gravitational wave barst
Tabled shows the number of coincident events, the estipresent). Approximately 20% of the S1 data was used for
mated number of accidental coincident events (backgrqundjhese simulations, spanning the entire data run uniforimly,
and the confidence bands that we find at the 90%, 95%, angrder to fairly represent the noise and detector sengiivit
99% confidence levels on the number of excess events artiroughout the run.
the event rate (over 35.5 hours of S1 observation time)gusin  We present the results for the efficiency determinations for
the TFCLUSTERSevent trigger generator pipeline. The up- bothTFCLUSTERSandSLOPEevent trigger generators, even
per bounds of the confidence bands are taken to be the uppéaough (as noted in sectid@IMA) we do not uSeOPEto
limit on the number of signal events, at that confidence levelderive a final limit on the rate of gravitational wave bursts.
At the 90% confidence level, the search yields an upper limit
of 2.3 events in 35.5 hours. As discussed in sedfionllV A, be-

cause of the variability of the event trigger rate in $1e0PE A. Waveforms
pipeline, we choose not to use it to set a limit on the rate of
gravitational wave bursts. The astrophysical origin, and waveform morphology, of the

gravitational wave bursts we search for in this work are a pri

TABLE I: Confidence bands on the number of excess events in thg.ré unléno_mn. A.br?a(? range OI: Sl.gn?ll Wavgform(js were con-
S1 run (35.5 hours of observation time) from the TFcLusTERsSIdered. These include astrophysically-motivate waveso

pipeline. such as the results of supernova simulatiéns[[40, 41], as wel
— as ad-hoc waveforms such as Gaussians, damped sinusoids,
Coincident events 6 sine-Gaussians, Hermite-Gaussians, and others. Guided by
Background 10.1+0.6 the simulations in[[4d_41], we have endeavored to be sensi-
90% confidence band 0 — 2.3 tive to any waveform that adds excess power (over that of the
95% confidence band 0 — 3.5 detector noise) in the LIGO S1 sensitivity band (150 to 3000
99% confidence band 0 — 5.9 Hz), with durations between 4 ms and 100 ms.

In order to evaluate our sensitivity to such bursts, we must
|model the waveforms in some general way. For the results
yses, the number ofFCLUSTERSevents at zero time lag is presented here, we have chosen to focus on two classes of ad

somewhat low (TablB | and Fif] 6). None of the events dehoc WaYeforF“S’ which we regard as ‘surrogates” for real as-
tected bySLOPEwere detected byFCLUSTERS This is not trophy_5|cal signals. The first are broad-band, limitedadion

in itself surprising, since the two event trigger generatave Gaussians of the form

different sensitivities to different waveforms, but it daadi- _ 2.2
cate that none of the events were far above threshold for that Wt + to) = hoexp (~°/7%), ®.1)

trigger generator, since the largest differences in effyde-  \yith varying peak amplitudé,, peak timety, and duration

tween the two event trigger generators was approximately & (rig.[). The second are narrower-band, limited-duration
factor of 6 (sectio D below). The probability of obtaining gjne-Gaussians of the form

six or fewerTFCLUSTERSevents, given our estimated back-
ground, is approximately 12%. We found no reason to sus- h(t 4 to) = hosin (27 fot) exp (—t*/7%) . (5.2)
pect any systematic errors in our background estimate f®r th
pipeline. Alternative methods of estimating the backgun The duration of the sine-Gaussians were chosen to be
(simple estimates based on the average singles rates and ®y&fo. Their Fourier transforms(f) span a (Gaussian) fre-
coincidence window, time shift analyses where all three dequency band ob; = fy/Q centered about the central fre-
tectors are shifted as opposed to holding H1-H2 fixed at zerquency fy, whereQ = fo/o; = V2rTfy ~ 89. We
delay) did not give significantly different background sate  have chosen eight different central frequencies, spaagd lo
arithmically, and spanning the LIGO sensitivity banf: =
[100, 153,235, 361, 554, 849, 1304, 2000] Hz (Fig.[9).
V. EFFICIENCY DETERMINATION Our analysis pipeline detection efficiency depends on the
burst duration, frequency band, and some measure of burst
In order to interpret our bound on the observed rate for co“strength”; it does not depend strongly on the precise wave-
incident gravitational wave bursts, we study the resporise dorm morphology. In order to facilitate comparison of the
the LIGO detectors and our analysis pipeline to simulatgd si burst strength with the detectors’ equivalent strain nasel
nals with varying waveforms, durations, bandwidth, anckpea with burst waveforms having similar properties but difiere
amplitudes. The simulated signals were injected into the-gr detailed morphologies, we define two useful measures of the
itational wave data stream from each of the three detedasrs, burst strength. Theoot-sum-square (rssimplitude spectral

Given the estimated backgrounds from the time shift ana
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FIG. 8: Gaussian waveforms, with varying duration, as deedrin
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= 7(f.1/2)ho (sine-Gaussiang, = fy). (5.8)

Here,h(f) is the Fourier transform df(t), defined by

h(f) = / h h(t)e~ 271t dt, (5.9)

— 00

and f. is a characteristic frequency (typically, either the fre-
quency at which(f) peaks, or the frequency where the de-
tector is most sensitive). For our sine-Gaussians, we &00s
/. to be the central frequencfy = 2/7; for Gaussians, we
choosef. to be the frequency at which all three LIGO detec-
tors had approximately best sensitivity during $1,~ 300

Hz (see Figl).

B. Simulations

In order to add the simulated signal (in units of dimension-
less strain) to the raw detector data (in units of ADC coynts)
we must convert, or filter, the signal using the detector re-
sponse function (in counts per strain) obtained through the
calibration procedure described in sectidn Il. The sinadat
signals, padded with zeros to minimize edge effects, are fil-
tered through the detector response function in the Fodoier
main, yielding a time series in ADC counts that can be added
directly to the raw gravitational wave data stream at therbeg
ning of the data processing pipeline. These simulated Egna
can be injected at any chosen point in time, and with any cho-
sen amplitude. The uncertainty in the calibration inforiorat
is the largest source of systematic error in this analysis-(s
tion[ VT Q).

For each waveform, we evaluate the efficiency for detec-
tion through each of the three LIGO detectors and analysis
pipelines, as a function df, (defined in equatiofn d.3), as-
suming optimal wave direction and polarization. Approxi-
mately 80 simulations are performed for each combination of
waveform,h,.ss, detector, and event trigger generator, using

spaced in log(f), and) ~ 9, as described in sectidiMA. Top: data spanning the S1 run. In Figs] 10 dnd 11 we plot detec-

Frequency spectrum. Bottom: Time series for a sine-Gaussgiid
fo =554 Hz.

tion efficiencies and average signal strengths fomR€LUS-
TERSandSLOPEevent trigger generators, respectively. Al-
though our event trigger generators do not necessarily trig
ger on excess power, we find that the “strength” of the signal

density for such bursts, in units of dimensionless strain pereported by either event trigger generator (81€0PE “am-

root Hz, is defined by:

s = [ [ 12 (5.3)

\/ v/ 7/27hg (Gaussians) (5.4)

Q/(4\/7 fo)ho (sine-Gaussians) (5.5)

plitude” or the square root of theFCLUSTERS power”) is
proportional to the actual amplitude of the injected signar

a broad range of,.ss. This is illustrated by the lower plots in
Figs 1D and—I1 (for one particular waveform). We emphasize
that the “power” or “amplitude” that is plotted in FidsJ]10can
[, respectively (and in FigEl 4 afH 3), are purely algorithm
dependent quantities which are compared with thresholds to
define eventtriggers; they are not designed to be true messur
of the burst power or amplitude, and they will be different fo

The characteristicstrain amplitude, in units of dimensionless different detectors and waveforms.

strain, is defined by [42]:

h/char = fc|il(fc)|a (56)
= Vr(fer)exp (—(mf.7)?) ho (Gaussiang(s.7)

As expected, the efficiencies are essentially 100% for large
values ofh,.ss, consistent with noise and thus 0% efficiency
for small h,.5, and transitioning smoothly over a narrow in-
termediate range df,.;;. The time window used to associate
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tion (0.5 s) is larger than for SLOPEevent trigger, so the 1t ==
observed efficiency for small,,, waveforms appears larger & [ ™ /}/) £
in Fig.[I0 than in FiglZl1. The results in both cases are em- 308 %f:j e Concidence {
pirically found to be well fitted to simple sigmoid curves in ;f:-’o 6 ¢ / AN
logy (hrss): GC) - /(Z J’b
£04F g
1 g T /
Slltrss) = 1 g Tomg o7 (100 zoaf 7 Z
. . o o v redloaed
whereb = log;, h,ss1/2 determines the strain per root Hz G ok .
h,ss1/2 at which the efficiency is equal to 1/2, andjoverns S g L 4 ﬁ
the width of the transition from 0 to 1 itog,y(hrss). Itis = S % hET
specific to a given waveform, detector, eventtrigger genera  E45F f@ % it
and data epoch. All fits resulted in good fit quality, exceptat ¢ o 4 é%ﬁ il
the smallest values @f,., where noise triggers dominate; we 2 4 0000 17
exclude such triggers from our definition of “efficiency”’,can  ~ 35t - —
use the sigmoid fits to extrapolate to zero efficiency at small 10 10
values ofh,.ss. Examples of sigmoid fits are shown in Hig] 10 h.. [HZz™]
and Fig[TlL. o
FIG. 11: This is the same as F[g]10 but obtained with the SLOPE
r -i'd event trigger generator.
. N ar; b
§0.8F ¢ : : .
S F / Hz band in L1, where, for example, a 361 Hz sine-Gaussian
$0.6 ?/ ——L1 with h,.., =6 x 1018 could begin to trigger the BLRMS cut.
_504 N $ % /+ —%—HL Signals centered at other frequencies or those with broader
S g H g —eeh bandwidths would require a higher amplitude. We estimate
0020 bppia md *;” © _Triple Coincidence that a loud supernov. 41] at 7 pc, or a 3+3 solar mass bi-
© f% @ 3 @% /Q nary neutron star inspiral at 300 pc could begin to trigger th
0 re=e et BLRMS cut. (Note however that the well-defined waveform
3z 6 g I of the latter makes a template-based sedrdh [12] a more sensi
z St : tive method for detecting such waves.) The need for thiscut i
I 14 4 89 : o o
e 45 feg © the data was driven by the nonstationarity of the noise in the
2 3k 5 %% % detectors during S2, and detector improvements are expecte
g ZEE% Lidld d14dd %% to reduce our use of such cuts in the future.
15? TEYSY TEHP T In Fig.[ we compare the value 6f ., for which our sim-
10" 10 ulations of sine-Gaussian waveforms (at optimal wave direc
b [HZ™ ] tion and polarization) yield 50% efficiency (averaged ower t

entire S1 run), shown as circles, with the detectors’ (typi-
cal) equivalent strain noise. These 50% efficiency poirgs ar

FIG. 10: The response of the TFCLUSTERS event trigger gentoughly an order of magnitude larger than the equivaleatrstr
erator to Gaussian bursts with= 1 ms, embedded in S1 data, as noise.

a function of the root-sum-square strdin,s. Upper plot: Average

burst detection efficiency. The efficiencies were evalugitedugh
simulations of burst waveforms with optimal wave directard po-
larization, injected into S1 data. The simulated data goame fit-
ted to sigmoid curves, shown, in the region where the effiyida
not dominated by random noise triggers. The curve for thmetri
coincidence is the product of the single-detector effigiecuarves,
and can be directly compared with the triple-coincidenocsutation
data points. Lower plot: Average detected signal strermtledch of
the three LIGO detectors.

C. Average over direction and polarization

The response of a LIGO detector to an incident gravita-
tional wave burst depends on the wave direction and wave
polarization relative to the detector axes, and is refetoed
as the detector’s antenna pattérd [15]. The only effectef t
wave direction and polarization are to modify the amplitude
of the detected wave and the relative arrival times at the de-

The efficiencies shown in FigEJ10 ahd 11 do not remairtectors. Since we have evaluated the detection efficiency fo

at unity to arbitrarily high amplitudes. A sufficiently strg

each detector as a function of the root-sum-square straieof

gravitational wave could trigger the BLRMS cut and in thatwave at optimal direction (directly overhead) and polaita
way effectively prevent its own detection in this searcheTh (aligned with the detector axes), it is straightforward vale
most susceptible band for such a possibility is the 320-40@ate the efficiency at arbitrary direction and polarizatidve
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choose to consider a population of sources distributedbipet 1 — GAt=10ms
ically in the sky, with random linear polarization. We thus 0gll="" GAT=25ms
. - L 5. 0. ;

evaluate the detection efficiency averaged over directimh a & R
polarization, as a function of intrinsic strain per root Hzik 2 06¢ K ]
dent on the Earth. S 04r o 1

In order to evaluate the efficiency for coincident detection  o.2f 1
by non-colocated detectors, we assume that the detection ef 0 i ‘ ‘
ficiency is a measure of a random process, uncorrelated be-  1f
tween detectors. Further, the difference in arrival timethe, o8k
different detectors is small compared to the time coinaiden §
window employed (sectionIlTH1). Therefore, the efficiency E 081 . =361 Hz
for triple coincidence can be expressed as the product ef effi % 0-4f ‘ S — SG f=554Hz ]
ciencies for the three LIGO detectors evaluated at the appro  o.2} R Lo ==+ SG f=850Hz |
priate peak amplitude for each. Under this assumption,fthe e 0 ¢ -7 SC 1=1304Hz
ficiency for coincident detection by all three LIGO detestor 10 107" 10" 10" 10°°
averaged over wave direction and polarization, can be evalu hres [HZ 7]
ated numerically. The results of this procedure are shown in

FIG. 13: Burst detection efficiency for triple coincidenceaafunc-
tion of h,ss, using the TFCLUSTERS event trigger generator, aver-
aging over wave directions and polarizations, for six défe wave-

Figs [T2[1B, and14.

ik forms: GA refers to the Gaussians defined in Egd. 5.1 and Si&to t
sine-Gaussians defined in EEQ15.2.
.l,
0.8f !
1 T
. i 1l =— GAt1=10ms
o L ! ==-GA1=25ms
500 ' 08
é 1 g 0.6¢
@ ! ! o
0.4f Lo 5 04F
. 0.2
g
0.2t Py 0 +
1 !I 1,
! L N S | R P st
RS — <LI*HI*H2> > 08¢ 1
07 =T = = . c
107 107" 107 107" 107 2 06¢ 1
h _ [Hz S o4l ' SG f=361Hz ||
rss 5 U —_— SG f=554Hz
. - . . 0.2f --.SG f=850Hz ||
FIG. 12: Burst detection efficiency for Gaussian bursts with 1 == SG f=1304 Hz

ms, as a function of,.ss, for each of the three LIGO detectors, and = T 18 7 6
for the triple coincidence, using the TFCLUSTERS eventgeig 10 L 10 10
generator. The lighter grey curves are the same as the cimves
Fig.[D0. The darker curves to the right of them are the redudve
eraging the efficiency curves over wave directions and raltions
(denoted by - -) in the legend) as described in secfionlv C.

FIG. 14: Same as Fifi{1L3, for the SLOPE event trigger generato

The single-detector efficiencies will be independent ofily i " burst iniecti ith th h ft
there are no significant noise correlations between thecdeteVare  burst injections wi € (much more numerous) soft-
tors. We have compared the results for coincident detetion ware injections p_rowde atest ofthe_d_e_tector response;ahe
direct simulations of triple coincidence through the fallde- ibration mformaﬂon, the dat_a acquisition, and_the erjtmét-
detector analysis pipeline (under the simplifying asstampt ware analysis ch@p, including the_software simulatioredus
of neglecting the difference in antenna pattern response bé? evaluate the efficiency, as described above.
tween the two sites), and found good agreement (see triple Hardware injections of sine-Gaussians with varyfggnd

coincidence data points in Figs]10 dnd 11); no evidence fok,.,, were performed during brief periods, just prior to the be-
burst detection efficiency correlations between the detsct ginning and just after the end of the S1 run. Due to time con-
has been observed. straints, only a limited number of hardware injections were
A crucial test of the accuracy of this simulation proce-performed. As a result, the comparison with software injec-
dure is the comparison of signals injected into the dat@stre tionsis somewhat qualitative. The detection of these hardw
with software, with signals injected directly into the erdtt  injections through the analysis pipeline was found to be con
masses of the interferometers. The comparison of thesd-*harsistent with expectations from the software injections.
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VI. INTERPRETED RESULTS

A. Exclusion in rate versus strength plane

We can use the efficiency determined by simulated signal
injections, discussed in sectidnsV B dndV C, to estimate the The results of our search can be used to set limits on mod-
weakest signal we could have seen in the search described éffs of ensembles of gravitational waves arriving at theheart
this article. The efficiencies of each of our two event trigge Fig [T§ shows the upper limits that we set, usingTtR€LUS-
generators for several different waveforms is shown in figu TERS event trigger generator, as expressed in the plane of
M3 and Figurddl4. The sensitivity at 50% efficiency, for aevent rate versus,.... The top figure is for the case of 1 ms
variety of Gaussian and sine-Gaussian waveforms, is showsng 2.5 ms Gaussian bursts, and the lower figure is for sine-

in Table[dl in terms ofh,.,., and in Tabl€Tll in terms ofi.p,qy-

TABLE II: Sensitivity to various waveforms in the S1 run frohi--
CLUSTERS and SLOPE pipelines for triple-coincidence détec
averaged over source direction and polarization. The teatsiis
given in terms of...s (EqnI5.B, units of Hz'/?), at 50% efficiency

Gaussian bursts with central frequency of 361, 554, 850 and
1304 Hz.

As discussed in sectioils | ahd V, these limits are given in
terms of an ensemble of waves of equal amplitude, incident
on the earth from all directions and with all (linear) pokar
tions. This ensemble is not motivated by astrophysicalidens
erations, but is nevertheless useful in characterizingtre
formance of the search, and it can be compared with similar

(hrss1/2)- A 20% uncertainty associated with calibration (section limits obtained by resonant bar detector COIIaboratiﬂnEIl

VT is not included.

TFCLUSTERS SLOPE

Hz~'/% [/
Gaussiam = 1.0ms 1.0x 107 26 x107'®
Gaussian = 2.5ms 82x 107 3.6x107Y
sine-Gaussiarfy = 153Hz 1.6 x 107'% 1.2 x 1077
sine-Gaussiaffy = 254Hz 5.1 x 107 2.8 x 1078
sine-Gaussiarfy = 361Hz 3.8 x 107*° 1.1 x 107 '8
sine-Gaussiaffy = 554Hz 4.2 x 107" 5.6 x 107"
sine-Gaussiaffp = 850Hz 7.3 x 107 6.1 x 107*°
sine-Gaussiaffy = 1304Hz 1.4 x 107*® 6.7 x 107*°
sine-Gaussiarfy = 2000Hz 2.3 x 107*® 2.5 x 1078

TABLE III: Sensitivity to various waveforms in the S1 run fro
TFCLUSTERS and SLOPE pipelines for triple-coincidencesdet
tion, averaged over source direction and polarization. SEmsitivity

is given in terms oficnq,- (Eqn.[2®, dimensionless strain), at 50%
efficiency. A 20% uncertainty associated with calibratisecdtion

VI is not included.

TFCLUSTERS SLOPE

Gaussianr = 1.0ms
Gaussianr = 2.5ms
sine-Gaussiaffo = 153 Hz
sine-Gaussiarfy = 254 Hz
sine-Gaussiarfy = 361 Hz
sine-Gaussiaffo = 554 Hz
sine-Gaussiarfy = 850 Hz
sine-Gaussiarfy = 1304 Hz
sine-Gaussiatfo = 2000 Hz

1.4 x 10718
3.3x107%
3.1x 1077
1.2 x 10717
1.1 x 10717
1.6 x 1077
3.4x107Y7
8.0 x 10717
1.6 x 107%¢

3.6 x 10718
1.5 x 10718
2.4 %1071
6.8 x 10717
3.3 x 1077
2.1 x107Y
2.8 x 10717
3.8 x 10717
1.8 x 10716
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FIG. 15: Rate versus,ss for detection of specific waveforms us-
ing the TFCLUSTERS event trigger generator. The region abov
and to the right of the curves is excluded at 90% confidencd tav
greater. The effect of the 20% uncertainty in the detectspoase

is included. Top: For Gaussians with= 1.0 ms andr = 2.5 ms.
Bottom: For sine-Gaussians with = 9 and central frequency, =
361, 554, 850 and 1304 Hz.

The curves in Figl_l5 are constructed by dividing our ob-
served event rate upper limit by the efficiency curves shown
in Fig.[I3. In the limit of large wave amplitudés s where
our efficiency is essentially unity, the upper limit is inéep
dent of amplitude, at a level given by the burst rate limit-pre
sented in sectiof IVIC. The limit at all amplitudes with lower
efficiency is given by that burst rate limit, multiplied byeth
inverse of the efficiency.

The meaning of the upper limit curve can be understood by
imagining that one is interested in the flux of 1 ms Gaussian
gravitational wave bursts at a particular amplitude. Regdi
the value of the curve at that amplitude gives the 90% con-
fidence level upper limit on the rate of such bursts with,
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equal to or greater than that amplitude. Similarly, one cara single detector, and consistency of burst trigger parammet
use these curves to determine the 90% confidence level ufrom the three detectors, have been studied. None of these
per limit on the amplitude of bursts which are incident at astudies reveal a significant source of error. It should bedhot
specified rate. here that future results will employ far more detailed post-
coincidence processing (see secfion V! B), including much
tighter coincident time windows, and these issues will reca
B. Comparing results from the two pipelines fully re-evaluated.
By far the largest source of systematic error associatdd wit

As discussed in sectidIMA, the variability in s ope  the efficiency determination is the uncertainty in the dietec
background led us to choose not to use it to set an uppdsSponse to gravitational waves as obtained through tle cal
limit on the gravitational wave burst rate. However, the twobration proceduré [27, P8]. We have combined the estimated
event trigger generators use very different and complemerincertainty in the DC calibration with pptenUaI uncertas
tary methods to identify bursts in the data, and it is thus inJn the frequency response, convolved with the frequencg-spe
teresting to compare the results from the two pipelines. Wwdra of our modeled waveforms. We conservatively estimate an
want to make the strongest statement that we can about tif@erall systematic uncertainty of 20% in the strain scafe fo
rate of gravitational wave bursts, consistent with sountist ~ Our efficiency curves. Our curves of upper-limit versus grav
tical practice. We evaluated the efficiency of our two eventtational wave strain (Fid.15) reflect this uncertainty by a
trigger generator pipelines for each of our candidate $ignasuming that the detectors’ response is 20% less sensitve th
waveforms, tuned to give approximately the same backgroun#€ nominal value.
rate using the playground data set. To combine the results We assign no systematic error associated with our choice of
from the two pipelines, we would choose to quote upper lim-modeled waveforms since these are used to define the set of
its from the event trigger generator that has the better effibursts which are targeted by this search.
ciency for the largest number of waveforms. With the tuning We assign no systematic errors associated with our choice
parameters used in this study, we find thatTIRCLUSTERS of data used or our BLRMS cut or calibration cut (section
pipeline has better efficiency th&8LOPEfor most of these [IC). These procedures simply fix our observation time.
waveforms (Tabl€ll), althougsLOPE performs somewhat ~ The upper limit on the number of observed bursts depends
better for the 850 Hz and 1304 Hz sine-Gaussians. Thus ind@n our estimate of the backgrounds, as discussed in section
pendent of the decision to not use the SLOPE result becau¥] The statistical errors associated with these estimatio
of the problems with background variability, the final upperare marginalized over in the process of establishing the con
limits that we would set are the ones obtained fromTige  fidence bands; since these errors are small, this has a Reglig
CLUSTERSpipeline, shown in Fig—15. TheLOPEresults ble effect on the resulting upper limits. We have performed
provide a valuable cross-check, and we intend to continue t8 variety of studies to search for and estimate sources ef sys
employ and improve th&LOPEpipeline in future analyses tematic errors in the background estimate, including theti
(sectior\ITH). dependence of the background rate, various time-lag proce-

dures, excluding anomalous data stretches, and otherseonsi
tency checks. No sources of additional systematic errar-ass
C. Systematic uncertainties ciated with the background rate are found to be significant.

The following systematic uncertainties are known to sig-
nificantly contribute to systematic errors associated wWith VIl. - SUMMARY AND DISCUSSION
results of our search. The estimation of our efficiency for de
tection of bursts with modeled waveforms (the Gaussians and We have searched for gravitational wave bursts of astro-
sine-Gaussians that were considered in seffich V B) has a stahysical origin using data taken during the first Science Run
tistical error associated with the finite number of simala.  of the three LIGO detectors. A total of 35.5 hours of triple co
The underlying noise floor was modeled using a sample oincidence observation time satisfied our data quality mrequi
the S1 data itself; there is a systematic uncertainty asteati ments.
with the degree to which this sample was representativesof th  We employed two different algorithms for the identification
entire S1 dataset. of candidate burst events in the gravitational wave datacha

The analysis procedure for the efficiency has various ponel. With the algorithm for which we chose to present a final
tential sources of error. The detection efficiency versus result (theTFCLUSTERSevent trigger generator), we observe
is fitted with a sigmoid curve, as discussed in secfion] V B.numbers of events that are reasonably consistent with expec
The efficiency curves for each detector are combined to gegtions for random accidental coincidences of events oaigi
an overall triple-coincidence efficiency, averaging ovmirse  ing from noise fluctuations in the three detectors. We thus
direction and polarization, assuming that the coinciddfitt e limit the excess event rate to be less than 1.6 per day , at 90%
ciency is the product of the individual efficiencies (as acfun confidence level.
tion of amplitudes at each detector). The effects of our(ver We estimate our efficiency for the detection of linearly po-
limited) post-coincidence processing, including the ckaf  larized gravitational wave bursts incident on the deteater
coincident time windows, clustering of multiple triggerefh ~ ray with a range of amplitudes and averaged over source di-
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rection and wave polarization, by injecting simulated sign  roughly h,,, ~ 1 x 10~ Hz=*/2. To compare this with
into the raw S1 data streams and performing the search asaur sensitivity for 850 Hz sine-Gaussian bursts(,,, =
is done on the raw data itself. We focus on two simple, adz 3 x 10-1° Hz~'/2, Table[dl), we must first correct for our
hoc waveform morphologies (sectifl ¥ A): Gaussians withayeraging over direction and polarization (secfionlV C)isTh
a range of durations, and sine-Gaussians with a Q of 9, anglelds an amplitude at 50% efficiency for waves with optimal
a range of central frequencies. With these, we evaluate thgrientation ofh,.s ~ 2.6 x 1019 Hz=1/2. Note that this
(waveform-dependent) detection efficiencies as a funaifon detection threshold for LIGO is established by determining
strain per root hertzh,.s. We then combine the rate limit the loss of efficiency for fixed threshold, while for IGEC it
with the efficiencies to establish exclusion regions in #ite+  js established by observing an increase in background £vent
versus-strength plane; representative examples are simown as the threshold is varied. Nonetheless, this measure of de-
Fig.[I3. These constitute the results of the search reparted tection threshold permits a rough comparison of the search
this paper. sensitivites[[43], and we see that the IGEC sealth [4] has a
somewhat greater sensitivity to 850 Hz sine-Gaussian $urst

. ) than the one presented here.
A. Comparison with other burst searches

Searches for gravitational wave bursts have been a main fo- For all other waveforms shown in FigJ15, and for other
cus of the observational program of the resonant-mass-detewaveforms with significant spectral amplitude in a broad
tor community, and our work was able to benefit from theirrange of frequencies away frojfy, the LIGO constraints are
prior work. The most recent analysis by the IGEC consortiummore stringent than the IGEC results, due to the broad band
[4], which includes data from five detectors spread arouad thresponse of the interferometric detectors. For sine ganssi
world, has presented its upper limits for bursts in the fofim 0 at 554 Hz, the ratio of peak spectral density of the pulse to
rate-amplitude diagram, in much the same style as ouEHg. 13he spectral density in the resonant-mass detector baadss |

The IGEC result (Fig. 13 of]4]) bounds the rate for GW than 10% for NIOBE and negligible in the other four IGEC
burst events with large amplitude to be less thad x 1073 detectors. For sine gaussians at 1304 Hz, ALLEGRO, AU-
events per day. This rate bound is much stronger than the on&GA, EXPLORER and NAUTILUS receive spectral densi-
reported here due to the much longer observation time of thées in their bands that are only a few percent of peak spec-
IGEC run. The rate bound gets rapidly worse for lower am-tral density for the pulse, with negligible spectral dengit
plitude bursts, due to increasing background and decrgasirNIOBE’s band. The resonant mass detectors also receive rel-
detection efficiency. atively small spectral density in their bands from gaussian

To crudely compare the sensitivity of the two searches tavaveforms compared to the LIGO detectors, untess less
low-amplitude bursts, we can define a “detection threshold'than 1 ms. This emphasises the importance of broad band sen-
as the value of the burst amplitude at which the rate limit issitivity in searching for unmodeled gravitational-wavedis.
two times worse than the limit for large amplitude bursts: Fo Ongoing work to broaden the response of resonant mass de-
the analysis presented here, this is the 50% efficiency poirtectors should improve sensitivity to other waveforms ia th
hyss1/2 reported in TablE]l. future.

One difference between the IGEC work and ours is that
their instruments have relatively narrow frequency band-
widths, and so are sensitive to a different measure of burst The only previously published results on searches for burst
strength. Their detectors measure the Fourier magnitudevents with broadband interferometric detectors that vee ar
\h(f,)| of a signal waveform at the bars’ resonant frequencyaware of are in RefL[5] (but see also REF. [6]). In REF. [Shpr
f» = 900 Hz, incident at optimal source direction and polar- totype detectors developed by the University of Glasgow and
ization. Max Planck Institute for Quantum Optics were operated for

However, if we consider a specific waveform with fre- an effective coincident observing period of 62 hours in 1989
quency content dominantly at or nearfat such as our sine- They searched for bursts with significant frequency coritent
Gaussians with central frequengy = 850 Hz, the bar sen- the band from 800 to 1250 Hz. They considered the waveform
sitivities and the interferometric detectors’ sensitdégtcan be 1 (t) = hpeak SIn27 fir,t) /(27 fint) [@], which has constant
directly compared, over the relatively narrow frequencygda Fourier magnitude from 0 tg,, = 1250 Hz, and in-band
where bar detectors are most sensitive. The conversion frof\ f = 1250 — 800 = 450 Hz) root-sum-square amplitude
|h(fp)| to h,.ss for bars for the sine-Gaussian family of signals hrss = V2Af/(2fm)hpear- They observe no events with
(Ean[222) is calculated to be B> hpeak = 4.9 X 10716, 0r hygs = 5.9 x 10718 Hz~1/2,

averaging over wave polarizations and incident directions
|7l(f ) (Z)i The_refore, they set an upper limit on the rate of_ bur;ts_ yvith

Bpes = b — s — —. (7.1) strain greater than this value, of 0.94/day. Their sensijtiv

VT (em™ T h—fo)? — emmir(fotfo)?) can be compared with the strain sensitivities reported aere

We focus on sine-Gaussians with central frequeficy= 50% efficiency, for sine-Gaussians with central frequesicfe

850 Hz, incident at optimal direction and polarization. Using 850 Hz and 1304 Hz#,,1/2 = 7.3 x 1071 Hz~'/* and
Fig. 13 of [4] and EqnZ1, the IGEC detection threshold iShygs1/2 = 1.4 X 10~ 18 Hz71/2, respectively (TablEll).
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B. Directions for improved analysis in the future ited only by the light-travel time between detector sitey] a
test whether the event amplitudes and waveforms are consis-

LIGO's second science run (S2) accumulated data for entwith the common origin of a gravitational plane wave.
weeks in early 2003. At most frequencies, the noise in the Future searches will include a more astrophysical style
three LIGO detectors was improved compared to the nois€f interpretation, setting limits on populations of eveirts
level of the S1 data presented here by a factor of 10. Soméree-dimensional space. Efficiency simulations will irtte
improvements in the stability of the noise were also achdeve More realistic waveforms, such as black hole ringdowns or
The in-lock duty cycles of the detectors were comparable tgUPernova waveforms [40.J41]. Higher sensitivity for mod-
those obtained during S1, but tighter monitoring of the dete €led bursts can be obtained using matched filter techniques.
tors’ noise levels and calibration should lead to signifisan  Longer runs will give more opportunities to search for gravi
less loss of data than was suffered in S1. Even without imiational wave bursts coincident with gamma ray burst events
provements in our analysis methodology, we expect to obusing the methodology describedinlf46]. _
tain results from the S2 data that are an order of magnitude Finally, and crucially, we are developing criteria by which
more sensitive in amplitude, and observation times that ar#e can establish confidence in the detection of gravitationa

increased by at least a factor of four over the results pteden Wave bursts both statistically and as a single large anggitu
here. burst event. For single burst event candidates, we will use

Based on lessons learned during the S1 analysis, we af@formationfromall available detectors to reconstruatioest

preparing numerous improvements and additions to ourlsear@stimates of the gravitational wave direction, polartmatand
methodology for the S2 data set. The pipeline presented hetaveform.
can be improved with more attention to optimizing and char- Acknowledgments
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