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We present a study of p�p collisions at
p
s = 1800 and 630 GeV collected using a minimum bias

trigger by the CDF experiment in which the data set is divided into two classes corresponding
to \soft" and \hard" interactions. For each sub-sample, the analysis includes measurements of
the multiplicity, transverse momentum (pT ) spectrum, and the average pT and event-by-event pT
dispersion as a function of multiplicity. A comparison of results shows distinct di�erences in the
behavior of the two samples as a function of the center of mass (CM) energy. We �nd evidence that
the properties of the soft sample are invariant as a function of CM energy.

PACS number(s): 13.85.Hd, 13.87.Fh, 12.38.Mh

I. INTRODUCTION

Hadron interactions are often classi�ed as either \hard" or \soft" [1,2]. Although there is no formal de�nition
for either, the term \hard interactions" is typically understood to mean high transverse energy (Et) parton-parton
interactions associated with such phenomena as high Et jets, while the soft component consists of everything else.
Whereas perturbative QCD provides a reasonable description of high Et jet production, there is no equivalent theory
for the low Et multi-particle production processes that dominate the inelastic cross section. Some QCD inspired
models [2] attempt to describe these processes by the superposition of many parton interactions extrapolated to very
low momentum transfers. It is not known, however, if these or other collective multi-parton process is at work.
The study of low-Et interactions usually involves collecting data using minimum bias (MB) triggers, which, ideally,

sample events in �xed proportion to the production rate | in other words, in their \natural" distribution. Lacking
a comprehensive description of the microscopic processes [3] involved in low-Et interactions, our knowledge of the
details of low transverse momentum (pT ) particle production rests largely upon empirical connections between phe-
nomenological models and data collected with MB triggers at many center-of-mass (CM) energies. Such comparisons
are further complicated by the di�culty in isolating events of a purely \soft" or purely \hard" nature.
This paper adopts a novel approach in addressing this issue using samples of p�p collisions at

p
s = 1800 and 630

GeV collected with a MB trigger. The analysis �rst divides the full minumum bias samples into two sub-samples,
one highly enriched in soft interactions, the other relatively depleted of soft interactions. We then compare inclusive
distributions and �nal state correlations between the sub-samples and as a function of CM energy in order to gain
insights into the mechanisms of particle production in soft interactions. The results in the isolated soft sample exhibit
some interesting properties, in particular an unpredicted invariance with CM energy.

II. DATA SET AND EVENT SELECTION

Data samples have been collected with the CDF detector at the Fermilab Tevatron Collider. The CDF apparatus
has been described elsewhere [4]; here only the parts of the detector utilized for the present analysis are discussed.
Data at 1800 GeV were collected with a minimum bias trigger during Run 1A and 1B, and at 1800 and 630 GeV

during Run 1C. This trigger requires coincident hits in scintillator counters located at 5.8 m on either side of the
nominal interaction point and covering the pseudo-rapidity (� = � log(tan(�=2)) where � = angle with respect to the
proton direction) interval 3:2 < j�j < 5:9, in coincidence with a beam-crossing signal.
The analysis uses charged tracks reconstructed within the Central Tracking Chamber (CTC). The CTC is a cylin-

drical drift chamber covering a � interval of about three units with full e�ciency for j�j � 1 and pT � 0.4 GeV/c.
The inner radius of the CTC is 31.0 cm and the outer radius is 132.5 cm. The full CTC volume is contained in the

superconducting solenoidal magnet which operates at 1.4 T [5]. The CTC has 84 sampling wire layers, organized in
5 axial and 4 stereo \superlayers" [6]. Axial superlayers have 12 radially separated layers of sense wires, parallel to
the z-axis (the beam axis), that measure the r-� position of a track. Stereo superlayers have 6 sense wire layers, with
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a � 3� stereo angle, that measure a combination of r-� and z information. The stereo angle direction alternates at
each stereo superlayer. Axial and stereo data are combined to form a three-dimensional track.
The spatial resolution of each point measurement in the CTC is less than 200 �m; the transverse momentum

resolution, including multiple scattering e�ects, is �pT /p
2
T � 0:003 (GeV/c).

Inside the CTC inner radius, a set of time projection chambers (VTX) [7] provides r-z tracking information out to
a radius of 22 cm for j�j < 3:25. The VTX is used in this analysis to �nd the z position of event vertices, de�ned as a
set of tracks converging to the same point along the z-axis. Reconstructed vertices are classi�ed as either \primary"
or \secondary" based upon a combination of the number of tracks pointing to the vertex and the forward-backward
symmetry of these tracks. High multiplicity vertices with highly symmetric topologies are considered to be primaries;
low multiplicity, highly asymmetric vertices are classi�ed as secondaries. Systematic uncertainties introduced by the
vertex classi�cation scheme are discussed in Section VI
The transverse energy 
ux was measured by a calorimeter system [8] covering from -4.2 to 4.2 in �. The system [8]

consists of three sub-systems, each with separate electromagnetic and hadronic compartments: the central calorimeter,
covering the range j�j <1; the end-plug, covering 1< j�j <2.4; and the forward calorimeter, covering 2.2< j�j <4.2.
Energy measurements are made within projective \towers" that span 0.1 units of � and 15� in aximuth (�) within
the central calorimeter, and 5� in the end-plug and forward calorimeters.
The 1800 GeV data sample consists of sub-samples collected during three di�erent time periods. Approximately

1,700,000 events were collected in run 1A at an average luminosity of 3.3�1030 s�1cm�2, 1,500,000 in run 1B at an
average luminosity of 9.1�1030 s�1cm�2 and 106,000 in run 1C at an average luminosity of 9.0�1030 s�1cm�2. The
630 GeV data set consists of about 2,600,000 events recorded during run 1C at an average luminosity of 1.3�1030
s�1cm�2.
Additional event selection conducted o�ine removed the following events: (i) events identi�ed as containing cosmic-

ray particles as determined by time-of-
ight measurements using scintillator counters in the central calorimeter; (ii)
events with no reconstructed tracks; (iii) events exhibiting symptoms of known calorimeter problems; (iv) events with
at least one charged particle reconstructed in the CTC to have pT > 400 MeV/c, but no central calorimeter tower
with energy deposition above 100 MeV; (v) events with more than one primary vertex; (vi) events with a primary
vertex more than 60 cm away from the center of the detector (in order to keep full tracking e�ciency in the CTC and
avoid energy leakage through exposed cracks in the calorimeter).
After all event selection cuts, 2,079,558 events remain in the full minimum bias sample at

p
s = 1800 GeV (runs

1A + 1B + 1C), and 1,963,157 in that at
p
s = 630 GeV (run 1C).

The vast majority of rejected events failed the vertex selection. About 0.01% of selected events contain background
tracks from cosmic rays that are coincident in time with the beam crossing and pass near the event vertex. The
residual beam gas contamination is about 0.02%.
Section VI discusses the systematic uncertainties that arise from the event selection criteria and other sources.

III. TRACK SELECTION

Reconstructed tracks within each event must pass selection criteria designed to remove the main sources of back-
ground. Tracks must pass through a miniumum number of layers in the CTC, and have a minimum number of hits
in each superlayer in order to reduce the number of tracks with reconstruction errors. Fake and secondary particle
tracks are removed by requiring that tracks pass within 0.5 cm of the beam axis, and within 5 cm along the z-axis of
the primary event vertex. Accepting only tracks with pT � 0:4 GeV/c and within j�j � 1:0 ensures full e�ciency and
acceptance.
We de�ne the charged track multiplicity in an event, N?

ch, as the number of selected CTC tracks in the event. The
mean pT of the event is de�ned as:

�pT =
1

N?
ch

N?

chX

i

pTi (1)

unless stated otherwise.

IV. SELECTION OF SOFT AND HARD INTERACTIONS

The identi�cation of \soft" and \hard" interactions is largely a matter of de�nition [9]. In this analysis we use
a jet reconstruction algorithm to distinguish between the two classes. The algorithm employs a cone with radius
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R = (��2 +��2)1=2 = 0:7 to de�ne \clusters" of calorimeter towers belonging to the jet. To be considered, a cluster
must have a transverse energy (ET ) of at least 1 GeV in a seed tower, plus at least 0.1 GeV in an adjacent tower.
In the regions j�j < 0:02 and 1:1 < j�j < 1:2, a track clustering algorithm is used instead of the calorimeter algorithm

in order to compensate for energy lost in calorimeter cracks. A track cluster is de�ned as one track with pT > 0.7
GeV/c and at least one other track with pT �0.4 GeV/c in a cone of radius R = 0:7.
We de�ne a soft event as one that contains no cluster with ET > 1:1 GeV. All other events are classi�ed as hard.

V. EFFICIENCY CORRECTIONS

The track reconstruction e�ciency for the CTC has been investigated for several di�erent analyses and under various
conditions at CDF [10{12]. For this analysis, we have calculated a full-event track reconstruction e�ciency using a
parametric MC sample. Version 5 7 of the Pythia generator was used with the minimum bias con�guration tuned
to match the inclusive multiplicity and pT distributions of the 1800 GeV sample (see Appendix). For each inclusive
distribution, a track �nding e�ciency correction was computed by taking the ratio of the Pythia generated distribution
to the corresponding distribution from tracks traced through the apparatus. The e�ciency for reconstructing the
correct event charged multiplicity is about 95% up to a multiplicity of about 20, falling to about 85% at multiplicities
above about 20.
The same Pythia MC sample was used to evaluate the background from gamma ray conversions, charged and

neutral particle decays. Correction factors due to these e�ects have been computed as a function of track pT and the
event multiplicity.
There exists a small contamination from di�ractive events even in the restricted region of phase space examined

in this study. We have evaluated this contamination with a special Pythia MC run in which only the di�ractive
generation algorithm was switched on. The data were then subjected to the full event and track selection procedure.
The correction for this e�ect is estimated to be about 5% in the zero multiplicity bin, decreasing rapidly to zero for
N?
ch � 4. In the pT distribution, the correction is between zero and 1% up to about 1 GeV/c.

VI. SYSTEMATIC UNCERTAINTIES

Several sources of systematic errors have been investigated. The e�ect of each on the �nal distributions is discussed
below.

{ Vertex selection. As discussed in Section II, the vertex selection classi�es vertices as either \primary" or
\secondary". The standard selection demands that primary vertices be highly isolated. Mis-classi�cation or
identi�cation of vertices can strongly in
uence the pT and multiplicity distributions, particularly the latter.
We set conservative bounds on the magnitude of this e�ect in the following way. Two samples of events are
selected. In one, all vertices except the highest quality one are classi�ed as secondaries. In the other sample, all
vertices are classi�ed as primary. Compared to results obtained using the standard vertex selection, the ratio
of the multiplicity distribution at

p
s = 630 to that at 1800 GeV varies by about 5% in the region between a

multiplicity of two and 11, and reaches 40% for multiplicities in excess of 22. The deviation in the ratio of pT
distributions at the two energies is almost constant at about 10% up to a pT around 11 GeV/c, increasing to
15% as pT increases.

{ Vertices in some multiple interaction events remain unresolved and introduce a residual luminosity-dependent
contamination. We estimate the systematic uncertainty from this source by comparing the results of the complete
analysis on two sub-samples of data, one at low luminosity (< 1:5 � 1030cm�2s�1) and the other at high
luminosity (> 7�1030cm�2s�1). Di�erences range between 2% and 6% for multiplicities less than 20, increasing
to about 16% for multiplicities in the range 20 < N?

ch < 30, and to 45% for multiplicities greater than 30. The
e�ect on the ratios of the various distributions is negligible.

{ The selection of events identi�ed with known calorimeter problems depends upon thresholds applied to classify
the anomalous behavior. This selection removes <

�1% of the total sample. Changing the rejection factor causes
no appreciable change in the distribution ratios.

{ Tracking e�ciencies evaluated at CDF under various conditions and using di�erent techniques obtain results
that di�er by as much as 8{10% in the low pT (below 1 GeV/c), high pT (above 2 GeV/c) or high multiplicity
regions. The impact of using widely di�erent e�ciency corrections on the multiplicity and pT distributions is {
at most { as large as the statistical uncertainty. The e�ect on the distribution ratios is negligible.
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{ The systematic uncertainty due to the correction for gamma conversions, secondary particle interactions and
particle decays is estimated to be about 1%, almost independent of multiplicity and pT . The e�ect on the ratios
of distributions is negligible.

{ The systematic uncertainty in the correction to the multiplicity distribution due to contamination from di�ractive
production is on the order of 1%, and limited to the very low multiplicities (0 � N?

ch � 3). No correction was
applied to the pT distribution, where the magnitude of the e�ect was less than 1% for all pT . The e�ect is
neglibible on the distribution ratios.

The systematic uncertainty from the vertex selection dominates all other sources. The e�ect of all uncertainties
added in quadrature is shown as a band on the �nal inclusive distribution ratios. Systematic e�ects cancel in the
ratios of �nal state correlations (see Section VII B and VII C).

VII. DATA ANALYSIS

A. Inclusive Distributions

We �rst examine the inclusive multiplicity and transverse momentum distributions. Figure 1 shows the multiplicity
distributions for the full MB samples at 1800 and 630 GeV, plotted in KNO variables [13]. The distributions at the
two energies show a weak violation of KNO scaling, as it is expected in a limited phase space region [14]. The same
comparison is made in Figs. 2 and 3 for the soft and hard samples separately. The ratio of the multiplicity distributions
at the two energies are plotted at the bottom of Figs. 1, 2 and 3. A quantitative estimate of the compatibility of these
ratios with unity is given in Table I. Only statistical uncertainties are considered in this test.
Transverse momentum distributions at the two energies are shown in Fig. 4 for the full MB sample. Figures 5 and 6

show the same distributions for the \soft" and \hard" sample, respectively. As for the multiplicity distributions, the
ratios of the distributions at the two energies are shown in the bottom of these �gures. The pT spectrum in the soft
sample falls more rapidly with increasing pT than that of the hard sample. This di�erence is expected and re
ects
the absence of events with high pT jets in the soft sample.
A deeper insight into the dynamics of the interactions can be gained by comparing the pT distributions for �xed

charged multiplicity as a function of
p
s. Figure 7 shows �xed-multiplicity pT distributions for the full MB sample at

the two energies superimposed. The same distributions are plotted in Figs. 8 and 9 for the soft and hard sub-samples,
respectively. For brevity, only multiplicities of 1, 5, 10 and 15 are shown. Table II presents results of a quantitative
estimate (using statistical uncertainties only) of the compatibility of the ratios with unity.
We observe that, within uncertainties, the pT distributions for a given multiplicity are the same at

p
s equal to 1800

and 630 GeV | they are CM energy invariant. None of the current models predict or suggest such an invariance. The
result suggests that in purely soft interactions the number of produced (charged) particles is the only global event
variable changing with

p
s. The particle multiplicity may also �x other event properties independently of the energy

of the reaction.
A further observation is worth noting. It is known that for minimum bias samples, the slope of the inclusive pT

distribution increases steadily by some power of log s up to Tevatron energies [10,15]. Such an increase is also visible
for pT distributions at �xed multiplicity for the full MB sample shown in Fig. 7. The result of the present analysis
implies that the

p
s dependence in the slope of the pT distribution of the soft sample is due entirely to the change in

the mean multiplicity. In contrast, the more pronounced change in the shape of the full MB and the hard samples as
a function of

p
s must be caused in part by the increasing cross section of hard parton interactions.

B. Dependence of Mean Track pT on Charged Multiplicity

The correlation between mean pT and charged multiplicity was �rst observed by UA1 [16], and then investigated
at ISR [17] and Tevatron Collider energies [15,18]. Although several di�erent theoretical explanations have been
proposed, such as geometrical models [19], thermodynamical models [20] and contributions from semihard parton
scattering (minijets) [21], none provide satisfactory predictions for existing experimental results, leaving the real
origin of the e�ect unexplained. Simulations performed with Pythia and Herwig generators do not show better
agreement with data (see Fig. 10) [22].
In this analysis the mean pT (to be distinguished from the mean event pT ) is obtained by summing the pT of all

reconstructed charged tracks in all events with a given charged multiplicity, then dividing by the number of such
tracks. The results are shown in Fig. 11 for the full minimum bias sample at the two analysed energies, and in
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Figs. 12 and 13 for the soft and for the hard samples, respectively. The event multiplicity is smeared by track �nding
ine�ciency. We correct the data points for the average track �nding e�ciency at each multiplicity. Table III gives
the �2 of the di�erence of the measured ratios from unity for the three correlations. Only statistical uncertainties are
considered.
The mean pT as a function of multiplicity for the soft sample (Fig. 12) is nearly identical at the two energies. This

invariance is a direct consequence and a con�rmation of the invariance of the soft pT spectra at �xed multiplicities
noted in the previous section.
Comparing Figs. 12 and 13 , we note a clear di�erence in the mean pT correlation of the soft and hard samples.

Interestingly, the mean pT increases at low multiplicity even in the soft sample, which should be highly depleted in
high Et events. This observation suggests that an increasing contribution from hard gluon production, as proposed
in Ref. [21], is at least not the only mechanism responsible for the correlation at low multiplicity.

C. hpTiev Dispersion versus Multiplicity

Event-by-event 
uctuations of the mean event pT have been shown to be a useful tool to investigate the collective
behavior of soft multi-body production, and has been used to analyze experimental data in various di�erent ways
[23{25]. Following the approach of [23], the dispersion, Dm, of the mean event pT for events with multiplicity m is
de�ned as:

Dm (�pT ) =
h�p2T im � h�pT i2m
hpT isample

(2)

Brackets hi indicate an average over all events with the given multiplicity m, while �pT is the mean event pT from
Eq. 1.
The dispersion is expected to decrease with increasing multiplicity and to converge to zero when m ! 1 if only

statistical 
uctuations are present. Conversely, an extrapolation to a non-zero value would indicate the presence of
non-statistical 
uctuations in �pT from event to event. This indeed is what was found in [23] and, in di�erent ways, in
Refs. [24] and [25]. Large non-statistical 
uctuations of the mean event pT are a consequence of particle correlations in
the multi-body �nal state [26]. Figure 14 shows the present measurement of the dispersion as a function of the inverse
multiplicity for the full minimum bias samples. The correlation curve has a slope that varies across multiplicities,
particularly at

p
s = 1800 GeV. The dispersion versus inverse multiplicity for the soft and hard samples, shown in

Figs. 15 and 16, con�rms that this e�ect is related to the contribution of jet production which, as discussed in [27],
increases event-by-event 
uctuations. The plots show only statistical uncertainties.
Comparing our soft sample results with the full MB results of Ref. [23], where hard jet production has a much lower

cross section than at Tevatron energies, we note that our points, unlike those in Ref. [23], drop at high multiplicity
(multiplicity >

� 7). Since statistical 
uctuations vary linearly with the multiplicity, the drop we observe indicates that
�nal state particle correlations change with multiplicity. Moreover the results plotted in Fig. 15 are consistent with
an extrapolation to zero at in�nite multiplicity. These observations support the idea that asymptotically the event
mean pt has no dynamical 
uctuations

1.
Finally, the dispersion as a function of the inverse multiplicity for the soft samples has a constant ratio at the two

energies, a fact which is not true for the hard samples.

VIII. DEPENDENCE ON ET THRESHOLD

As noted in Section IV, the identi�cation of soft and hard events is essentially a matter of de�nition. To investigate
the sensitivity of our results to the details of the selection criteria, we repeated the analysis using a transverse energy
threshold of 3 GeV instead of 1.1 GeV on the energy cluster de�nition. Although, as expected, the higher threshold
value strongly in
uences the inclusive distributions, it does not substantially change the characteristic di�erences
between the soft and hard samples. In particular, it preserves the energy invariance of the soft sample distributions
and correlations. This can be seen in Fig. 17 where the ratios of multiplicity, mean pT correlation and dispersion
between the two energies are compared for the two di�erent threshold choices.

1It has been observed [28] that this method cannot exclude the possibility of opposite sign correlations that perfectly cancel
each other.
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IX. CONCLUSIONS

Assuming that hard parton interactions in �pp scattering eventually develop into �nal state particles observable as
clustered within jet cones, and pushing the cluster identi�cation threshold as low as possible, we separate minimum
bias events into sub-samples enriched in soft or hard collisions. Comparing the behavior of the two samples at two
energies, we obtain the following results.

{ The multiplicity distributions of \soft" interactions follow KNO scaling going from
p
s = 630 to 1800 GeV. This

is not true for those of the \hard" sub-sample. The pT distribution at �xed multiplicity in the \soft" sample is
also energy invariant, a property which was unexpected. By this, we mean that the momentum distribution in
the soft sample is determined only by the number of charged particles in the �nal state, independently of the
center of mass energy.

{ The mean pT as a function of the charged multiplicity in the soft samples scales remarkably well with energy.
In addition, the mean pT increases with multiplicity even in the soft sample where hard parton interactions are
at most strongly suppressed. Neither feature is predicted by current theoretical or phenomenological models.

{ The dispersion of the hpT iev shows a non-linear dependence on the inverse multiplicity, an observation not
previously reported. The rise at multiplicity greater than �10 is essentially due to the presence of hard parton
interactions.

In the same multiplicity region, the slope of the dispersion in the soft sample extrapolates to zero at in�nite
multiplicity. This means that asymptotically there are no dynamical correlations in the event mean pt. The
ratio of the dispersion in the soft sample at the two energies is 
at as a function of multiplicity, a feature not
exhibited by the hard sample.

All the distributions and correlations studied using the soft sub-sample are compatible with the hypothesis of
invariance with the center of mass energy, which is a new result. We conclude that the dynamical mechanism of
inelastic multiparticle production in soft interactions, at least in this energy interval, is invariant with center of mass
energy, and that the properties of the �nal state are determined only by the number of (charged) particles.
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APPENDIX

The description of the settings of Monte Carlo generators refers to [22].

{ Pythia setting 1. The generator was tuned to best match the data multiplicity and pT distributions. The
following parameters were changed with respect to the default MB con�guration:

- QCD high pT processes plus \low-pT" production.

- Second order running �s.

- Inclusion of K factors in hard cross-sections for parton-parton interactions. A factor is introduced by a
shift in the �s Q

2 argument.

- Allow multiple parton-parton interactions.

- Assume a varying impact parameter for multiple interactions and a hadronic matter overlap consistent
with a double Gaussian matter distribution.

- Fraction of the total hadronic matter contained in the core radius of the double Gaussian matter distribution
inside the colliding hadrons equal to 0.2.
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- Core radius/main radius of the double Gaussian matter distribution inside the colliding hadrons equal to
0.5.

{ Pythia setting 2. Default MB con�guration with e�ective minimum transverse momentum pTmin = 1:4 GeV/c.

{ Pythia setting 3. Default MB con�guration with e�ective minimum transverse momentum pTmin = 1:9 GeV/c.

{ Herwig setting 1. Default MB soft hadron-hadron events.

{ Herwig setting 2. Default QCD 2!2 hard parton scattering with underlying multiplicity enhancement factor
equal to 4.
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TABLE I. Test of compatibility of the multiplicity distribution ratios for the three samples with the constant value 1. For
each distribution ratio are reported the �2 of the di�erence to 1 of the measured ratios, the number of measured points (ndof)
and the �2/ndof probability.

ndof �2 P(�2)

MB 28 104 0.1 �10�9
Soft 20 20.4 0.43

Hard 28 196 0.5 �10�26

TABLE II. Test of compatibility of the pT distribution ratios at the �xed multiplicities 1,5,10,15 for the three samples. For
each distribution, the �2 of the di�erence of the measured ratios to 1 are reported together with the number of the measured
points (ndof) and the �2/ndof probability.

multiplicity ndof �2 P(�2)

1 26 73.6 0.2 �10�5
5 42 208. 0.9 �10�23

MB 10 44 163. 0.1 �10�14
15 41 73.9 0.1 �10�2
1 37 15.3 0.99
5 41 55.1 0.07

Soft 10 32 26.6 0.74
15 22 17.5 0.73

1 26 75.2 0.1 �10�5
5 42 119. 0.2 �10�8

Hard 10 44 89.2 0.7 �10�4
15 41 57.8 0.04

TABLE III. Test of compatibility of the ratios of the pT versus multiplicity correlation with the constant value 1 for the
three samples. For each correlation ratio the �2 of the di�erence to 1 is reported together with the number of the measured
points (ndof) and the �2/ndof probability.

ndof �2 P(�2)

MB 22 856. < 1: � 10�30

Soft 16 11.4 0.78

Hard 22 750. < 1: � 10�30
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FIG. 1. Multiplicity distributions for the full MB samples at 1800 and 630 GeV; data are plotted in KNO variables. In the
bottom panel the ratio of the two above distributions is shown. The two continuous lines delimit the band of all systematic
uncertainties (see section II of text).
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FIG. 2. Same as Fig. 1 for the soft samples.
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FIG. 3. Same as Fig. 1 for the hard samples.
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FIG. 7. Transverse momentum distributions at �xed multiplicity (multiplicity = 1, 5, 10, 15) for the full MB samples at
1800 and 630 GeV. At the bottom of each plot the ratio of the two above distributions is shown.
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FIG. 8. Same as Fig. 4 for the soft samples.
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FIG. 9. Same as Fig. 4 for the hard samples.
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FIG. 10. Mean transverse momentum vs multiplicity from MonteCarlo. The di�erent parameter settings for each MC
generator are given in the appendix.

20



 <
 p

t >
 (

G
eV

/c
)

1800 Gev

 630 Gev

Min. Bias

Charged Multiplicity

R
at

io
(6

30
/1

80
0)

FIG. 11. Mean transverse momentum vs multiplicity for the full MB samples at 1800 and 630 GeV. On the bottom the ratio
of the two curves is shown.
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FIG. 12. Same as Fig. 11 for the soft samples.
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FIG. 13. Same as Fig. 11 for the hard samples.
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FIG. 17. The quantity plotted here is Qrel =
R(Et=3)

�R

R
. In �gs. 1a and 1b (respectively soft and hard samples) R is the

ratio of the multiplicity distribution at the two energies with the standard cluster energy threshold (Et = 1:1 GeV). REt=3 is
the same for a threshold of 3 GeV. In �gs 2a and 2b the same is done for the correlation of hpti versus multiplicity and in �gs.
3a and 3b for the hptiev dispersion.
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