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Main Entry: quark
Pronunciation: kwôrk, kw�ark
Function: noun
Etymology: coined by Murray Gell-Mann
Date: 1964
: Any of several elementary particles that are postulated to come in pairs (as in the
up and down varieties) of similar mass with one member having a charge of + 2/3
and the other a charge of - 1/3 and are held to make up hadrons
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Abstract of the Dissertation

A Measurement of t�t Production Cross Section in p�p
Collisions at

p
s = 1:8 TeV Using Neural Networks

by
Harpreet Singh

Doctor of Philosophy, Graduate Program in Physics
University of California, Riverside, December, 1999

Professor Stephan Wimpenny, Chairperson

We present the results of a new measurement of the t�t production cross
section using e� channel in p�p collisions at

p
s = 1:8 TeV. This study corresponds to

an integrated luminosity of 108:3�5:7 pb�1 acquired by the D� detector during the
Fermilab Tevatron Collider Run I (1992-1996). By using neural network techniques
instead of the conventional analysis methods, we show that the signal acceptance
can be increased by 10% (for mt = 172 GeV/c2) while the background remains
constant. Four e� events are observed in data with an estimated background of 0.22
� 0.14 corresponding to a t�t production cross section of 9.75 � 5.53 pb.
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Preface

In fundamental research, the most basic question one can ask is \What is
matter made up of?" Had no one asked this question, or similar ones, we would not
now have transistors, the laser, nuclear energy and many other practical develop-
ments. Researchers worked long and hard, merely to satisfy their scienti�c curiosity.
Much of their work has consisted of breaking open matter just to see what is inside,
and perhaps grinding it up for a good measure. This scienti�c curiosity gave birth
to High Energy Physics, which is more commonly referred to as Particle Physics.

Intensive and vigorous research in the past few decades by scientists through-
out the world has resulted in tremendous advancement in this �eld. The study
proceeds by probing the structure of matter, from molecules to atoms to nuclei to
proton/neutron to quarks. The most powerful microscopes is still far above even
the size of atom. In order to reach down into the interior of the nucleus, we need
\microscopes" which can resolve objects which are as close as 10�13 cm apart. High
energy particles from cosmic rays and particle accelerators are the only things which
can penetrate into this sub-nuclear domain. The �rst particle accelerators built in
1930's were very di�erent in size and capability from their modern counterparts.
Today these machines are huge in size, often miles in length, and they are high in
cost both in terms of money and the highly skilled technical manpower needed to
run them.

This dissertation is devoted to the analysis of High Energy Physics data
collected at Fermi National Accelerator Laboratory (Fermilab) with the D-Zero
(D�) detector. The Fermilab accelerator is the most powerful particle accelerator
in the world. It consists of two rings of conventional and super-conducting magnets,
four miles in circumference, which are used to collide highly relativistic beams of
protons and anti-protons. Collisions occur at two points in the accelerator ring,
each of which is surrounded by a massive piece of detection apparatus, which is
used to study the results of these collisions. The D� detector, located at one of the
collision points is a multipurpose collider detector with almost 4� coverage. This
is maintained and operated by an international collaboration of 400 physicists from
45 institutes around the world.

The D� apparatus was designed to explore an energy regime which had not
been explored in earlier experiments. Its goals were to search for the evidence of
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new massive particles and to test the modern theory of particle physics known as
the Standard Model. A major triumph came in 1995 when D� experiment together
with the CDF experiment (situated at the second interaction region at Fermilab)
made the joint announcement of the discovery of a new quark, known as the top
quark.

The subject of this dissertation is a measurement of the production cross
section of the t�t pairs at

p
s = 1.8 TeV. The analysis used arti�cial neural net-

work logic instead of the conventional methods used in previous studies. These are
multivariate analysis tools with the potential to give excellent signal to background
discrimination in complex environments. They have been used previously with great
success in the analyses of large cross section processes and for particle identi�cation.
This is the �rst analysis to attempt their application to the dilepton decays of a t�t
pair.

The dissertation is arranged as follows. Chapter 1 gives a brief introduction
to the �eld of High Energy Physics and a sketch the present day theory of the fun-
damental particles and forces of nature. Chapter 2 focuses on the signi�cance of the
top quark and how it is produced and decays in the p�p environment. This chapter
discuss the signal and relevant background to the production of t�t process studied
for this dissertation. Chapter 3 gives a brief overview of the Fermilab accelerator
complex and the apparatus at D� where the measurements were performed. Chap-
ter 4 describes the process of event reconstruction and particle identi�cation. The
basic concepts and theorems of neural networks are discussed in Chapter 5. In
Chapter 6, we de�ne the data samples, detection eÆciencies and Monte Carlo sim-
ulations used in our study. In Chapter 7, we explain the training and optimization
of neural networks we used in the study and describes the neural network analysis.
Chapter 8 compares the results of this analysis to the conventional style analysis.
Finally, Chapter 9 summarizes the results and conclusions of the study.
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Chapter 1

The Riddle of Matter

...This supreme science was thus received through the chain of disciplic

succession.

- Bhagavad Gita

1.1 From Antiquity to the 20th Century

Some tens and thousands of years ago, when ancient man created tools for
his needs, he had to experiment with various materials and con�gurations, such as
di�erent kinds of wood and stone for bows and arrows and useful arrangements for
traps to achieve success. Thus, it was necessary that he perform research tasks to
satisfy certain needs. His curiosity motivated him to accumulate information from
observations and this led him to ask questions such as why the universe exists and
of what it is made up of.

The ancient Indians, believed in �ve elements: space, earth, air, �re, and wa-
ter. Likewise, the ancient Chinese counted �ve fundamentals: earth, wood, metal,
�re, and water. Similarly, ancient Greeks chose: air, �re, water, and earth as the
four basic elements. At some point, people began to think that things were made
up of microscopic particles called atoms. About 600 B.C., an Indian philosopher
named Kanada formulated some ideas about the atom. These were further pursued
by the Greek philosophers Leucippos and Democritus (about 400 B.C.), who argued
that everything consists of tiny atoms - a bone is made of bone-atoms, wood is made
of wood-atoms, and so on. Much later, scientists began to understand some of the
underlying patterns to the structure of matter and the �eld of chemistry was born.
Atoms (not Democritus's kind) were �rst grouped into a periodic table by Dmitri
Mendeleyev between 1869 and 1871. By arranging the elements in a speci�c way,
many of their physical and chemical properties could be predicted quite accurately.

By the end of the nineteenth century it was recognized that the atoms of

3



chemical elements were not indestructible and could be modi�ed or perhaps even
broken up if heated enough. The problem was to �nd right method of heating
atoms. The answer was found in the newly discovered science of electricity. Ger-
man physicists, Pl�ucker, Hittorf and Goldstein learnt to pull atoms apart into two
components by causing electric discharge in low-pressure gases. J. J. Thomson in
England then studied the two parts and found in 1897 that one part consists of
negatively charged particles called electrons.1 He identi�ed the other component as
positively charged particles more massive than the electron. The lightest of these
heavy positive particles, called the proton, is the heavy part of the hydrogen atom.

In 1911, Ernest Rutherford showed from his experiments that the heavy pos-
itive part is the center of the atom (nucleus) and it is surrounded by a number of
negatively charged particles (electrons) which orbit around it and are bound to it by
the electro-magnetic force. Soon afterwards, the Danish physicist Niels Bohr built
a mathematical description of the atom using the Planck's theory of quantization of
energy. In his model, electrons move around the nucleus in �xed orbits and can only
switch between orbits when a certain discreet amount of energy is absorbed or emit-
ted. This amount of energy is the energy of the photon of speci�c wavelength. The
picture of atom became more transparent, when Heisenberg in Germany predicted
that a neutral heavy counterpart of the proton should exist. In 1932, Chadwick in
England discovered this particle which he called the neutron.

The existence of positron (e+) was predicted by Paul Dirac in 1928. This
is the anti-particle of electron- a particle with the same mass but opposite electric
charge. This was established in experimentally 1933 and was followed shortly after-
wards in 1938 by another charged particle, the muon (�) which has mass 206 times
larger. The energy loss problem in radioactive � decay was solved by the Italian,
Enrico Fermi, who predicted a new particle called the neutrino, which was later
observed in 1947 in cosmic ray experiments.

By the middle of twentieth Century, only a few elementary particles namely
the electron, proton, neutron, photon, muon and neutrino were known. These are
the building blocks of our universe. However, the study of cosmic rays and the
nuclear force led to the inference of new elementary particles which were not need-
ed to build matter. This led to the construction of particle accelerators and the
subsequent observation of many hundreds of new particle states. These states were
called \hadrons", meaning heavy, and were further divided into lighter \mesons"
and heavier \baryons".

The increasing number of hadrons suggested that there was something more
fundamental than the hadrons. In 1964, Murray Gell-Mann and George Zewig pro-
posed the static quark model [1]. In this picture the hadrons are made out of three
more fundamental constituents called quarks, which come in three types called up,

1The existence of the electron and the name had been �rst suggested by Stoney in 1874, also
in England.
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down and strange (u,d and s). The quarks are believed to be bounded together inside
the hadrons by the exchange of quanta of strong interaction known as \gluon". The
static quark model was very successful in explaining the known \hadronic" particle
states. It was further supported by the �rst results from a new accelerator at SLAC
in the early 1970s which demonstrated the existence of a internal structure to the
proton and neutron.

In 1974, a new particle called the tau (�) was discovered at SLAC. This
together with electron (e), muon (�) and three corresponding types of neutrinos
(�e; ��; ��

2) form a di�erent family of the fundamental particles which are collec-
tively known as leptons. The charged leptons interact via the electro-magnetic and
weak interactions, while neutrinos are distinguished by having only weak interaction-
s. The uni�cation of electro-magnetic and weak interactions by Weinberg, Glashow
and Salam [2] predicted the existence and masses of the bosonic particles (W+;W�

and Zo) believed to be the mediators of electroweak force. This picture was veri�ed
in 1984 when these particles were discovered by the CERN S�ppS collider experiments
UA1 and UA2 [3].

Since the static quark model was proposed, three more quarks have been
discovered, the charm (c) quark in 1974, the bottom (b) quark in 1977 and the top
(t) quark in 1995 [4]. The theoretical picture that describes how these elementary
particles are organized and how they interact with one another via the forces is
known as the Standard Model.

1.2 The Standard Model

Over the last century the �eld of particle physics had developed through the
e�orts of experimentalists and theorists. The physical world we live in, is governed
by four fundamental forces:
1. Electro-magnetic force
2. Weak force
3. Strong force
4. Gravitational force

High energy physics is concerned with the �rst three of these. Gravity is so
much weaker than the other three that it has no in
uence on subatomic processes
and can be excluded from the following discussion.

There are two basic types of particles in the Standard Model: fermions and
bosons. The fermions have spin 1

2
and are the building blocks of matter. These

adhere to the Pauli Exclusion principle so that only one fermion can occupy a
particular quantum state. The bosons are either spin 0 or 1 particles and are believed
to be the carrier of the force between the particles. The fermionic constituents in

2�� has not been directly observed yet.
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the Standard Model are further divided into quarks and the leptons. The leptons
interact via electro-magnetic and weak force and the quarks engage in the strong
interaction as a consequence of their color charge.3

In the case of the strong and electro-magnetic interactions the bosons are
massless whereas the weak interaction they are quite massive (MW � 80 GeV,
MZ = 91 GeV). The eight gluons (strong interaction), the photon (electro-magnetic)
and the W and Z (weak interaction) are assumed to be elementary. There is no
experimental evidence for quark and lepton compositeness, such as excited states
and form factors and so these are also assumed to be the fundamental particles.

Table 1.1 and Table 1.2 summarize the properties of the particles of the
Standard Model. Mass values are in units of GeV/c2 and electric charges are given
as multiples of the proton charge e.

The Standard Model Lagrangian embodies our knowledge of the strong and
electroweak interactions. It contains as fundamental degrees of freedom: the quarks
and leptons, the spin 1 gauge bosons and a spin 0 Higgs �eld.4 Symmetry plays
the central role in determining its dynamical structure. The Lagrangian exhibits
invariance under SU(3) gauge transformations for the strong interactions and under
the SU(2)
U(1) gauge transformations for the electroweak interactions. Thus, the
gauge group for the Standard Model is SU(3)C 
 SU(2)L 
 U(1)Y

5.

The weak isospin complex doublet of spin-zero Higgs �elds � =
�
�+

�0

�
with

the potential function:

V (�) = �2(�y�) + j�j(�y�)2: (1.1)

breaks the electroweak and 
avor symmetry in the Standard Model. Here � is the
self interaction(coupling) of the Higgs scaler �eld. Mass generation for fermions and
gauge bosons proceeds by means of spontaneous breaking of the SU(2)L 
 U(1)Y
symmetry. The potential V of Equation 1.1 is minimized to obtain ground state
Higgs con�guration.

�(�2 + 2��y�) = 0 (1.2)

The Equation 1.2 has two solutions, the trivial solution h�i0 = 0 and the nontrivial
solution

h�y�i0 = ��2

2�
=
v2

2
(1.3)

with

v =

s
��2
�

(1.4)

3Each quark carries a quantum number called color, There are three such quantum numbers
namely red, blue and green

4Higgs boson is not observed yet.
5C is the color quantum number, L denotes left handed group and Y is the hypercharge.
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Generation Particle Name Mass (GeV/c2) Charge (e) Force

Quarks (spin 1/2)
1 Down (d) 0.005 �1/3 Strong, EM, Weak

Up (u) 0.01 2/3 Strong, EM, Weak
2 Strange (s) 0.2 �1/3 Strong, EM, Weak

Charm (c) 1.5 2/3 Strong, EM, Weak
3 Bottom (b) 4500 �1/3 Strong, EM, Weak

Top (t) 173.8 2/3 Strong, EM, Weak

Leptons (spin 1/2)
1 Electron (e) 5.1�10�4 �1 EM, Weak

Electron neutrino (�e) < 0.8�10�8 0 Weak
2 Muon (�) 0.105 �1 EM, Weak

Muon neutrino (��) < 2.7�10�4 0 Weak
3 Tau (�) 1.777 �1 EM, Weak

Tau neutrino (�� ) < 0.035 0 Weak

Table 1.1: The particles of the Standard Model-the Fermion Sector

Particle Name Mass (GeV/c2) Charge (e) Force

Gauge Bosons (spin 1)

 Photon 0 0 Electro-magnetic
g Gluon 0 0 Strong
W W 80.2 1 Weak
Z Z 91.2 0 Weak

Fundamental Scalar (spin 0)
H Higgs ? ? Couples to matter

Table 1.2: The particles of the Standard Model-the Boson Sector
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Choosing �2 to be negative would make the nontrivial solution of Equation 1.3 real
and this equation not only respects the conservation of charge but also spontaneously
breaks the SU(2)L 
 U(1)Y symmetry.

A consequence of the spontaneous breaking of the electroweak symmetry is
that the W� and Z0 acquire mass according to:

M2
W =

��

GF

p
2 sin2 �W

(1.5)

M2
Z =

M2
W

cos2 �W
(1.6)

whereas photon remains massless (M
 = 0). This also gives rise to a spin 0 (scalar)
particle called the Higgs boson. In Equation 1.5, GF is the Fermi (weak) coupling
constant, � is the �ne structure constant and �W is the weak mixing angle. Each of
the fermions (f, lepton and quark) has its own Yukawa coupling (Gf ) to the Higgs
boson. Thus, the fermion mass is given by

mf =
vp
2
Gf (1.7)

The value of v is given by v =
q
��2=� = (GF

p
2)�

1

2 = 246 GeV. Although the
theory can accommodate fermions of any mass, it does not predict the mass values.
Instead, the measured fermion masses are used to �x the arbitrary Higgs-fermion
(Yukawa) coupling.

The Standard Model has been extremely successful so far [5]. Despite intense
experimental scrutiny, this theory has displayed no experimental inconsistencies.
However, the Standard Model does have several features which many physicists
consider unsatisfactory. There exists no understanding of the number of families
and the presence of so many free parameters (nine fermion masses, three coupling
coeÆcients, four CKM matrix elements and one Higgs boson mass). Hence, physics
beyond the Standard Model seems inevitable [6]. The mass of the top quark [7]
suggests that its Yukawa coupling (Gf ) to Higgs boson is � 1 (see Equation 1.7).
It is quite possible that the top quark might provide a window to the new physics.
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Chapter 2

The top quark

The truth is out there.

- The X-�les

2.1 Why do we need the sixth quark?

The tau lepton (�) was the �rst particle of third generation particles to be
discovered [8]. Shortly afterwards, the � was discovered at Fermilab as a resonance
in the �+�� invariant mass spectrum [9]. This was interpreted as a b�b bound state
which subsequently decays into �+��. The bottom (b) quark is a third generation
quark. In the past few years a tremendous amount of experimental data on its
properties has been collected. Both its charge (Qb = �1

3
) and isospin (I3 = �1

2
) are

well established.
The �rst measurement of the charge of the b quark was done by measuring

the leptonic width of the � resonance at the DORIS e+e� storage ring [10]. The
� leptonic width is proportional to the square of the charge of the b quark. From
these measurements, it was found to be Qb = �1

3
.

The weak isospin of the b quark was �rst determined from the measurement
of forward-backward asymmetry (AFB) in e+e� ! b�b production. The de�nition of
the asymmetry in terms of the production cross section (�b) is:

AFB =
�b(� > 90o)� �b(� < 90o)

�b(� > 90o) + �b(� < 90o)
(2.1)

where � is the polar angle of the quark in the e+e� center of mass as measured from
the direction of the e�.

The production of b�b pairs in e+e� collisions can be either mediated by a
photon (
) or a Z boson (see Figure 2.1). The contributions of the photon (
)
exchange to the angular distributions are symmetric. An asymmetry arises through

9



e-

e+ b

b

γ
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Z

Figure 2.1: Feynman diagrams for e+e� ! b�b via 
 and Z exchange.

b

b

Z

Figure 2.2: Feynman diagram for Z ! b�b.

the Z contributions (see Figure 2.2) because of the coupling of the Z boson to
fermions, which depend on the weak isospins of the leptons. This arises through
a term in the Lagrangian of the form �f 
�(gV � gA
5)Z

�f , where 
5; 
� are Dirac
matrices, f is fermion �eld and gV ; gA are the vector and axial couplings which are
given by

gV = 2[IL3 (f) + IR3 (f)]� 4Qf sin
2 �W (2.2)

gA = 2[IL3 (f) + IR3 (f)] (2.3)

where IL3 (f) and IR3 (f) are the isospins for left-handed and right-handed fermion
�eld, �w is the Weinberg angle and Qf is the charge of the fermion.

The measurements of AFB were found to be consistent with the Standard
Model predictions assuming I3 = �1

3
for the weak isospin of the b quark [11]. If the

b quark is an SU(2) weak-isospin singlet state, it cannot decay via the charge cur-
rent (W ) because it won't have charge current interactions. The other decay mode
would be a 
avor-changing neutral current (FCNC, (b! s(Z=
)! sl+l�). FCNC
decays are suppressed for the isospin doublet quarks by GIM mechanism [12]. If the
b quark is a isospin singlet state then FCNC decays should be observed at a rate
well above the present experimental limits [13]. However, the charge current decay
is readily observed leading to the conclusion that the b quark must be a member of
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f

f

f

Qf

Qf

γ

γ

Figure 2.3: An example of the fermion diagram which give rise to chiral anomalies
in the Standard Model; f is a fermion, Qf is a fermion charge, gfa is fermion axial
coupling to Z.

weak isospin doublet.
The establishment of a third generation isospin doublet implies the existence

of an additional quark which is referred to as the top (or truth) quark (t). Fur-
thermore, the renormalizablity of electroweak sector in the Standard Model requires
cancellations of the triangle anomalies which arise from the diagram shown in Fig-
ure 2.3. The contribution of this diagram for each fermion is nc � gfa � Q2

f , where
nc = 3 for quarks. Equation 2.4 implies that the net contribution from a isospin
doublet is zero, thereby avoiding the problem.

Qf = �1 + 3�
��

2

3

�
+
�
�1
3

��
= 0 (2.4)

There is other indirect experimental evidence which indicates the existence
of top quark. The observed rate of Bo

d � �Bo
d mixing is proportional to j Vtd j2, the

Cabibbi-Kobayashi-Maskawa (CKM) matrix element for the t and d quark coupling
[14, 15]. This implies that a massive top quark is needed in the loops so that the
b quark can decay indirectly via an intermediate state containing a virtual t quark
to the d quark. This indicates that the b quark has a weak isospin partner, the top
quark with weak isospin I3 = +1

2
.

The precise measurements of Z width by experiments at the LEP and SLAC
rule out the existence of fourth generation neutrino with a mass M� � MZ=2 [16].
Thus, unless the additional neutrinos are really massive, no additional generations
in the Standard Model are allowed. Thus, the top quark is the last fermion expected
in the minimal Standard Model.
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Figure 2.4: The Standard Model particle masses on logscale.

2.2 What is special about the top quark?

The Standard Model predicts the weak isospin (I3 = +1
2
) and charge (Qt =

+2
3
) of the top quark but its mass remains as a free parameter in the model. The

most recent measurements of the top quark mass yieldmt = 174:3�5:1 GeV/c2 [17].
This a factor 40 higher than the mass of the b quark, the second heaviest fermion
and almost a factor of two higher than the mass of the heaviest of the known bosons
the Z0. The masses of the particles of the Standard Model are shown in Figure 2.4.
It is quite clear that its large mass sets the top quark apart.

The value of the top quark mass (mt) enters in numerous calculations of
radiative corrections to the electroweak sector in the Standard Model. The parame-
ters �;GF and �W determine the mass of weak vector bosons (W�; Z0) to the lowest
order (see Equations 1.5, 1.6). However, the higher order radiative corrections such
as those shown in Figure 2.5 depend on the mass of both the top quark and Higgs
boson. One such correction is:

�� =
ncg

2
2

64�2M2
W

"
m2

t +
M2

W

3

"
11

3
ln

 
M2

H

M2
W

!
+ : : :

#
+ : : :

#
(2.5)
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Figure 2.5: Diagram of radiative corrections to W� and Z bosons with top quark
and Higgs boson in virtual loops.

where nc = 3 and g22 =
8GFM

2
Wp

2
. The dependence of this radiative correction is

quadratic in the top quark mass whereas the dependence on Higgs boson mass is
logarithmic. Because of the large value of mt, the term containing mt is the domi-
nant parameter in the electroweak radiation corrections. Equation 2.5 was used to
set the constrains on the top quark mass before it was measured directly. Today,
since mt has been measured, the argument has been reversed and used to test elec-
troweak theory.

The electroweak sector of the Standard Model predicts the relationship be-
tween mt and the masses of the W boson (MW ) and the Higgs boson (MH). A
precise measurement of mt andMW can be used to obtain constrains on the mass of
the undiscovered Higgs. However, because of the logarithmic dependence of theMH

and the accuracy of the present measurements, this can only set a weak constraint
on MH . This is shown in the Figure 2.6, where the two ellipses represent direct
(solid) and indirect (dashed) measurements. The shaded bands are the Standard
Model predictions for MH values between 90 and 1000 GeV.

The top quark production cross section can be calculated using the per-
turbative QCD. Thus, a precise measurement of the cross section would both test
the predictive power of the theory and be sensitive to new physics in the form of
enhancements to the t�t production cross section. Such e�ects are predicted in the
color octet, top color and technipion models [18, 19].

The decay of the top quark provides an opportunity to study the properties
of a bare quark such as spin correlations [20] which are free from the long range
e�ects of the strong interaction. In p�p collisions t�t pairs are produced via spin 1
boson (
; Z0, gluon) exchange. The decay time of the top quark (� 10�25sec) is less

13



80.2

80.3

80.4

80.5

80.6

130 150 170 190 210

MH 
90 300 1000

mt  

M
W

  

Preliminary

LEP1, SLD, νN Data

LEP2, pp
−
 Data

Figure 2.6: The dependence of the Higgs boson mass (bands from 90 to 1000 GeV/c2)
on the top quark mass (x axis) and the W boson mass (y axis). The contours
represent the 68% (1�) con�dence level measurements.

than the QCD hadronization time-scale (� 10�23sec). Thus, the spin correlation
information is preserved and is re
ected in the angular correlations of the decay
products. Observing such correlations would con�rm that the top quark has spin
1
2
and that it decays before hadronizing, thereby giving a limit on the top quark

lifetime. This could also be used to provide a lower bound on the CKM matrix
element Vtb without imposing a three generation constraint [20].

Because of large mass of the top quark, it is quite possible that the new
physics may manifest itself at the top decay vertex. Thus, the study of top quark
production and decay is a excellent place to look for evidence of new particles such
as stop, ~t or charged higgs H� which exist in the extensions of the Standard Model.
This can be done by comparing the ratios of the decays of the top quark with the
Standard Model expectations. To date no such divergences have been observed.

The large top quark mass singles it out in several ways. It has a signi�can-
t e�ect on electroweak physics and it may play a special role in the electroweak
symmetry breaking.

2.3 Production Mechanism

Because of its large mass, the top quark can only be produced in the collisions
of the particles where a suÆciently high center-of-mass energy (

p
s) can be achieved.
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Figure 2.7: Feynman diagram for lowest-order t�t production.

The proton-anti-proton (p�p) accelerator (the Tevatron) at Fermilab operating at
p
s

of 1.8 TeV is the only facility in the world where the top quarks can be and have
been produced. It was here that the top quark was discovered in 1995 by the D� and
CDF experiments [4]. A new proton-proton (pp) collider called the LHC is under
construction at the CERN laboratory at Geneva. With a center-of-mass energy of
14 TeV, this will be capable of producing the large number of top quark events
when it comes on line in 2006. Top quark physics could also be pursued at other
machines such as high energy e+e� and �+�� colliders. However, these machines
are still in the design stage and will not be available in the immediate future. For
this dissertation, we focus on the features of the top quark production at Fermilab.

In p�p collisions, there are two mechanisms for the top quark production. The
pair production via strong interaction and single top production via electroweak
interaction. These are discussed below:
1. Pair production of the top quarks (t�t production):

Figure 2.7 shows the leading order processes which contribute to t�t pair
production at the Tevatron. At

p
s = 1:8 TeV, the q�q ! t�t diagram dominates,

contributing 90% of the total production cross section (see Figure 2.8). In principle,
there are also q�q diagrams with 
� or Z� propagators which could result in t�t �nal
states. However these are electroweak processes and the cross sections are much
smaller.
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Figure 2.8: Fractional contributions of q�q (dashed) and gg (dotted) NLO processes
to the production of t�t at

p
s = 1:8 TeV.

2. Single top quark production:
Single top quark production can occur through s, t or u-channel electroweak

processes. At
p
s = 1:8 TeV, the dominant processes are s-channel production of a

tb �nal state via o� mass-shell W � exchange and production of tqb �nal state via
W -gluon fusion (see Figure 2.9). Although the single top production cross section
is one third that of the t�t production cross section [21], the detection eÆciencies for
single top quark events are lower and the signal is much more diÆcult to separate
from the background. At this time there is no direct measurement of single top
production cross section although some preliminary limits are available [22].

This thesis focuses on the study of the t�t �nal state for which the detection
eÆciencies and the cross section are larger (see Figure 2.11).

2.4 Calculations of the t�t production cross section

The production cross section for the t�t process in p�p collisions can be calculat-
ed in perturbative QCD. It can be written as a product of the parton distribution
functions of the proton and the parton-parton point cross sections. This is then
summed over all the contributions from the quark and gluon processes [23].

�p�p!t�t =
X
a;b

Z
dxaF

p
a (xa; q

2)
Z
dxbF

p
b (xb; q

2)�̂ab(ŝ; q
2; mt) (2.6)
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Figure 2.10: Feynman diagram for single top quark production via W -gluon fusion.

The functions Fa and Fb represents the probability densities of the light par-
tons (u; d; s; c; b) which carry momentum fractions xa and xb respectively and are
evaluated at scale q. �̂ab is the point cross section for the process a + b ! t�t and
ŝ = 4xaxb. While calculations to all orders of perturbative QCD would be indepen-
dent of the choice of q, practical calculations are performed to a �nite order so that
the results can depend on the choice of the scale. This usually chosen to be q � mt.

The �rst calculations of �t�t in leading order (LO, O(�2
s)) were done in late

1970's [24]. About 10 years later, these were followed by the next-to-leading-order
(NLO, O(�3

s)) calculations [25]. In perturbation theory, the NLO contribution
should be small as compared to LO. However for t�t production at the Tevatron
the NLO contributions are still large because contributions from processes involving
of soft gluon emission. This implies that still higher order calculations are needed to
establish stability of the results. To incorporate these, a technique call resummation

is used in which the dominant logarithms from soft gluon emission are calculated
and summed to all orders in perturbation theory. This is problematic because the
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Figure 2.11: The t�t and t(�t) production cross sections as a function of mt at
p
s =

1:8TeV.

re-summed series are divergent due to non-perturbative e�ects as �s becomes large.
The solution is to introduce a new scale, q0 >> �QCD, which can be used as a
cuto� and removes the divergence. The �rst of these calculations were performed
by Laenen, Smith and van Neerven (LSvN) [26]. Subsequent calculations was done
using di�erent techniques which avoid the need for the infrared cuto�, q0 [27, 28].
Berger and Contopanagos (BC) [27] used a technique called principal value resum-
mation (PVR) to include the resummation of gluon radiative correction, whereas
Bonciani, Catani, Mangano, Nason and Trentadue (BCMNT) [28] used a slightly d-
i�erent scheme to avoid the divergence. A full discussion on the di�erences between
these calculations are given in references [27, 28, 29] and the results are compared
in Figure 2.11. Table 2.4 composes the results for mt = 175 GeV and summarizes
the main features of the calculations.

2.5 Decay Kinematics

According to Quantum Chromodynamics (QCD), quarks are con�ned and
are not observed as free particles [31]. For mt = 175 GeV/c2 the decay width of
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Calculation PDF Order �t�t(pb)

Exact NLO (NLO) MRSR2[30] NLO only 4:87+0:30�0:56

Laenen, Smith and MRSD0[30] NLO + gluon resummation 4:94+0:71�0:45
van Neerven (LSvN)

Berger and Contopanagos (BC) CTEQ3[32] NLO + gluon resummation 5:52+0:07�0:42

Bonciani, Catani, Mangano, MRSR2[30] NLO + gluon resummation 5:06+0:13�0:36
Nason and Trentadue (BCMNT)

Table 2.1: Calculations of �t�t at
p
s = 1:8 TeV for mt = 175 Gev/c2.

the top quark (�top) is � 1.8 GeV and its lifetime is ' �h
�top

' 10�25 seconds. In

comparison, the hadronization time scale is of the order of � 10�24 seconds. Since
the lifetime of the top quark is shorter than the hadronization time scale, the top
quark decays before the hadronization can take place.

Assuming the Standard Model couplings, the top quark decays to a b quark
via W emission (t ! W+b), where the W boson is real because mt > M+

W + mb.
This is a weak 
avor changing charge current (FCCC) decay. Other FCCC decays
such as t ! W+s and t ! W+d are also allowed, but are suppressed by factors
of � 10�3 (for t ! W+s) and � 10�4 (for t ! W+s) by the mixing elements of
CKM matrix [15]. Super-symmetric models predict the existence of a pair of charge
Higgs scalers (H�) [34]. If M+

H < mt �mb then the decay t! H+b can also occur.
Recent searches and the limits on the charged Higgs decay mode of the top quark
can be found in reference [35]. Other decay modes such as 
avor changing neutral
currents (FCNC) are also predicted but are many orders of magnitude smaller in size
[33]. These have branching fractions of BR(t! cg) � 10�10, BR(t! c
) � 10�12,
BR(t! cZ) � 10�13 and BR(t! cH) � 10�14. Any observation of charged Higgs
decay mode or FCNC decays of the top quark would be an evidence for the new
physics beyond the Standard Model.
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Figure 2.12: The Standard Model decay of the top quark.

It should be noted that it is not only the large mass of the top quark which
gives it its short lifetime, but also the fact that the decay of t to b is not CKM
suppressed.

2.6 Experimental Signature

This dissertation focuses on the Standard Model decay of the top quark
(t! W+b) (Figure 2.12). The daughter b quark fragments and hadronizes to form
a jet of �nal state particles and the W boson decays into fermions pairs l�l or q�q
(where l can be e or � or � and q�q can be u �d or c�s). In LO QCD, the branching
ratios ofW [93] into leptons and quarks are 1

3
, but quark decay modes get a factor of

3 enhancement because of color. For the purpose of experimental analysis, the top
quark decay channels are classi�ed using the decay modes of the W boson. In the
case where Vtb = 1, the top quark will decay 100% of the time to b quark. Thus each
t�t event will have two b quarks and two W bosons. The decay channel classi�cation
is summarized in Table 2.2 and the relative branching fractions are shown in the
Figure 2.13.

For data analysis, a t�t event is classi�ed into three broad categories which
can be further subdivided by looking for semi-leptonic b quark decay involving soft
e's and �'s. The latter technique is known as soft lepton b tagging.
1. The alljets Channel:

These are the events in which both the W 's decay hadronically. The �nal
state signature of an alljets event is six or more jets, where 2 jets come from the b
decay and 4 jets come from the W decays. There may also be additional jets from
the initial/�nal state radiation. Missing transverse energy (E/T ) is not present at
parton level but can arise from the mis-measurements of the energy in the event.
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W ! e�e W ! ��� W ! ��� W ! q�q
(1/9) (1/9) (1/9) (2/3)

W ! q�q (2/3) 12=81 12=81 12=81 36=81
(e+ jets) (�+ jets) (� + jets) (all jets)

W ! ��� (1/9) 2=81 2=81 1=81
(e�) (��) (��)

W ! ��� (1/9) 2=81 1=81
(e�) (��)

W ! e�e (1/9) 1=81
(ee)

Table 2.2: Decay modes and their branching fractions for a t�t pair. Note that all
the branching fractions are calculated assuming Vtb ' 1.

ee

µµ
ττeµeτµτe+jets

µ+jets

τ+jets

+jets

44.4%

1.25%

2.5%

14.8%

14.8%

14.8%

All jets

Figure 2.13: A pie chart showing the relative cross sections for various decay channels
of a t�t pair.

This is the channel with the largest branching ratio (' 44%) but it su�ers from the
diÆculty of enormous background from QCD multijet events.
2. The leptons + jets channel (l+ jets):

These are the events in which one W boson decays into leptons (e�e or ���
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or ��� ) and the other into quarks. The �nal state signature is one high pT lepton
(e or � or �), four or more jets (2 from b quark decay and 2 from W decay) and
missing transverse energy (E/T ) from the presence of the undetected neutrino in the
event. As with the alljets case there may be additional jets from the initial/�nal
state radiation. Each of the three l + jet channels has a branching fraction of about
' 15 % . There is some enhancement in the e + jets and � + jets channels through
� + jets events in which the � has subsequently decayed to e or �. The main
background comes from inclusive W boson production with associated jets. There
is also contribution from QCD multijet events, mainly from b�b production, in which
one b decays to a lepton and the associated jet is not reconstructed correctly.
3. The dilepton Channel:

These are the events in which both the W 's decay leptonically giving ee, ��,
�� , e�, e� , �� �nal states. The signature of a dilepton event is: two high pT leptons,
two (or more) jets and missing transverse energy from the neutrinos in the event.
Events in which the leptons are of the same type (ee, �� and ��) have a branching
fraction of 1.25% and the events in the leptons are of distinct type (e�, e� and
��) have a branching fraction of about ' 2.5 %. The � channels are not directly
observed but they contribute to the ee, �� and e� channels via the leptonic decays
of the � . Since each event contains at least two neutrinos, unlike the alljets and the
lepton+jets events, events in the dilepton channels can not be fully reconstructed
by the detector. Experimently, the dilepton channels are the cleanest of the top
quark decay channels because of the small backgrounds.

2.7 The e� Channel

Figure 2.14 shows the schematic diagram for the t�t ! e� channel. This is
the focus of this thesis. In the following section we summarize the characteristics of
the signal events and then go on to discuss possible backgrounds from physical and
instrumental e�ects.

2.7.1 Signal Characteristics

An e� dilepton candidate consists of an event in which one of the W bosons
has decayed to give e�e and other ���. Thus the experimental signature is:

� 1 large transverse energy electron (Ee
T ) - from W ! e�e decay

� 1 large transverse momentum muon (P �
T ) - from W ! ��� decay

� Missing transverse energy (E/T ) - from the two neutrinos
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Figure 2.14: Schematic of the t�t! e�X decay.

� � 2 jets - from the fragmentation of the two b quarks (and initial/�nal state
radiation)

The direct branching fraction for t�t ! b�bWW ! e�e��� + jet jet is 2.47
%. This is increased by an additional 0.96 % when the contributions from t�t !
l� ! e� decays are included (where l can be e or � or �). However, the detection
and reconstruction eÆciencies for the � events are somewhat smaller because the
transverse energy (momentum) spectrum for the e(�) from a � decay is softer than
those from the direct W decay and the presence of additional neutrinos leads to a
decrease on the total missing transverse energy (E/

cal
T ).

2.7.2 Backgrounds

The background processes to the e� channel can be divided into two main
categories: physical and instrumental. These are discussed below.

Physical Backgrounds

These are the result of processes which lead to �nal state containing an
electron and a muon with E/

cal
T and jets. These can mimic the signatures of top

quark decay into e� channel. The most signi�cant of these are discussed below.
1. Z + jets production
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Figure 2.15: Lowest-order diagram for �+�� production with Z or 
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Figure 2.16: Lowest-order diagram for the Drell-Yan production of WW pairs.

The inclusive production of a Z boson with associated jets can be a source of
background to t�t! e� events. Here the Z boson decays into �+�� and taus further
decay to give the e and �. The Feynman diagram for the leading order production of
Z ! �� is shown in the Figure 2.15. The jets in these events are typically produced
through radiative processes and have smaller transverse energies than those from
the b jets in the top events. The production cross section of Z ! �� ! e� is � 12
pb (see appendix in [58]) which is signi�cantly larger than the t�t! e� cross section.
While the kinematics and topology can be use to suppress these events, they still
provide signi�cant background.
2. Drell-Yan �+�� pair production

The Drell-Yan production of �+�� pairs is also a source of a background.
As with the Z ! �+�� decay case, the �� ! e� decay can mimic the signatures
of a top quark event. The lowest-order Feynman diagram for this process is shown
in Figure 2.15. The jets here are also produced through radiative processes and

24



Misidentified jet
as an electronJet lost in

reconstruction

   W + Jets QCD

Muon

Missing Energy

Figure 2.17: Cartoon of the instrumental fakes for W+jets and QCD events, where
at least one jet in the event is misidenti�ed as an electron.

have smaller transverse energies. Further suppression can be achieved by using
the transverse energy spectra of the e (�), which is even softer than that from
Z ! �� ! e�. The cross section for this process is � 6 pb [75].
3. WW pair production

The WW pairs are produced at the Tevatron through Drell-Yan process
(See Figure 2.16). The �nal e� state comes directly from the decays of the two
W bosons. There is also a small contribution from the W ! ��� decay with a
sequential � ! e(�)��� decay. The production cross section for p�p ! W+W� at
the Tevatron is � 10 pb [36]. The branching fractions of WW ! e� (including �
decays) is 3.43% so that the production cross section for the e� �nal state is about
0.34 pb. Also, like other Drell-Yan processes, the jets in these events are produced
by radiative processes and the ET spectra are softer. However in terms of lepton
�nal state, the transverse energy spectra of leptons are identical to those of t�t events.

Instrumental Backgrounds

There are some backgrounds which are the results of instrumental e�ects in
the detector and arise from the misidenti�cation of jets as electrons. These can be
conveniently separated into two categories depending on the source of the muon in
the events.
1. W+jets production

The production of W + jets events is one of main sources of instrumental
background. The measured production cross section for p�p!WX! ��X is � 2.42
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nb [37]. If one of the associated jets is misidenti�ed as an electron (Figure 2.17),
then the �nal state can mimic the t�t! e�X signature.
2. b�b and c�c production (QCD multi-jet processes)

This background is related to the production of QCD jets (mainly b�b and
c�c). The heavy quark (b or c) can have a semi-leptonic decay to a muon and may
transfer all (most) of its energy to the muon, leaving little energy to hadronize. Such
jets can easily be missed in reconstruction. If one of the other jets in the event is
misidenti�ed as an electron, then the �nal state would be one electron (misidenti�ed
jet), one muon (from b or c decay) and suÆcient missing transverse energy (from
mis-measurement). This is shown schematically in Figure 2.17. Despite heavy
suppression from kinematical and topological constraints, this background can still
be a source of signi�cant problem because of the large b�b and c�c cross sections [38].
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Chapter 3

Experimental Apparatus

Science clears the �elds on which technology can build.

- Werner Heisenberg

This chapter gives a brief description of the experimental apparatus used in
this study. In order to detect the particles produced in the collisions of protons and
anti-protons, it is necessary to build a detector system around the collision point.
One such detector, D�, is located at one of the two collision points on the Tevatron
ring located at Fermilab, Illinois.

3.1 The Tevatron, a particle accelerator

To reach the collision point inside the D� detector the particle beams go
through seven di�erent parts of the Fermilab accelerator complex. These are: a
Cockroft-Walton accelerator (pre-accelerator), the Linac (linear accelerator), the
Booster synchrotron, the Main Ring, the Anti-proton Source, the Anti-proton De-
buncher and the Tevatron Ring. Figure 3.1 shows the location of each part of the
complex.

The source of the protons is hydrogen gas. This interacts with a hot ce-
sium cathode to produce H� ions. The ions are electro-statically accelerated by the
Cockroft-Walton preaccelerator to an energy of 750 KeV and injected into the linac.
Here, high radio frequency cavities accelerate the ions to an energy of 200 MeV. The
H� ions are then passed through a carbon foil which strips two electrons from the
ion to create a beam of protons (H+).

The next stage in the acceleration process is done by a 151 m diameter syn-
chrotron, called the Booster. Synchrotron typically consists of three major parts:
RF (radio-frequency) cavities, bending magnets, and focusing/defocusing magnets.
The alternating high voltages of the RF cavities accelerate the beams of charged
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Figure 3.1: Schematic of the Fermilab accelerator complex.

particles every time they pass through the cavities and synchronize them with the
RF frequency. Dipole magnets are used to bend the orbit of the beam by the
Lorentz force exerted on charged particles moving in the magnetic �eld. Alternate
quadrapole magnets are used to keep the beam focused in both transverse and longi-
tudinal directions to ensure its stability and maintain high particle density. Protons
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travel roughly 20,000 orbits inside the Booster as their energy is incremented up to
8 GeV. The booster repeats its cycle 12 times in rapid succession, delivering twelve
pulses or bunches of protons for injection into the Main Ring.

The main ring is a proton synchrotron with a circumference of � 6 km. It
consists of a string of 774 conventional magnetic dipoles, 240 quadruples and 18 RF
cavities. Once the protons have been injected into the main ring, they are accel-
erated to 150 GeV and then injected into the Tevatron Ring. The second task of
the Main Ring is to generate 120 GeV protons, which can be extracted and used to
generate anti-protons. The Main Ring beam pipe passes through the upper part of
the D� detector and proton losses can give rise to spurious signals in the detector.
For this reason, events are not recorded during the time when main ring is active.

For anti-proton production, a 120 GeV proton beam extracted from the Main
Ring is directed onto a nickel (or copper) target. The collisions produce a large
quantity of secondary particles including anti-protons. These are selected from the
other collision products by a series of magnets and transfered to the Debuncher
ring. Here they are cooled and subsequently transferred to the Accumulator ring
for beam storage and further cooling.

Accelerator radius 1000 m
Maximum beam energy 900 GeV

Injection energy 150 GeV
Peak luminosity � 2� 1031 cm�2 s�1

Number of bunches 6 p, 6 �p
Intensity per bunch � 1011p, � 5� 1010p�p
Crossing angle 00

Bunch length 50 cm
Transverse beam radius � 25 �m
Fractional energy spread 0:15� 10�3

RF frequency 53 MHz
�p stacking rate � 3:5� 1010 per hour

Beam crossing frequency 290 kHz
Period between crossings 3.5 �s

Table 3.1: Parameters of the Fermilab Tevatron collider for Run 1 (1992-1996).

The Debuncher was designed to increase the density of anti-protons using
two cooling techniques. The �rst of these, debunching uses a computer-coded RF
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voltage to speed up slower anti-protons and slow down the faster ones. The second
technique, known as stochastic cooling, reduces the transverse movement of the anti-
protons. Here, the particles deviated from the central orbit are detected by sensors,
and signals are passed to kicker electrodes which correct the particles trajectories.

The anti-protons from the debuncher are sent to a concentric ring called the
Accumulator for further cooling and beam accumulation. It takes several hours to
store the hundreds of billions of anti-protons needed for injection into the Main
Ring.

The Tevatron Ring is a synchrotron made from the super-conducting magnets
and is located 25 cm below the Main Ring in the same accelerator tunnel. It consists
of 1000 super-conducting magnets operating at liquid helium temperature (' 4:6K)
which allows acceleration of the protons/anti-protons up to 900 GeV. 150 GeV
bunches of the protons are transferred from the Main Ring to the Tevatron. The
anti-protons are transferred from the Accumulator to the Main Ring, accelerated
upto 150 GeV and then transferred to the Tevatron on an orbit in the opposite
direction to the protons. During Run I, the Tevatron was operated with six proton
and six anti-proton bunches spaced by about 3.5 �s. Both beams are accelerated to
900 GeV giving a center-of-mass energy of 1.8 TeV for p�p collisions. The luminosity
is increased by focusing the beams with super-conducting quadrapole magnets which
are located near the interaction region. The beam spot has �x;y � 40�m and �z �
30 cm.

A summary of the Tevatron operation parameters for Run I are listed in the
Table 3.1. For a more detailed discussion of the accelerator the reader is referred to
references [39, 40].

3.2 The D� Detector

The D� detector is a multipurpose facility designed to study high mass
states and large PT phenomena in the p�p collisions [40]. Some of the physics goals
were: the search for the top quark, precision studies of the W and Z bosons to test
of the electroweak part of the Standard Model, studies of perturbative QCD, the
production of b-quarks and the search for evidence of new phenomena beyond the
Standard Model. The main features of the detector are good electron and muon
identi�cation capabilities, and �nely segmented calorimetry which results in good
measurements of electrons, photons, jets and missing transverse energy (E/T ).

The detector consists of three main subsystems: the central tracking system,
the calorimeters, and the muon spectrometers. A cut-away isometric view is shown
in the Figure 3.2. Before proceeding to a discussion of the detector, it is useful to
review the coordinate system and angle conventions used in the D� experiment.
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Figure 3.2: A cut-away isometric view of the D� detector.
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3.2.1 The D� Coordinate System

D� uses a right-handed coordinate system, where the z axis coincides with
the beam-line and the positive x direction is de�ned as the direction of the proton
beam. The x and y axes are then de�ned as the horizontal and vertical directions
respectively (see Figure 3.3). The azimuthal angle (�) is measured with respect
to the +x direction, and the polar angle (�) is measured with respect to the +z
direction. The polar angle (�) can be mapped to a more convenient coordinate

Proton

North

EastWest

South
Anti-proton

Z

Y

X
p

p
T

phi
theta

Figure 3.3: The D� coordinate system.

called pseudorapidity (�) which is de�ned as

� = � ln

"
tan

 
�

2

!#
(3.1)

In the high energy limit m=E ! 0 and � approaches the true rapidity (y) of the
particle:

y =
1

2
ln

 
E + pz
E � pz

!
� � (3.2)
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Rapidity is a useful quantity because it is invariant under longitudinal Lorentz boost-
s. Also, in many processes the di�erential cross sections are constant in rapidity.
For example, in minimum bias events the quantity dN/d� � constant.

It is often convenient to express polar angles in the detector rest frame de-
noted �det which is computed with respect to x = y = z = 0. In practice, the
interaction point is characterized by a Gaussian distribution centered at z � 0 with
�z � 30 cm, so that � and �det may di�er slightly for a given particle.

3.2.2 The Central Detector

The purpose of the central detector is to measure the trajectories of the
charged particles coming out from the interaction point and determine the posi-
tion of the interaction vertex (collision point). The central detector system of the
D� detector has no magnetic �eld so momentum information is not available at
this stage. Figure 3.4 shows a schematic of the system indicating the positions of
the various sub-systems. These are the vertex drift chamber (VTX), the transition
radiation detector (TRD), the central drift chamber (CDC) and the two forward
drift chambers (FDC).

A drift chamber consists of an enclosed volume �lled with gas and arrays of
anode and cathode wires. These create regions of approximately uniform electric
�eld in the gas which acts as the ionization medium. When a charged particle pass-
es through the chamber, the electrons produced in the ionization are drawn to the
anode wires and create a signal pulse on the wire. By measuring the time taken to
collect the charge (drift time) and the spatial position of the hit wire, the particle
position can be determined.

The concept of the TRD is derived using the principles of electrodynamics
[41]. A relativistic charged particle emits light when it passes through a junction
between two dielectric media. The TRD utilizes this information to distinguish be-
tween charged pions and electrons.

The length of the central detector is 270 cm and its radius is 78 cm. It pro-
vides charged particle tracking in the region j�j < 3:2 with good spatial resolution
of individual particles and a good determination of the ionization (dE=dx)
Vertex Chamber (VTX)

The vertex chamber is the innermost part of the tracking detector. It is a jet
topology drift chamber whose inner and outer radii are 3.7cm and 16.2 cm respec-
tively [40]. It consists of three layers of concentric cells with 110 cm wires oriented
parallel to the beam axis. The innermost layer has 16 cells in azimuth and the
outer two layers have 32 cells each. Figure 3.5 shows the cell geometry in the plane
transverse to the beam direction (r; �). The sense wires are staggered by �100�m
to resolve left-right ambiguities. The principle design and operating parameters of
the vertex chamber are listed in the Table 3.2.
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Figure 3.4: A side view of the D� central tracking system.

Transition Radiation Detector (TRD)
The TRD is located in the space between the VTX and the CDC. It is

used to provide electron identi�cation independent of the calorimeter. When highly
relativistic charged particles (
 > 103) traverse boundaries between media with dif-
ferent dielectric constants, transition radiation X-rays are produced on a cone with
an opening angle of 1=
. Thus, the energy 
ux of the radiation is proportional to the

 of the particle. The D� TRD consists of three separate modules, each of which
contains a radiator and an X-ray detection chamber. The X-ray energy spectrum is
determined by the thickness of the radiator layers and the gaps between the radiator
layers.

Each of the modules contains 393 dielectric (polypropylene) foils with a mean
gap of 150�m located in a gaseous nitrogen volume. Proportional drift wire cham-
bers are used to convert the X-rays and the resulting charge is radially drifted to
sensor wires for readout. Both magnitude and the arrival time of charge are used
to distinguish electrons from hadrons.
Central Drift Chamber (CDC)

The central drift chamber sits between the TRD and the central calorimeter
and is used to detect tracks at large angles. The CDC is a cylindrical shell of length
184 cm with a radial coverage from 49.5 cm to 74.5 cm and provides coverage for

34



Figure 3.5: A r� view of one quadrant of the VTX detector

Length of the active volume: Layer 1 96.6 cm
Layer 2 106.6 cm
Layer 3 116.8 cm

Radial interval (active) 3.7 - 16.2 cm
Number of layers 3
Radial wire interval 4.57 mm
Number of sensor wires/cell 8
Number of sensor wires 640
Gas composition CO2(95%)-ethane(5%)-H2O(0.5%)
Gas pressure 1 atm
Drift �eld 1.0-1.6 kV/cm
Average drift velocity 7.6-12.8 �m/ns
Gas gain at sense wires 4x104

Sense wire potential +2.5 kV
Sense wire diameter 25 �m NiCoTin
Guard wire diameter 152 �m Au-plated Al

Table 3.2: The operating parameters of the VTX chamber.
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j�j < 1:2. A schematic of the CDC is shown in the Figure 3.6. It consists of four
concentric rings with 32 azimuthal cells per ring. Each cell contains 7 equally spaced
tungsten sensor wires of a diameter 30 �m. The wires are parallel to the z-axis and
read out at one end to measure the � coordinate. Delay lines embedded in the inner
and outer shelves of each cell are used to propagate the signals induced from the
nearest neighboring anode wire. The z coordinate of a track is measured from the
di�erence in the signal arrival times at the two ends. The resulting r-� resolution
is � 180�m and the z resolution is � 3mm. Table 3.3 gives a summary of some of
the parameters of the CDC.
Forward Drift Chambers (FDC)

The forward drift chambers [40] are used to increase the coverage for charged
particles up to j�j < 3:1. There are two FDC modules located at the either end of
the central detector and just before the end-cap calorimeters. Each FDC consists
of a � chamber sandwiched between two � chambers, as shown in Figure 3.7. The
� modules has radial sense wires and measures the � coordinate and � chambers
measures the � coordinate. The geometric composition of the FDC cells is di�erent
from that of the CDC, but the operating principle is similar. The FDC position res-
olution is about 200�m in r-� and 300�m in r-�. Table 3.4 lists the main operating
parameters of a FDC.

3.2.3 The D� Calorimeters

Because of the absence of a central magnetic �eld the energy measurements
at the D� experiment rely heavily on the calorimeter. This also plays an important
role in the identi�cation of electrons/photons/jets and muons as well as the deter-
mination of the transverse energy balance in the event.

In a calorimeter, there are two types of particle showers, electro-magnetic and
hadronic. An electro-magnetic shower consist of a cascade of electrons, positrons,
and photons produced by bremsstrahlung and e+e� pair production. High energy
e� or e+ radiate photons as they travel through material, and the photons in turn
create lower energy e+e� pairs. The number of particles increases exponentially
until electrons reach the critical energy, at which point they lose the same amount
of energy by radiation and ionization. After that, the number of particles decreases
and their energies gradually dissipate through the process of ionization. Such a
electro-magnetic shower has a short and narrow energy pro�le. The longitudinal
development of the showers is characterized by the radiation length (X0) of the
calorimeter material, which is the the mean distance over which an electron loses
all but 1=e of its energy by bremsstrahlung.

Hadronic showers are caused by the strong (nuclear) interactions between
the hadrons and the nuclei of the calorimeter material. In such an interaction most
of the energy is transferred to the nucleus resulting in the production of secondary
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Figure 3.6: A end view of the 3 CDC modules.

Active volume length 179.4 cm
Active radial interval 51.8 - 71.9 cm
Number of layers 4
Radial interval between wires 6.0 mm
Number of sensor wires/cell 7
Number of sensor wires 896
Number of delay lines 256
Gas composition Ar(93%)-CH4(4%)-CO2(3%)-H2O
Gas pressure 1 atm
Drift �eld 620 V/cm
Average drift velocity 34 �m/ns
Gas gain in the sensor wires 2; 6� 104

Sensor wire potential +1.5 kV
Sensor wire diameter 30 �m Au-plated W
Guard wire diameter 125 �m Au-plated CuBe

Table 3.3: Some parameters of the CDC chamber.
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Figure 3.7: An exploded end view of the FDC.

� modules � modules

z interval 104.8-111.2 cm 113.0-127.0
128.8-135.2 cm

Radial interval 11-62 cm 11-61.3 cm
Number of cells per radius 6
Maximum drift distance 5.3 cm 5.3 cm
Stagger of sense wires 0.2 mm 0.2 mm
Sensor wire separation 8 mm 8 mm
Angular interval/cell 10Æ

Number of sensor wires per cell 8 16
Number of delay lines per cell 1 0
Number of sense wires/end 384 576
Number of delay lines read out/end 96
Gas mixture Ar(93%)-CH4(4%)-CO2(3%)-H2O
Gas pressure 1 atm 1 atm
Drift �eld 1.0 kV/cm 1.0 kV/cm
Average drift velocity 37 �m/ns 40 �m/ns
Gas gain at sense wire 2:3; 5:3� 104 3:6� 104

Sense wire potential +1.5 kV +1.5 kV
Sense wire diameter 30 �mAu-plated W
Guard wire diameter 163 �m Au-plated Al(5056)

Table 3.4: Forward drift chamber parameters.
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hadrons, which in turn produce more hadrons. This cascade process begins to stop
when the energies of the secondary hadrons are small enough to be exhausted by
ionization or to be absorbed in a nuclear process. Hadronic showers tend to be wide
and more penetrating than the electro-magnetic showers. The length scale appro-
priate for hadronic showers is the nuclear interaction length (�I) which is given very
roughly by �I � 35 A1=3 g cm�2, where A is the atomic number o the material.

The D� calorimeters [40] are of uranium-liquid argon sampling design. These
consist of stacks of dense metallic plates which are used as energy absorber and the
inter-plate gaps which is �lled with some material to sample the ionization produced
by electro-magnetic and hadronic showers. The D� design uses liquid argon as the
sensitive (sampling) material, and uranium (copper) as the absorber. Some of the
advantages of this design are the unit gain of the liquid argon, the simplicity of cali-
bration, the 
exibility to segment the calorimeter in longitudinally and transversely,
the radiation hardness and the relatively low unit cost for readout electronics.

The calorimeters (see Figure 3.8) are divided into three modules: the Central
Calorimeter (CC), the North End Calorimeter (ECN), and the South End Calorime-
ter (ECS). Each module has an electro-magnetic section (EM) with 3mm uranium
plates, a �ne hadronic section with 6mm uranium plates and a coarse hadronic sec-
tion with 4.7cm copper or stainless steel plates. To provide uniform coverage across
the gaps between the cryostats, a scintillator counter known as the inter-cryostat
detector (ICD) is used. This consists of an array of scintillator tiles and is locat-
ed between the CC and EC cryostats. The EM section of the calorimeter is � 21
radiation lengths deep, and is divided into four longitudinal layers for the study of
shower depth pro�les. The hadronic sections are 7 to 9 nuclear interaction lengths
thick and are divided into four (CC) or �ve (EC) layers. The calorimeter transverse
segmentation is 0:1�0:1 in ����� (see Figure 3.9) except for the third EM layer,
where the maximum of electro-magnetic showers is expected, where the segmenta-
tion is 0:05� 0:05. Figure 3.10 shows a typical unit cell of the calorimeter modules
showing the liquid argon gaps, absorber plates, and signal boards.
Central calorimeter (CC)

The CC consists of three concentric cylindrical shells 226 cm in length with
a radial coverage of 75 < r < 222 cm and covers the pseudorapidity range j�j � 1.
There are 32 EM modules in the inner ring, 16 �ne hadronic (FH) modules in the
surrounding ring and 16 coarse hadronic (CH) in the outer ring. In order to reduce
the energy loss in cracks, the EM, FH, and CH module boundaries are arranged so
that there are no cracks pointing at the interaction point. Table 3.5 summarizes the
design speci�cations for the central calorimeter.
End Calorimeter (ECN, ECS)

There are two end calorimeters located at the north (ECN) and south (ECS)
ends of the central tracking system (see Figure 3.8). Each calorimeter consists of
one EM module (See Figure 3.11), one inner hadronic module (IH), and 16 middle
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Figure 3.8: A cut-away view of the CC and EC calorimeters.

Figure 3.9: A schematic of one quadrant of the Calorimeters showing arrangement
of cells and towers.
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Figure 3.10: A calorimeter unit cell showing the arrangement of the absorber plate,
argon gaps and readout boards.

EM FH CH
Rapidity coverage � 1.2 � 1.0 � 0.6
Number of modules 32 16 16
Absorber material Depleted Uranium Depleted Uranium Copper

( 1:7% niobium alloy)
Absorber material
thickness (cm) 0.3 0.6 4.65
Arg�on gap (cm) 0.23 0.23 0.23
Number of cells/module 21 50 9
Longitudinal depth 20.5 X0 3.24 �0 2.93 �0
Number of readout layers 4 3 1
Cells/readout layer 2, 2, 7, 10 21, 16, 13 9
Total radiation length 20.5 96.0 32.9
Radiation length/cell 0.975 1.92 3.29
Total absorption length 0.76 3.2 3.2
Absorption lengths/cell 0.036 0.0645 0.317
Sampling fraction (%) 11.79 6.79 1.45
Segmentation (� � �) 0.1 � 0.1 0.1 � 0.1 0.1 � 0.1

(3rd EM: 0.05 � 0.05)
Total number of
readout cells 10,368 3,456 768

Table 3.5: CC design parameters.
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and outer hadronic (MH and OH) modules. The ECEM transverse segmentation
is identical to the CCEM, except that the third layer segmentation is 0:1� 0:1 for
j�detj > 2:5. The azimuthal boundaries of the MH and OH modules are o�set to
prevent projecting cracks. Some of the speci�cations of the end calorimeters are
listed in the Table 3.6.
Inter-cryostat Detectors (ICD) and Massless Gaps (MG)

There is a substantial amount of material in the form of cryostat walls which
lies in the region 0:8 � j�j � 1:4. Two scintillation counter arrays, known as inter-
cryostat detectors (ICD) are placed in this region to correct for the energy deposited
by the particles in the uninstrumented cryostat walls. Each ICD consists of 384 scin-
tillator tiles of size 0:1� 0:1, exactly matching the segmentation of the calorimeter
cells. In addition, separate readout cells called massless gaps (MG) are installed
inside the CC and EC cryostats in the 0:8 � j�j � 1:4 region. These consist of
three liquid argon gaps and two readout boards with no absorber plates. The MG
detectors together with the ICD provide an approximation to the sampling of EM
and hadronic showers and provide close to uniform energy resolution in the CC-EC
transition gaps.
Calorimeter Readout and Performance

There are � 47000 readout channels in the D� calorimeter. The signals
from the modules are brought to charge sensitive pre-ampli�ers which are mounted
in enclosures on the surface of each cryostat by specially fabricated cables. The
output signals from the pre-ampli�ers are then transported to the baseline subtrac-
tor (BLS), shaping and sampling circuits. Depending on the signal size, the BLS
outputs can be ampli�ed by a factor of between 1 and 8 so as to reduce the dynamic
range requirements of subsequent digitization. The BLS outputs are sent from the
detector platform to the moving counting house (MCH).

The performance of the calorimeter has been studied by using electron and
pion beams with energies between 10 and 150 GeV at a test beam facility [40, 42] .
The energy resolutions are:

�(E)

E
=

16%q
E(GeV )

� 0:3% (3.3)

and
�(E)

E
=

41%q
E(GeV )

� 3:2% (3.4)

for electrons and pions, respectively. The position resolution of the calorimeter is
important for identi�cation of the electron backgrounds due to overlap of photon-
s and charged particle tracks. This varies approximately as

p
E and also varies

between 0.8 and 1.2 mm over the full range of impact positions.
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Figure 3.11: A view of the EC EM module.

EM IFH ICH MFH MCH OH
Rapidity coverage 1:3-4:1 1:6-4:5 2:0-4:5 1:0-1:7 1:3-2:0 0:7-1:4
Number of modules 1 1 1 16 16 16
Absorbing materiala U U SSb U SS SS
Absorbent thickness (cm) 0:4 0:6 4:6 0:6 4:6 4:6
Argon gap (cm) 0:23 0:21 0:21 0:22 0:22 0:22
Number o� cells/Module 18 64 12 60 12 24
Longitudinal depth 20:5XÆ 4:4�Æ 4:1�Æ 3:6�Æ 4:4�Æ 4:4�Æ
Number of readout cells 4 4 1 4 1 3
Cells/readout layer 2; 2; 6; 8 16 12 15 12 8
Total radiation lengths 20:5 121:8 32:8 115:5 37:9 65:1
Total absorption lengths (�) 0:95 4:9 3:6 4:0 4:1 7:0
Sampling fraction (%) 11:9 5:7 1:5 6:7 1:6 1:6
Segmentation ��c 0:1 0:1 0:1 0:1 0:1 0:1
Segmentation ��d 0:1 0:1 0:1 0:1 0:1 0:1
Total readout channels 14976 8576 1856 2944 768 1784

Table 3.6: The design parameters of the ECN and ECS calorimeters.

aDepleted uranium. The absorbing material in modules FH (IFH and MFH) contains a 1:7%
niobium alloy.

bStainless steel
cThe third layer of EM ����� = 0:05� 0:05 for j�j < 2:6
dFor j�j > 3:2;�� = 0:2 �� � 0:2
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3.2.4 The Muon Spectrometers

Since muons are weakly interacting long lived particles they penetrate the
detector material depositing little of their energy in the calorimeter as they pass
through. The outermost part of the D� detector consists of the wide angle (WA-
MUS) and small angle (SAMUS) muon spectrometers [43]. These consist of �ve
toroidal magnets surrounded by proportional drift chambers (see Figure 3.13). The
toroids provide magnetic �elds (� 2T) to bend the muon trajectory which is mea-
sured by the drift chambers. This system enables muon identi�cation and measure-
ment of trajectories down to approximately 3 degrees from the beam pipe. The total
number of interaction length transversed by a muon varies with � (see Figure 3.12)
but is typically � 14Xo.
Wide Angle Muon Spectrometers (WAMUS)

Each WAMUS consists of a toroidal magnet and three layers of proportional
drift tube (PDT) planes (see Figure 3.13). The �rst layer (A) of PDT chambers
is mounted in the inner surface of the magnetized toroids. The second and third
layer (B and C) are mounted outside of the toroids and are separated by � 1.4
m. The A layer consists of four planes of PDT's where as the B and C layers each
have three planes. In the WAMUS spectrometers, the central toroid (CF) covers
the pseudorapidity region j�j � 1 and two end toroids (EFs) cover 1 < j�j � 2:5.
Some other parameters of the WAMUS are summarized in the Table 3.7.
Small Angle Muon Spectrometers (SAMUS)

The small angle muon systems (SAMUS) consist of two toroids and sets of
PDT's. The chambers cover the pseudorapidity region 2:5 � j�j � 3:5 and are
arranged into three stations A, B and C in the same manner as in the WAMUS
spectrometers. Each layer consists of three doublets of proportional drift tubes ori-
ented in x, y, and u (u being at 45o with respect to x and y) directions. Further
details about the SAMUS are listed in Table 3.7.

3.2.5 Trigger and Data Acquisition

During data taking in Run 1 (1992-1996), the bunch crossing rate of the
Tevatron was 290 kHz. At this frequency there are hundreds of thousands of col-
lisions occurring per second within the D� detector. It is impractical to read out
the entire detector for all the collisions even if all the events were of the interest.
In order to select the interesting events (at a rate of a few events per second) from
such a large amount of collisions, we need a trigger and data acquisition system.
The D� detector has a four level trigger system with three hardware levels (Level
�, Level 1, Level 1.5) and one software level (Level 2) [40]. These are summarized
in the following sections.
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Figure 3.12: The nuclear interaction length of the D� detector as a function of the
polar angle (�).

WAMUS SAMUS

Pseudorapidity coverage j�j � 1:7 1:7 � j�j � 3:6

Magnetic �eld 2T 2T

Number of chambers 164 6

Interaction lengths 13.4 18.7

Bend view resolution �0.9mm �0.35mm
Non-bend (�) resolution �10mm �0.35mm
Gas composition Ar 90%, CF4 6%, CF4 90%,

CO2 4% CH4 10%

Avg. drift velocity 6.5 cm/�s 9.7 cm/�s

Anode wire voltage +4.56 kV +4.0 kV

Cathode pad voltage +2.3 kV |

Number of cells 11,386 5308

Table 3.7: Muon System Parameters.

45



Figure 3.13: An elevation view of the D� detector showing the muon system.
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The Level � Trigger (L�)
The Level � trigger indicates the occurrence of inelastic collisions and serves

as the luminosity monitor for the experiment. It consists of two array of scintillator
hodoscopes mounted between the FDC and EC calorimeters. The timing infor-
mation from the L� counters is used to determine the approximate interaction z
position for subsequent trigger levels and the hit rates are used to monitor instan-
taneous luminosity. For example, a luminosity of L = 1030 cm�2s�1 corresponds
to a L� rate of about 150 kHz.
The Level 1 (L1) and Level 1.5 (L1.5) Trigger

The Level 1 trigger elements collect the digital information from each of the
detector sub-systems and 
ags an event for further examination. Many of the Lev-
el 1 triggers operate within the 3.5 �s time interval between beam crossings and
contribute no dead-time. Others such as the muon trigger require several bunch
crossing times to complete and are referred to as Level 1.5 triggers. The rate of
successful Level 1 triggers is about 200 Hz.

The L1.5 is a DSP-based trigger and improves energy resolution by examin-
ing the energy in towers neighboring the L1 calorimeter EM towers. Additionally,
energy sums are computed from adjacent hadronic towers, and the ratio EEM=E is
used for further background rejection. The rate is further reduced to 100 Hz using
L1.5 trigger.
The Level 2 Trigger (L2)

The L2 trigger system is software-based and consists of a farm of 50 parallel
VAX nodes connected to the detector electronics and triggered by a set of eight
32-bit high-speed (40 MB/s) data cables. The L2 nodes are coordinated through
the host computer (see Figure 3.14). Event �ltering is built around a series of �l-
ter tools each of which has a speci�c function related to a identi�cation of a type
of particle or event characteristic. These include tools for jets, muons, calorimeter
EM clusters, track association with calorimeter clusters,

P
ET and missing ET (E/T ).

Other tools recognize speci�c noise or background conditions. The rate of successful
Level 2 events is about 2 Hz.
The Main Ring Veto Triggers

The Main Ring passes through the course hadronic portion of CC and EC
calorimeters. It is active during the production of the anti-protons and during new
beam injection into the Tevatron. Beam loss from the Main Ring can cause spurious
signals in the hadronic calorimeter and muon chambers. Typically this occurs once
every 2.4 seconds when the protons are injected into the Main Ring and 300 ms
later when the beam passes through transition [44]. A timing circuit linked to the
Main Ring control system is used to set a hardware 
ag known as MRBS-LOSS.
This is set every time the protons are injected and remains set for 400ms until the
beam has passed through transition and muon system recovers. In addition, smaller
beam losses occur with every passage of the beam. These are signi�cant only if the
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Figure 3.14: Block diagram of the Level 2 trigger and data acquisition system at
D�.

passage of the Main Ring beam coincides with the p�p crossing in the Tevatron. This
is 
agged using another bit known as the MICRO-BLANK veto which is set if a
Main Ring beam passes with � 800 ns of a p�p crossing.

More complete details about triggers (L1 and L2) used in the analysis are
listed in Appendix A.
The Data Acquisition System

Figure 3.14 shows a schematic of the D� data acquisition and its relation-
ship to the Level 2 trigger hardware. The data from the detector sub-systems and
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the L� and L1 triggers are read out using eight high-speed data cables. Events
passing the L2 trigger are passed on to the host computer for run-time monitoring
and recording on tape. Events are bu�ered in the host until about 500 have been
accumulated and then the �le is closed and moved to 8mm data tape for permanent
storage. The average size of an event is 500 kbytes.
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Chapter 4

Event Reconstruction and Particle

Identi�cation

I recognize the lion by the paw.

- Jacques Bernoulli

The particles produced in the p�p collisions generate signals in various parts
of the detector. The raw data is stored on magnetic tape in the form of the analog
and digital signals from the various detector sub-systems. The process of converting
the raw information into a meaningful form suitable for physics analysis is known
as reconstruction. At D� this is done by program called D�RECO. This chapter
describes the main features of D�RECO and the techniques it uses for particle
identi�cation.

4.1 D�RECO

The D�RECO package is a set of software algorithms which are used to
perform particle and jet reconstruction. It contains about 150,000 lines of code
and is run on a farm of silicon graphics 4D/35 computers at the Fermilab central
computing facility. In addition to the reconstruction of the data D�RECO reduces
the volume of the stored data by considerable fraction, thereby making data stor-
age and handling easier. D�RECO creates three types of output data streams in
ZEBRA [45] format: Standard (STA), Data Summary Tape (DST) and Micro-DST
(�DST). The STA �les are the largest in size and contain all of the raw data plus
the complete results of the reconstruction. The DST �les are a compressed version
of the STA �les containing only processed information and �DST �les are series of
analysis speci�c highly compressed DST �les. D�RECO performs the three major
listed in the following sections.
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4.2 Tracking and Vertex Finding

The hits in the drift chambers are used to form track segments which are
subsequently linked to form a track in the r � � plane. For each track, directional
information is speci�ed by �ve parameters: the coordinates of a reference point
(x0; y0; z0), the polar angle � and the azimuthal angle �.

Once the tracking is done, the next step is to to determine the position of
the interaction point1. The precise measurement of the z-position of the interaction
vertex is very important to the determination of particle energies and the missing
energy (energy imbalance) in an event. To do this, the CDC tracks are projected
to the center of the detector and an impact parameter2 is calculated for each track.
Tracks with an impact parameter smaller than a critical value are retained for further
analysis. Next each of these tracks is projected into the r � z plane and the z axis
intersection is computed and entered into a histogram. The z position of the vertex
is then determined from the mean of a Gaussian �t to the distribution. Secondary
vertex3 solutions are also searched for around the initial peak. This method produces
a resolution of about 2-3 cm in the vertex z position and multiple vertices can be
separated if they are at least 8 cm apart. More information about tracking and
vertexing can be found in reference [46]. Once the vertices have been identi�ed, the
calorimeter-based objects (e; 
; E/T ; jets) are reconstructed.

4.3 Electron/Photon Reconstruction and Identi-

�cation

Electrons and photons are identi�ed by detection of the electro-magnetic
energy clusters in the calorimeters with (electron) or without (photon) an associated
track in the central tracking system.

4.3.1 Reconstruction

In D�RECO, the reconstruction of electron (photon) energy uses a nearest
neighbor cluster algorithm [47]. Starting with the highest transverse energy (ET )
tower, the energy of adjacent towers are added provided that they are above an ET

threshold of 5 GeV, and that the cluster size is not too large. Each cluster is required
to have at least 90% of its energy contained in the electro-magnetic calorimeter, and
at least 40% of the total energy must be contained in a single tower. The centroid

1Sometimes there can be more than one interaction during the detector livetime
2The impact parameter is the shortest distance between track and z axis
3Here secondary vertex refers to a multiple interaction and it has nothing to do with the decays

of the long-lived particles
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of the cluster is then calculated using a log-energy weighting technique to take
account for the transverse distribution of energy within the shower [44]. This gives
a resolution of about � 2mm. At this point the reconstruction program searches
for a central detector track pointing from the interaction vertex to the calorimeter
cluster within a road of size � 0.1 in both �� and ��. If one or more tracks are
found, the object is classi�ed as an electron candidate (PELC4). Otherwise, it is
classi�ed as a photon candidate (PPHO5).

4.3.2 Electron Identi�cation

The sample of electron candidates collected after the reconstruction is con-
taminated with two types of background. The �rst is low energy charged hadrons
which spatially overlap with energetic photons from �0 or � decays and second is
isolated photons convert to e+e� pairs in the beam pipe or the material of tracking
chambers. Several tools have been developed to suppress these backgrounds while
retaining most of the real electrons for further analysis. These are discussed below.
1. Electro-magnetic energy fraction (fEM)

The electro-magnetic energy fraction (fEM) of a cluster is the fraction of its
energy which is contained in electro-magnetic calorimetry. For electrons (photons),
the EM calorimeter contains almost all of the energy, while charged hadrons will
deposit only small fraction of their energy. Thus the EM energy fraction of a cluster,
fEM , serves as a powerful discriminant against charged hadrons. The Figure 4.1(a)
shows the distributions of fEM for real electrons and the backgrounds.
2. Isolation Fraction (I)

Electro-magnetic clusters are narrow compared with the clusters produced
by hadronic particles and they are usually contained in a cone of radius R = 0:2
(R =

p
��2 +��2) in � � � space. D� de�nes a isolation fraction (I):

I =
ETotal(R = 0:4)� EEM(R = 0:2)

EEM(R = 0:2)
(4.1)

where ETotal(R = 0:4) is the total energy contained in the cone of radius 0.4 and
EEM(R = 0:2) is the electro-magnetic energy in a core cone of radius 0.2. This gives
a good measure to select isolated electrons. Figure 4.1(f) shows the I for electrons
and background sample.
3. Shower Shape - The Covariance Matrix (�2)

Electro-magnetic showers can also be characterized by the fraction of the
cluster energy deposited in each layer of the calorimeter. These are correlated and
are also dependent on the incident electron energy. If an electron deposits large

4PELC is the de�nition of a electron at D� detector
5PPHO is the de�nition of a photon at D� detector
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amount of energy in the �rst layer then it will deposit relatively small fraction
of energy in the subsequent layers and vice versa. To obtain the discrimination
against hadrons and particle jets, we can exploit these correlations. Based on test
beam studies and Monte Carlo simulations of electrons with energies between 10
and 150 GeV , a 41 variable covariance matrix (H-matrix) has been constructed.
This represents the correlation between the energy depositions in individual layers
[48]. Each variable characterizes a part of the pro�le of the electro-magnetic shower.
A �2 is then computed from the observed shower shape and the covariance matrix
representing the expected shower shape. The lower the �2, the more the candidate
cluster resembles an electron shower. Figure 4.1(b) show the �2 distributions for
sample of electron and background tracks.
4. Track Ionization (dE=dx)

Isolated photons that convert to e+e� pairs inside the beam pipe or the
material of the tracking chambers may result in tracks which match to an EM cluster.
Since there is no central magnetic �eld the two tracks do not separate and are often
too close to resolve. However, in the tracking chambers the ionization energy per
unit length (dE=dx) of a e+e� pair is about twice that of a single charged particle.
Figure 4.1(d) shows the dE=dx distribution for real electrons and background. The
electron spectrum has only one peak, but the distribution for the background has
two clear peaks where the second peak comes from photon conversions.
5. Track match signi�cance (�trk)

A source of background for electrons is photons from the decay of �0 or
� mesons. The photons do not leave tracks in the central detector, but a track
might appear if a charged particle is nearby. This background can be reduced by
demanding a good spatial match between calorimeter cluster and the nearby tracks
. The signi�cance S, of the matching between these quantities is:

S =

vuut ��
���

!2

+
�
�z

��z

�2
(4.2)

where �� and �z are the azimuthal and z axis mismatch, respectively and ��� and
��z are the corresponding resolutions. In the case of EC track matching, the z is
replaced by the radial distance r.
6. TRD eÆciency (�t)

The response of the Transition Radiation Detector (TRD) is characterized
by the eÆciency variable �t:

�t (E) =

R1
E

@N
@E0

(E 0) dE 0R1
0

@N
@E0

(E 0) dE 0 (4.3)

where E is the total energy recorded in the TRD minus that recorded in the layer
with the largest signal and @N

@E0
is the energy spectrum from a sample of W ! e�
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Figure 4.1: Various quantities used in electron identi�cation (a) EM fraction (fEM)
(b) �2 (c) Track match signi�cance (�trk) (d) Ionization (dE=dx) (e) TRD eÆciency
(�t) (f) Isolation (I) (g) 4 variable likelihood (L4) (h) 5 variable likelihood (L5).
The unshaded distributions are from electrons in Z ! ee and W ! e� events and
shaded distributions are from electro-magnetic clusters in inclusive jet data.
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events [49]. Since � decreases as E increases, hadrons will tend to have values near
unity while the distribution from electrons is roughly uniform over the allowed range
of zero to one (See Figure 4.1(e)).
7. Likelihood ratio (L4; L5) [50]

In order to extract the maximum possible background rejection while keeping
a high acceptance for real electrons the D� electron identi�cation algorithm uses a 4
or 5 variable likelihood function. The 4 variable likelihood, L4 uses the combinations
of fEM ; �

2; �trk, and dE=dx and the 5 variable likelihood, L5 uses the 4 variables from
L4 and �t. The functions (L4 or L5) are constructed using the probability density
distributions: P1(fEM jh); P2(�

2jh); P3(�trkjh); P4(dE=dxjh) and P5(�tjh), where h =
e for electrons and h = b for background. The results are shown in Figure 4.1(g,h)
for L4 and L5 respectively. The analysis described in this thesis uses the 5 variable
likelihood.

4.3.3 Electromagnetic Energy Resolution and the Absolute
Energy Scale

The energy resolution of electrons and photons can be expressed by the re-
lation: �

�

E

�2
= C2 +

S2

E
+
N2

E2
(4.4)

where E is the mean energy of the incident electron, C is a constant term due to
calibration errors, S is the sampling 
uctuation of the liquid argon calorimeter, N
corresponds to a noise term due to the contribution of electronic noise the e�ects of
the natural and radioactivity of the Uranium in the calorimeter. For electrons the
resolution is:

�

E
=

0:15p
E
� 0:03 (4.5)

The energy scale of the electro-magnetic calorimeter has been calibrated by
setting the measured invariant mass peak of Z ! e+e� to the measured LEP value
[51]. Lower mass resonances (�0 ! 

, J=	 ! ee) have also been used to cross
check the calibrated scale at lower energies.

4.4 Muon Reconstruction and Identi�cation

Muons interact weakly with matter and have long enough lifetime to pass
through all of the detector material without decaying. They are reconstructed and
identi�ed using the hits and timing information from the muon spectrometers. Since
a muon deposits a little of its energy in the calorimeter as it passes through, the
resulting minimum ionizing trace can also be used for muon identi�cation. The
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momentum of the muon is measured from the bend in the track produced by the
magnetic �eld of the muon spectrometer.

4.4.1 Reconstruction

The muon reconstruction is similar to that of CDC track reconstruction ex-
cept for the di�erences in algorithm which take account of the geometry of the muon
system. D�RECO uses timing information to determine the position of the hits in
all the planes (A, B and C) of the muon system. For the B and C chambers, hits in
four out of six possible planes are required and for the A chamber this requirement
is two out of four. The hits from the planes of A, B and C chambers are then used
to form tracks. Because the B and C chambers are outside the magnetic toroid and
the A chamber is inside, the tracking is done separately before and after the magnet.
The segments are then matched, and a measurement of the momentum is made by
measuring how much the track bends. Lastly, a global �t [52] is performed using
the tracks in the muon chamber, the interaction vertex, the energy pro�le in the
calorimeter, and the track from the CDC/FDC (if present). Additional corrections
are made for the e�ects of multiple scattering in the calorimeter and the iron toroid
and for the expected energy loss in the calorimeter.

4.4.2 Muon Identi�cation

The main sources of muon background are cosmic rays, combinatoric errors
in track reconstruction and random hits from the beam spray. The backgrounds
from hadronic punch-through and �=K decays are negligible [53]. As in the elec-
tron/photon case, there are several other quality parameters which are used for the
muon identi�cation.
1. Impact Parameter (IP) Requirements

To provide rejection against in-time cosmic ray muons, each track is required
to project back to the interaction vertex in both the bend and non-bend views and
the PDT hits must be within � 100ns of the beam crossing time. This is done using
the time information from the cosmic ray scintillators counters and by using cuts
on the values of bend view (BV) and non-bend (NB) view impact parameters.

The NB impact parameter tests the track and vertex consistency in the x�y
plane and the BV impact parameter in the x � z plane. These are combined to

de�ne a pseudo 3-D impact parameter, IP =
q
IP 2

BV + IP 2
NB, which is required to

be less than 20 cm for a good muon candidate.
2. Muon Track Quality (IFW4)

D�RECO computes track quality 
ag referred to as IFW4. This contains
the following information for each track:
- Is there a missing PDT Plane on the track?
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- Is the non-bend view impact parameter � 100 cm ?
- Is the bend view impact parameter � 80 cm ?
- Does the non-bend view �t have a hit residual rms � 7 cm ?
- Does the bend view �t have a hit residual rms � 1 cm ?
IFW4 is incremented by one unit for each failure of above checks. Thus, IFW4 =
0 means no failure (a perfect track) and IFW4=1 means the track failed only one
of the criteria. The IFW4 cut is a very powerful tool to reduce the cosmic rays and
the fake track backgrounds constructed from random hits.
3. Calorimeter Veri�cation (MTC)

The muons leave a distinctive energy deposition (MIP) as they pass through
the calorimeter. Therefore it is important to examine the calorimeter cells along
the track path of the muon. For this purpose, D� has developed a software package
known as MTC which stands for the Muon Tracking in the Calorimeter. This uses
the calorimeter to identify localized depositions of energy (no showers) and provides
information independent of the muon chambers. A more detailed description of the
MTC package can be found in reference [54]. For this analysis most relevant param-
eters provided by the MTC package are HFRAC and EFRCH1:
HFRAC: This is the fraction of hadronic calorimeter layers used in track �tting.
For a good MIP muon it should be 100%. HFRAC equals 0.7 means that no more
than one layer of the hadronic calorimeter can be missing.
EFRCH1: This is the fraction of the total energy deposited in a 3 � 3 calorimeter
cell region around the track in the last hadronic layer of the calorimeter. If HFRAC
is less than 1 (100%), then the last layer must be hit. So one must have EFRCH1
> 0 if HFRAC < 1.

The MTC package uses information which was available only for the 1994-96
runs. For the earlier data (Run 1a) another quantity called calmip was used. This
required a matching CDC(FDC) track and 1 GeV in the calorimeter cells hit by the
muon or no CDC track match and 1.5 GeV in the hit cells.
4. Isolation, (�R cut)

Since this analysis will deal primarily with muons coming from W boson de-
cays, we require each muon to be isolated from any other activity (electro-magnetic
or hadronic) in an event. A muon is de�ned as \isolated" , if the separation be-
tween the muon and the nearest object (electron/photon or jets) is greater than
certain value in the ��� space. This is done by computing the �R6 between muon
and its nearest neighbors. Two cuts were used, one for muon-jet separation, which
required �R(�; jet) > 0:5 and one for muon-electron/photon separation which re-
quired �R(�; e=
) > 0:25.

6�R =
p
��2 +��2
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4.5 Jet Reconstruction and Identi�cation

Quarks other than top and gluons which are produced in the p�p collisions
hadronize into colorless particles. Some of these have energies high enough to allow
further decay or radiation resulting in the formation a cascade of particles. These
appear in a cone around the original direction of motion of the parent particle and
show up as cluster of tracks in the central tracking system and a cluster of energy in
the calorimeter. These groupings are classi�ed as jets of particles because of their
close spatial correlations.

4.5.1 Reconstruction

There are several algorithms which could be used for jet reconstruction. The
most common algorithm used in the p�p environment is the \cone algorithm" [55].
This is based on summing the observed calorimeter transverse energy within a �xed
radius cone in ��� space. This analysis used a R7 = 0:5 cone algorithm. The main
steps in the reconstruction process are:
Pre-clustering: The transverse energy is calculated for all of the calorimeter towers
which are then sorted in order of decreasing ET . Beginning with the highest ET

tower, clusters are formed by adding the towers within a radius R of the highest
energy tower. The process is repeated for the remaining calorimeter towers.
Cone Clustering: The centroid of each cluster is calculated by performing an ET

weighted sum of the tower (�; �) positions. Then the whole process is iterated using
the jet centers as cluster seeds until the position of the cluster converges.
Merging and Splitting: Once the cone clustering is completed, some cells may
have been assigned to more than one jet. If two jets share cells, the fraction of the
total energy which is shared between them is examined. If the fraction is greater
than 50%, the two jets are merged together and the jet axis is recalculated from the
centroid of the cells in the merged jet. Otherwise the jets are split and the shared
cell is assigned to the closest jet. At this stage all jets with transverse energy ET � 8
GeV are retained for further analysis.

4.5.2 Jet Identi�cation

In order to remove any fake jets produced by calorimeter or Main Ring noise,
D� has developed a set of quality cuts based on the jet characteristics. These
are cuts on the jet electro-magnetic fraction (EMF) which is used to distinguish
between electrons/photons and jets, the Hot Cell Energy Fraction (HCF) which
helps reduce calorimeter noise and Coarse Hadronic Energy Fraction (CHF) which

7R =
p
��2 +��2
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helps to remove activity caused by the Main Ring. A detailed discussion of these
can be found in reference [56]. The various kinematic quantities de�ning a jet are:

ET =
q
E2
x + E2

y (4.6)

�jet = tan�1
�
Ey

Ex

�
; �jet = cos�1

0
@ Ezq

E2
x + E2

y + E2
z

1
A (4.7)

4.5.3 Jet Energy Corrections

The measured jet energy usually is not equal to the energy of the original
parton which formed the jet. There are several e�ects which contribute this and
which are corrected for using a D� software algorithm called CAFIX [57]. This
corrects the reconstructed jet energies for:
- The non-uniformities in the calorimeter and non-linear response for low energy
particles (< 2 GeV).
- Noise due to electronics and the natural radioactivity of uranium absorber.
- The energy deposited in the jet cone from partons not produced in the hard
scattering process. This is typically from the soft interactions of spectator partons
within the proton and the anti-proton and is known as the underlying event.

The resulting correction is a function of both � and the transverse energy
and takes the form:

Ecorr
jet =

Emeas
jet � O

R(1� S)
(4.8)

where O is the o�set energy due to both uranium noise and the underlying event,
R is the calorimeter response to jets and S is the fraction of the jet energy for out
of cone showering.

4.6 Missing Transverse Energy (E/T)

The presence of neutrinos in an event is inferred by the presence of signif-
icant imbalance in the energy measured in the detector. Since muons escape the
calorimeter depositing only a small fraction of their energy, the apparent missing
transverse energy (E/

cal
T ) must �rst be corrected for the muon energy to obtain a

true measure of the missing energy in an event.
We de�ne E/

cal
T as:

E/
cal
T =

r
(E/

cal
T )2x + (E/

cal
T )2y (4.9)
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where E/
cal
T is summed over all of the calorimeter. For events which have muons,

the transverse momentum of muons is subtracted from E/
cal
T to compute the total

missing energy E/T :

(E/T )x = (E/
cal
T )x �

X
i

p�ix (4.10)

(E/T )y = (E/
cal
T )y �

X
i

p�iy (4.11)

E/T =
q
(E/T )

2
x + (E/T )

2
y (4.12)
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Chapter 5

Analysis Tools

...the clarity of the thoughts should also be accompanied by the clarity of

the technique.

- Piet Mondriaan

5.1 Arti�cial Neural Networks

At many tasks, the human brain is superior to any computer. A one year
old infant is much better and faster in recognizing patterns than any arti�cial intel-
ligence system running on the fastest computer. How does brain do it? It has been
well established that the basic unit of signal processing in the brain is a neuron.
There are about 1011 inter-connected neurons in a human brain, each of which has
essentially the same structure (See Figure 5.1). The signals arriving at a neuron are
summed and if this sum is greater than a threshold, the neuron is \�red". After
�ring the neuron returns back to its initial state. The signals are electrical pulses
cause by bio-chemical changes. The �red neuron in turn send a signal to the con-
nected neurons which may result in the �ring of other neurons in the network. The
key process is the linear summations of inputs and a non-linear transformation of
the sum.

Arti�cial neural networks (ANN) are mathematical models that are inspired
by the connections and the functioning of neurons in biological systems. They have
given rise to a branch of research called neural computing which has applications
in many disciplines. The basic concept is based on two ideas, the topology of the
nodes/connections and the transfer functions which relate the input and output of
each node. A node receives input data through its input connections, performs a
very simple operation (weighted sum and some kind of thresholding function), and
then passes the result on its output connection(s) for use by other nodes. From a
neurophysiological point of view these models are extremely simple but are still are
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Figure 5.1: A drawing of a neuron.

valuable in gaining insight into the principles of biological \computation".
Arti�cial neural networks are often used as a way of optimizing a classi�-

cation (or pattern recognition) procedure and have been applied to many pattern
recognition problems in physics [7, 59, 60, 61] with a notable success. They usually
have more input than output nodes and may thus viewed as performing a dimen-
sionality reduction on input data. This makes the neural network a multivariate
technique which exploits the correlations among di�erent variables and then build-
s a representation by mapping the multidimensional input feature space into an
output space of fewer dimensions.

5.2 The Neural Network as a Multivariate Clas-

si�er

A multivariate classi�er is a technique which assigns objects to classes [62].
The objects can be di�erent data types such as signal and background in our case.
Each data type is assigned to a class which in the present context is 0 for background
and 1 for signal. Discrimination is achieved by looking at the class to which the data
belongs. The technique fully exploits the correlations among di�erent variables and
provides a discriminating boundary between the signal and background.

A pattern vector is characterized by a set of attributes or variables such
as Ee

T ; P
�
T , E/T ; E/

cal
T ; HT , etc. Each event is a point in the multidimensional space

(known as the feature space) spanned by the variables. The dimensionality of the
problem is reduced by mapping this input feature space onto one or more outputs
and a Bayes discriminant is used to provide the optimal partitioning of a given
mixture of signal and background events. The discriminant is de�ned by the ratio:

R =
P (SjX)

P (BjX)
=

P (XjS)P (S)
P (XjB)P (B) (5.1)

where
P (SjX) = probability that an event characterized by X is a signal event.
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P (BjX) = probability that an event characterized by X is a background
event.
P (S) = apriori probability of an event being signal event.
P (B) = apriori probability of an event being background event.
P (XjS) = Likelihood function for the signal P(S)
P (XjB) = Likelihood function for the background P(B)

The ratio of P (S)=P (B) is the ratio of the signal to background cross section with
the constraint that P (S) + P (B) = 1.

Several multivariate techniques available in the literature and have been used
in high energy physics analyses [62].
- H-Matrix and Fisher's discriminant
- Probability Density Estimation
- Neural Networks
For this analysis we have adopted the neural network approach. ANN's have the
capacity to learn, remember, and create relationships amongst the data. There are
many di�erent types of ANN but the feed forward types are most popular among
high energy physicists. Feed forward implies that the information can only 
ow
in one direction and output can be interpreted as an approximation to the Bayes
discriminant of Equation 5.1 [65]. This determines directly the probability (P (SjX))
that an event characterized by X is from the signal class.

5.3 A Mathematical Model of the Neural Net-

work

As we have seen earlier, neural networks provide powerful paradigms for event
classi�cation problems. The mathematical model of neural network used by Physi-
cists and Engineers is a very simple one. The three basic functions of a biological
neuron:
- sum up all the information arriving at inputs (node/neuron);
- if sum is greater than some threshold, �re the neuron
- after �ring, return back to quiescent state and send a signal to each of the other
neurons in the network
It is a straightforward matter computationally to make an arti�cial neuron with
these characteristics. This is known as an elementary perceptron (see Figure 5.2).
The perceptron is a simple feed forward system in which the decision making unit
has several input connections and a single output connection. Mathematically a
perceptron with one output can be written as:

O(x1; x2; :::xn) = g(
1

T

X
i

wixi + �)) (5.2)
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Figure 5.2: An elementary perceptron

where
xi are the input pattern vectors;
O is the output;
wi's and � are the independent parameters called weights which connect the

input nodes to the output node and the threshold of the output node respectively;
� = 1=T , is the called the inverse temperature;
g is a non linear transfer function and typically takes of the following form:

g(x) =
1

1 + e�2x
(5.3)

This is also known as a sigmoid function (see Figure 5.3).
A pattern vector xi is multiplied by the connection weights wi, so that each

piece of information appears at the perceptron as xiwi. Next the perceptron sums
all the incoming information to give

P
wixi and applies the transfer function (g) to

give the output g(
P
wixi) (See Equation 5.2).

There are several limitations to the simple perceptron [66]. A feed-forward
network with intermediate or \hidden layers" can be used to overcome these and
can implement any continuous function [68]. Figure 5.4 shows a feed forward neural
network with one hidden layer. In case of a one hidden layer the output of the
neural network is:

O(x1; x2; :::xn) = g(
1

T

X
k

wkg(
1

T

X
i

wkixi + �k) + �) (5.4)

where
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1/(1+exp(-2*x))

Figure 5.3: A sigmoid function
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Figure 5.4: A feed forward neural network with one hidden layer

wki's are the weights connecting the input nodes (i) to hidden nodes (k) and
the wk's connects the hidden nodes to the output node.

�k and � are the thresholds of the hidden and output node, respectively

5.3.1 Learning/Training of the Perceptron

The behavior of a perceptron is determined by independent parameters known
as weights and thresholds. The total number of independent parameters in a neural
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network with a single hidden layer is given by:

N Indep = (N IN +NON)�NHN +NHT +NOT (5.5)

where
N IN are number of input nodes
NON are number of output nodes
NHN are number of nodes in a hidden single layer
NHT are number of thresholds in a hidden single layer
NOT are number of output thresholds
Learning is the process of adjusting these parameters and information is

stored as the values of the parameters values. During learning, the novice perceptron
is shown examples of what it must learn to interpret. These constitute the training
set which consists of two parts: the training stimulus (training data) which is a
collection of inputs to the perceptron, and the training target which is a desired
output for each kind of stimulus.

Mathematically, the goal of training is to minimize a measure of the error
on the �t. The mean square error function E averaged over the training sample is
de�ned by Equation 5.6 and its value is used in updating weights and thresholds.

E =
1

2Np

Np=1X
1

NX
i=1

(O
(p)
i � t

(p)
i )2 (5.6)

where
Oi is the output of the neural net in Equation 5.4
ti is the training target (in our case, 0 for background and 1 for signal)
Np are the number of patterns (events) in the training sample
N are the number of network outputs
There are several algorithms available for error minimization. Gradient de-

scent is the least sophisticated and most widely used for High Energy Physics prob-
lems. This is also known as the back propagation learning algorithm (BP) [67]. Here
the weights are updated using:

!t+1 = !t +�!t (5.7)

where

�!t = ��@Et

@!
= ��rEt (5.8)

and ! is the vector of weights and thresholds used in the network; t (t+1) refers to
the previous (current) training cycle and � is the learning rate which is identical in
all the directions of ! space. To speed up the convergence, a momentum term (�,
typically < 1) is added and to help stabilize the learning process.

�!t+1 = ��@Et

@!
+ ��!t (5.9)

66



5.4 The Neural Network Package

This study was carried out using the JETNET 3.0 package developed at
CERN and the University of Lund [68]. It is available via anonymous ftp from
thep.lu.se or from freehep.scri.fsu.edu. The program is designed for DEC
Alpha, SUN, Apollo, VAX, IBM and Hewlett�Packard machines with a Fortran77
compiler. It has been implemented in the D� framework and reads information
from row�wise ntuple �les. The architecture is a feed forward structure with default
values which are provided for some of the network parameters. The other parameters
are chosen by maximizing the relative signi�cance for signal as explained below. The
weights are updated using the back propagation algorithm.

5.5 Neural Network Architecture and Learning

Parameters

There are several di�erent architectures and parameters available for a neural
network. Many di�erent studies have been done to investigate the e�ect of archi-
tecture and training parameters on the performance of a neural net [69]. Here we
describe the process of choosing an architecture and the parameters for our classi�-
cation problem.

5.5.1 Hidden Layers and Hidden Nodes

The present problem involves the discrimination between hyper volumes of
signal and background. We have used one hidden layer because it is suÆcient for
most classi�cation problems [66]. To ensure convergence and stability, the total
number of training patterns (events) must be signi�cantly larger (� 20-40 times)
than the number of independent parameters (N Indep) of the neural network (see
Equation 5.2). Taking this in consideration, we tried networks with 5 to 7 hidden
nodes.

To investigate the impact on the learning parameters, we trained a neural
net with 3000 signal (t�t, mt = 170 GeV ) events and 3000 background (1000 QCD
fakes, 1000 WW and 1000 Z ! ��) events. The network was then tested with
an independent set of 5000 signal and background events. The relative signi�cance
(S/B) was calculated for the signal and background events surviving the neural
network with a discriminant cut of � 0.7. This is shown as a function of each of the
network parameters in Figure 5.5. The results are discussed in detail below.
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Figure 5.5: Relative signi�cance (signal/background) for various network parameters
(a) Number of Training cycles, (b) Learning Rate �, (c) Momentum Parameter �
and (d) Inverse temperature � = 1/T
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5.5.2 Number of Training Cycles

We varied number of training cycles from 30 to 11000 to investigate the e�ect
of training on network performance. The results shown in Figure 5.5 (a) indicate
that the network performance is stable if 500-5000 training cycles are used.

5.5.3 Learning Rate (�)

The Learning rate (�) is a factor in updating the weights. We have varied
its value between 0.01 and 0.15 (see Figure 5.5 (b)) and �nd that the results are
relatively insensitive within this range. For our analysis we chose a learning rate of
0.1.

5.5.4 Momentum Parameter (�)

A momentum term, which typically varies between 0 and 1, can be used to
stabilize learning and speed up convergence. We varied � between 0.2 and 0.99.
Based on these studies (Figure 5.5 (c)) we chose a value of 0.8 for �.

5.5.5 Inverse Temperature (�)

The inverse temperature determines the steepness of the transfer function
g(x). Figure 5.5 (d) shows a plot of relative signi�cance as a function of inverse
temperature (� = 1/T). As with �, we �nd little sensitivity to change and we
selected a value of 1 for our analysis.

From these studies we conclude that the network performance depends only
weakly on the network parameters. In the following chapter we go on to consider
the sensitivity to the event samples used in training.
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Chapter 6

Data Collection, Detection

EÆciencies and Monte Carlo

Simulations

Science with patience: Torture is certain.

- Arthur Rimbaud

The data used in this analysis were collected in three separate data taking
runs with the D� detector between the summer of 1992 and the spring of 1996.
These are collectively referred to as the data from Run 1. During this time the
Tevatron operated at the center-of-mass energy of 1.8 TeV and delivered beam
luminosities of upto 3 �1031 cm�2s�1.

In this chapter we discuss the factors relating to the data taking, the behavior
of the apparatus (detection eÆciencies) and the simulation of the detector response.

6.1 Data Collection

6.1.1 Integrated Luminosity and Data Sample

At D� the instantaneous luminosity, L is determined and monitored using
Level � trigger system. By measuring the rate, R of inelastic p�p scattering the
instantaneous luminosity is given by.

L =
R
�L�

(6.1)

where �L� is the cross section subtended by the L� trigger. For Run 1, �L� was
measured to be 46.7 � 2.5 mb [71]. The total integrated luminosity (

R Ldt) is then
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simply obtained by integrating the instantaneous luminosity L.
For this analysis, we have used the combined integrated luminosities of 1992-

93, 1994-95 and 1996 data taking runs which corresponds to:

Z
Ldt = 108:3� 5:7pb�1 (6.2)

which was taken using the triggers described below.

6.1.2 Triggers

The experimental signatures of the t�t ! e� dilepton channel event consists
of a high transverse energy electron and muon, two or more jets and a signi�cant
amount of missing transverse energy. The level 1 and 2 triggers used for data
collection are a direct re
ection of this and are summarized in Table 6.1. A more
detailed description is given in Appendix A. In addition to these requirements,
events collected during MRBS-LOSS and MICRO-BLANK gates were rejected in
the subsequent o�-line analysis.

Run Triggers
Run 1a mu-ele OR ele-jet-high OR mu-jet-high
Run 1b mu-elc OR ele-jet-high OR mu-jet-high OR mu-jet-cent
Run 1c mu-ele-high OR ele-jet-high OR mu-jet-cencal OR mu-jet-cent

Table 6.1: Triggers for Run 1

6.1.3 Preliminary Data Reduction

The initial o�ine selection utilized the complete set of Run 1 �dsts. After
selection demanding the above triggers, the data were �ltered by requiring at least
one PELC/PPHO candidate with Eem

T � 10 GeV, j �em j� 3.3 and at least one
PMUO1 candidate with P �

T � 7 GeV/c, j �� j� 2.5. In addition, the PELC/PPHO
candidates were required to have �2 � 300 and I � 0.3. The resulting �les were
then processed through the top dilep package [72] where CAFIX 5.0 was used to
apply the �nal data calibrations [57]. The corrected data were then written to disk

1PMUO is the de�nition of muon in D�
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�eidCC �eidEF
0.768 � 0.018 0.599 � 0.025

Table 6.2: Electron identi�cation eÆciencies for Run 1

in the form of column wise PAW ntuples �les. During this stage any events from
runs with known detector problems were removed using the standard Run 1 bad
run list [73]. Subsequent analysis was done using compiled Fortran code, PAW and
Mircosoft EXCEL.

6.2 Particle Selection and Detection EÆciencies

6.2.1 Electron Selection and Identi�cation EÆciency

The electrons for this analysis were selected by using the following cuts (see
Chapter 4.3 for de�nitions of the variables):

Ee
T � 15 GeV with j�ej � 2:5

I � 0:1
L5 � 0:5

The corresponding electron identi�cation eÆciencies were determined from an inde-
pendent data set using the procedure outlined below.

Since the electrons from Z ! ee decays have similar kinematics to those in t�t
decays, these are chosen as representative for eÆciency calculation. The procedure
was based on a sample of data with two reconstructed electro-magnetic clusters with
ET � 20 GeV. One of the electron candidates, denoted as the `tag', was required to
satisfy tight identi�cation cuts (�2 � 100, I � 0:15). If the second electro-magnetic
cluster, denoted as the `probe', satis�ed I � 0:1, then the invariant mass of the pair,
m(tag; probe) was recorded. This was done separately for probes in the central (CC,
j�ej � 1:1) and end cap (EC, j�ej > 1:1 and j�ej � 2:5) regions of the calorimeters.
The number of entries in the Z mass window 80 <m(tag, probe)< 100 GeV/c2, were
counted and corrected for the residual background.

The track �nding eÆciency, �trk which was determined from the above se-
lected Z ! ee data is de�ned by:

�trk =
number of 'probes' with a matching track

total number of 'probes'
(6.3)

The results vary with the number of reconstructed vertices per event. Typical values
are 82.7 � 1.1 % for the CC and 85.2 � 1.0 in the EC.

The second component of the identi�cation eÆciency is the electron cluster
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Rf
CC Rf

EC

0.046 � 0.001 0.08 � 0.001

Table 6.3: Electron fake rate

identi�cation eÆciency (e�ect of L5 � 0:5 cut). This is given by:

�clus =
number of 'probes' with a matching track passing L5 � 0:5

total number of 'probes' with a matching track
(6.4)

This gives results of 88.0 � 1.6 % in the CC and 63.8 � 2.3 % in the EC regions.
For t�t Monte Carlo simulations there is an implicit tracking ineÆciency built in. To
avoid double counting when using the values of �trk, the results must be corrected
(normalized) using the Monte Carlo eÆciencies (�MC

trk ). These are 94.8 � 0.6 % for
CC and 90.7 � 1.6% in th EC [74].

The total electron identi�cation eÆciency is then given by:

�eid = �clus � �trk
�MC
trk

(6.5)

which gives the results listed in Table 6.2.

6.2.2 Electron Misidenti�cation or 'Fake Electron' Rate

To determine the fake electron rate, a sample of QCD multi jet events was
used. A loose event selection was performed, requiring one electron to pass loose
electron identi�cation cuts (I � 0.3 and �2 � 300). The fake rate is then given
by the fraction of these events which pass the tight electron selection criteria. The
results were computed separately for the CC and the EC giving the values listed in
Table 6.3.

6.2.3 Muon Selection and Detection EÆciency

The muon selection criteria are di�erent for runs 1a, 1b and 1c because of the
physical changes made to the WAMUS chambers and the trigger logic. Three sets
of selection cuts are used, corresponding to the WAMUS con�gurations for run 1a
(1992-93), the �rst half of run 1b (1994) and the second half of run 1b + 1c (1994-
95, 1996). Run 1a is treated separately because of the changes made in the level 2
trigger logic to enable the use of the o�ine MTC package (see section 4.4). During
the �rst part of the 1994 data taking, it was found that the eÆciencies of some of the
WAMUS chambers in the central (CF, quad � 4 �j �� j� 1:0) spectrometer close
to main ring beam pipe and the forward (EF, quad > 4 and quad � 12 �j �� j> 1:0
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1a 1b 1b+1c
- prezap postzap
CF CF CF EF

P �
T � 15 15 15

IFW4 � 1 1 1 0
calmip yes no no
MTC no yes yes

�R(�; jet) � 0.5 0.5 0.5
�R(�; e=
) � 0.25 0.25 0.25

Table 6.4: Muon selection criteria

Run ��idCF ��idEF

Run 1a 0.86 � 0.073 -
Run 1b and Run 1c 0.89 � 0.062 0.50 � 0.059

Table 6.5: Muon identi�cation eÆciencies for Run 1a, 1b and 1c

and j �� j� 1:7) spectrometers showed serious deterioration. During the break in
1994 data taking the a�ected chambers were removed and cleaned to restore their
eÆciencies. Because of the eÆciency problem the data taken in the pre-cleaning
period is restricted to the CF region and is referred to as the 'prezap' data. The
post cleaning data uses both the CF and EF spectrometers and is referred to as
the 'postzap' data . The cuts used for these three con�gurations are summarized in
Table 6.4.

The total muon �nding eÆciency, ��id was determined from a combination of
inclusive muon data and Monte Carlo simulations and cross checked using Z ! ��
data. The value of ��id is given by the product:

��id = �trk � �� � �PMO (6.6)

where
�trk is the track �nding eÆciency in the WAMUS chambers.
�� is a �-dependent correction which is used to correct the monte carlo CF

tracking eÆciency in the region of the main ring beam pipe.
�PMO is the eÆciency for �nding a muon using loose identi�cation cuts. (�trk
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�trigCCCF �trigCCEF �trigECCF �trigECEF

0.95 � 0.05 0.93 � 0.05 0.90 � 0.04 0.93 � 0.05

Table 6.6: Trigger eÆciencies for Run 1

and �� are treated as corrections to this.
The values of �PMO and �� were determined from inclusive samples of high PT
muons [76] and �trk was determined using the combination of cosmic ray data and
monte carlo calculations [75, 76]. Table 6.5 summarizes the total muon identi�cation
eÆciencies, which have been weighted according to luminosity fraction for the prezap
and postzap parts of Run 1b. For a full discussion the reader is referred to [75, 76].

6.2.4 Trigger EÆciencies

The data were divided into four di�erent classes according to the detector
region into which the e and � fell. These were chosen to enable an eÆcient simulation
of the detector and trigger response which is strongly correlated to the location of
the e and �. The four classes are CCCF;CCEF;ECCF and ECEF where CCCF
means that the electron is in CC and � in CF ; CCEF means that the electron is
in CC and � in EF ; ECCF means that the electron is in EC and � in CF ; ECEF
means that the electron is in EC and � in EF .

Because the number of t�t! e� events in the data is expected to be very small,
the only practical way to estimate the trigger eÆciency is by using simulations. For
this, D� uses a package called TRIG-SIM, which comprises of two separate packages:
L1SIM and L2SIM. These simulate the Level 1 and Level 2 trigger logic and use
the con�guration �les which were used during the actual data taking [70]. Because
many such �les were used over the 4 year of data taking period, we have chosen to
the �le which was used for the large number of runs as the reference set and used
this to calculate the trigger eÆciency. The results are shown in Table 6.6 where the
error represents the combinations of the statistical uncertainty and the systematic
errors due to variations between the con�guration �les.

6.2.5 Combined Trigger and Particle Identi�cation EÆcien-
cies

The trigger and particle identi�cation eÆciencies are combined to give four
trigger � id eÆciencies corresponding to the four e and � classes. These are given
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Run �CCCF �CCEF �ECCF �ECEF
Run 1a 0.63 � 0.08 - 0.47 � 0.06 -

Run 1b and 1c 0.65 � 0.06 0.36 � 0.05 0.48 � 0.05 0.28 � 0.04

Table 6.7: Trigger � identi�cation eÆciencies as a function of detector region and
running period.

by:

�CCCF = �trigCCCF � �eidCC � ��idCF (6.7)

�CCEF = �trigCCEF � �eidCC � ��idEF (6.8)

�ECCF = �trigECCF � �eidEC � ��idCF (6.9)

�ECEF = �trigECEF � �eidEC � ��idEF (6.10)

and the resulting values are listed in Table 6.7.

6.3 Monte Carlo Simulations

In any High Energy Physics analysis, the most important thing is the ability
to distinguish between signal and the backgrounds. The only way to study the
details of the acceptances is by model each processes using Monte Carlo simulation.
Although the instrumental backgrounds to the t�t ! e� channel can be estimated
from data, both the signal and the physics backgrounds have to be determined using
Monte Carlo simulations. The reason is two fold. Firstly, suitable independent data
sets are not available and secondly the acceptances are related to the details of the
production and decay process which cannot be studied by other method.

Monte Carlo calculations consist of two steps: modeling the physics process
and simulating the detector response. These are discussed in more detail below.

6.3.1 Event Generation

The most commonly used event generators for p�p collision simulations are
ISAJET [77], PYTHIA [78] and HERWIG [79]. Each of these perform the following
processes;

� parton-parton hard scattering

� QCD evolution
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� Hadronization

In an elementary hard scattering process, two (or more) partons interact to give rise
to �nal state partons. This is typically calculated using leading order or tree level
Feynman diagrams. Based on the distributions expected from the matrix element
calculations, the momenta, spin and color connections of the �nal state partons are
assigned.

Following the hard scattering, the partons are evolved through repeated par-
ton branching using the Gribov-Lipatov-Altarelli-Parisi splitting functions [80]. The
separation between emitted gluon and the parent is decreased after each branching
and the evolution is continued until the partons are evolved. This procedure is used
to simulate both the initial and �nal state radiation.

Fragmentation or Hadronization is the process by which partons evolve to
produce hadrons. Since this cannot be calculated using perturbative QCD, an alter-
nate technique must be used. The two most commonly used fragmentation models
are; independent (Feynman-Field) fragmentation [81] and string fragmentation [82].
Most of the older generators use a former scheme which has been shown experimen-
tally to be incorrect. Modern generators such as PYTHIA and HERWIG use either
the Lund or similar string models [82]. Once generated, any unstable hadrons are
allowed to decay into the �nal state particles according to their measured branching
ratios.

6.3.2 Detector Simulation

The last step in simulating a physics process is the simulation of the detector
response. The D� detector uses a customized version of the CERN GEANT [83]
program called D�GEANT. This encodes the D� detector geometry and the mate-
rials through which the particles pass. It simulates in great detail the ionization in
central tracking, the electro-magnetic and hadronic showers in the calorimeter and
the hits in the muon chambers.

The CPU time needed to do the full simulation of the detector is enormous
and is prohibitive when trying to obtain the very large event statistics necessary for
this analysis. To get around this, a package known as the \shower library" is used
to simulate the calorimeter response [84]. This is a library of GEANT shower infor-
mation binned in 5 quantities which represents the kinematic of the input particle.

Following the D�GEANT simulation there are some additional corrections
which need to be made. The �rst of these is to the eÆciency and resolution of the
WAMUS chambers which are only approximated in D�GEANT. This includes cor-
rections for e�ects such as misalignments and the localized ineÆciencies in the muon
drift tubes due to gas leaks or voltage problems. This is done using a package called
MU-SMEAR [85] which smears the hit timing information to match the resolution
of collider data.
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Another correction is for the e�ects of multiple p�p interactions and calorime-
ter noise. This is done using a package called NOISY which allows the overlay
multiple minimum bias events on the top of the hard scatter events being studied.
This requires full D�GEANT simulation and is very CPU intensive. Thus only
moderate samples of events are processed through NOISY. A correction to the ac-
ceptance is then made by making a comparison between single-interaction Monte
Carlo events and those processed through NOISY.

The D�GEANT output is in the same form as actual data and consists of
the digitized signals from various parts of the detector. These can then be processed
through D�RECO to simulate the reconstruction smearing of the events.

6.4 t�t! e� Modeling

The simulation of the t�t ! e�X channel for this analysis was done using
HERWIG version 5.7 with CTEQ3M parton distribution functions [32, 79]. Ap-
proximately 100,000 t�t ! ll (where l ! e; � or �) events were generated for eight
di�erent values of the top quark mass (150, 155, 160, 165, 170, 175, 180, and 185
GeV/c2). As a cross check, data sets were also generated using the ISAJET and
the results compared. The events were processed through both D�GEANT and
D�RECO and the signal acceptance estimated using only the events which yield a
e� �nal state. The values of the t�t production cross section values were taken from
Laenen et. al [26].

6.5 Background Modeling

The backgrounds to the e� channel were modeled using the ISAJET and
PYTHIA generators. For Z ! �� ! ll, ISAJET was used and the cross section
was normalized to the D� measured value [86]. The WW ! ll and 
� ! �� !
ll backgrounds were both modeled using PYTHIA. The WW cross section was
normalized to the predicted NLO QCD value [36] and the cross section of the 
�

process was normalized to the measured cross section [87]. Note that the feed down
e�ects of secondary � ! �=e decays have been included in both the background and
signal modeling.
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Chapter 7

Event Selection and Data Analysis

Get ready! Good fortune comes in bunches.

- Fortune Cookie

This chapter describes the training and implementation of the neural network
architecture in the event selection procedure.

7.1 Neural Network Architecture

There are two stages in neural network analyses. The �rst is the training of
the networks and second is testing. Neural networks are trained on samples of signal
and background events and tested using independent data sets. The procedures of
training and testing are described in detail below.

7.1.1 Network Training

In deciding how to use the neural network techniques for the e� analysis, the
�rst step was to decide how many networks to use. After exploring various possibil-
ities it was established that the optimal discrimination between the signal and the
background could be achieved using three separate networks. Each of these discrim-
inate between the signal and one of the dominant backgrounds (see section 2.7.2).

� Network 1 (NN1), � t�t vs instrumental background (b�b=c�c, W + jets) events

� Network 2 (NN2), � t�t vs WW ! e� events

� Network 3 (NN3), � t�t vs Z ! �� ! e� events
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Large samples of data (instrumental background) and Monte Carlo (t�t, WW and
Z) events were prepared using minimal selection criteria 1 so as not to bias the
results. From these a small sub-sample of 1000-2000 events were selected at random
to provide the training sample.

The number of nodes and the input parameters for each network were selected
to give the best discrimination between the signal and background. Several nodal
con�gurations were tested but the best results were obtained using three identical
networks, each of which has six input nodes, seven hidden nodes and one output
node. The input parameters used for each of the three network is listed below:

� Variables used in NN1 and NN2

{ Ee
T , Transverse energy of the leading electron

{ Ejet2
T , Transverse energy of next to leading jet

{ E/
cal
T , Missing transverse energy

{ HJets
T , Scaler sum of jet transverse energies

HJets
T =

X
alljets

Ejet
T withj�jetj � 2:5 and Ejet

T � 15GeV

{ Me�, Electron muon invariant mass

{ ��e�, Azimuthal separation of the leading electron and muon

� Variables used in NN3

{ same as NN1 except Ejet2
T replaces Ejet1

T (transverse energy of the leading
jet)

Figure 7.1, 7.3 and 7.5 shows comparisons of these variables for t�t ! e� and the
instrumental backgrounds, WW and Z ! �� backgrounds respectively.

Each of the three networks was trained for 2000 training cycles. Training
started with a set of random weights and thresholds which were adjusted using back
propagation during training. The �nal results are shown in Figures 7.2, 7.4 and
7.6 which show the nodal connectivity for NN1, NN2, and NN3 respectively. The
thickness of the lines represents the connecting strength.

7.1.2 Testing

After each network has been trained, a test procedure is implemented in
which the events not used in training were passed through the network. An output
is provided for each event which can be considered as the probability of that event

1Ee
T � 10 GeV, P�

T � 10 GeV and Njets � 1 with Ejet
T � 10 GeV
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Figure 7.1: Distributions of the variables used in NN1
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Figure 7.2: The architecture of NN1 after training on instrumental background and
t�t events. The thickness of lines and size of the nodes represent the connecting
strengths between di�erent nodes and thresholds respectively.
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Figure 7.3: Distributions of the variables used in NN2
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Figure 7.4: The architecture of NN2 after training on WW and t�t events. The
thickness of lines and size of the nodes represent the connecting strengths between
di�erent nodes and thresholds respectively
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Figure 7.5: Distributions of the variables used in NN3
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Figure 7.6: The architecture of NN3 after training on Z! �� and t�t events. The
thickness of lines and size of the nodes represent the connecting strengths between
di�erent nodes and thresholds respectively
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Figure 7.7: Schematic of the combined architecture
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being either signal or background. If the training has been done correctly, the prob-
ability for an event being signal is high if the output is close to 1. Conversely if the
output is close to 0 then it is more likely to be a background event (see Figure 7.9).

In our case there are three independent networks whose outputs are ONN1,
ONN2 and ONN3 respectively. By forming a simple algebraic sum (see Figure 7.7)
these can be combined to give an overall discriminant, Ocomb

NN which gives the prob-
ability that a given event is either a signal or background. This can be written
as:

Ocomb
NN =

3
1

ONN1
+ 1

ONN2
+ 1

ONN3

(7.1)

It can be shown (see Appendix D) that such a combination is equivalent to that of
a output of a single neural network, which was trained on each of the three di�erent
backgrounds and the signal. The rationale for choosing the single discriminant is
one of the simplicity in that it provides a single variable which can be used for event
selection.

Figure 7.8 shows a comparison of the signal and background selection eÆ-
ciencies for grid searches done using independent network cuts and a single cut on the
combined discriminant. Each open point represents a set of cuts onONN1; ONN2; ONN3

and the solid points, a cut on Ocomb
NN . This clearly shows that the Ocomb

NN cut retains
all of the discriminant power of the separate network cuts and provides an excellent
choice for maximizing the signal to background ratio. In principal one could also
weight each network output according to the cross sections of processes involved.
However we have found that the results are insensitive to this and so we have kept
this simple approach.

Figures 7.9 and 7.10 show comparison of the discriminant distributions for
signal and background test samples. In Figure 7.9 the backgrounds have been com-
bined and in Figure 7.10 they are shown separately.

Another important factor is the sensitivity of the network training to the val-
ue of top quark mass used in the training and test samples. For training we chose
mt = 170 GeV which is close to the D� measured value. To test the sensitivity we
used the network trained on 170 GeV events on several top quark samples generated
with di�erent mass. The results, shown in Figures 7.11 and 7.12, indicate that the
discrimination is relatively insensitive to the value of mt within this large range.

7.2 Event Selection and Data Analysis

The analysis cuts used for Run 1 analysis are summarized below:

� Trigger requirements (see Chapter 6.1.2)

88



Kinematical Efficiency for Background

K
in

em
at

ic
al

 E
ffi

ci
en

cy
 fo

r 
S

ig
na

l
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the ONN1; ONN2; ONN3 and their combination Ocomb
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Cut t�t Signal Background Signal Data
"� BR mt = 170 +
(%) GeV/c2 Fakes Physics Background

Ee
T � 15 GeV, 0.68 � 0.15 4.3 � 0.9 54 � 2 40 � 9 98 � 12 130

P �
T � 15 GeV

�R�;jets � 0.5, 0.53 � 0.11 3.4 � 0.7 12 � 1 39 � 8 54 � 9 58
�R�;ele � 0.25

E/
cal
T � 15 GeV 0.52 � 0.11 3.3 � 0.7 5.8 � 0.5 32 � 7 42 � 8 44
Njets � 2, 0.45 � 0.10 2.8 � 0.7 0.68 � 0.17 0.85 � 0.21 4.4 � 0.9 6

Ejets
T � 15 GeV
Ocomb
NN � 0:88 0.35 � 0.06 2.2 � 0.5 0.04 � 0.12 0.18 � 0.07 2.5 � 0.7 4

Table 7.1: The expected and observed number of events as a function of cuts

There is a good agreement between the data and background plus t�t event
calculations for each of the cuts shown, despite the fact that the backgrounds vary
by nearly two orders in magnitude from the �rst set to the last. The composition
of the background also changes considerably. With the initial e and � selection,
the background is dominated by QCD multijet events containing a fake electron
and non-isolated muon from a semi-leptonic b or c quark decay. This is the most
diÆcult background to calculate reliably as the events come from a very restricted
phase space of a large cross section process. The �R�;jets cut is very e�ective in
removing these events

The other component of the second level of cuts is �R�;ele cut which is used
to remove radiative W ! �� + jets events in which the muon radiates a photon as
it passes through the calorimeter. As this is a bremsstrahlung process in which the
photon remains close to its parent muon, the photon can often be misidenti�ed as
an electron by matching to the CD track of the muon. The handful of the events
which appear in the data are easily removed by the �R�;ele cut.

The residual fake (b�b=c�c and W ! �� + jets) background is further reduced

by the E/
cal
T � 15 GeV cut. In the case of the b�b=c�c events the E/

cal
T is the result

of the jet mis-measurement and/or electron misidenti�cation and is typically small.
In the case of W ! �� + jets events, this is e�ectively a cut on the transverse mo-
mentum of the W boson because both the � and � are not seen in the calorimeter.
Requiring PW

T � 15 GeV removes any low PT events. The e�ect of this on the t�t
events is negligible.

After the E/
cal
T cut, the background is dominated by Z ! �� ! e�X and
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Figure 7.14: Distributions of the signal, background and data as a function of neural
network output.

WW ! e�X events. The jets in these events are produced by initial state radiation
(bremsstrahlung) and the rate is suppressed by a factor of O(�s) for each jet. This
results in both fewer jets and softer transverse energy spectrum than in t�t events. In
the t�t case we have at least two jets from the b(�b) decays which are quite energetic.
By requiring at least two central (j�jetj � 2:5) jets with Ejet

T � 15 GeV we obtain a
signi�cant suppression of these backgrounds.

Lastly, the Ocomb
NN � 0:88 cut performs the �nal signal to background opti-

mization. Figure 7.14 shows a comparison of the data and the expected signal and
background rates as a function of Ocomb

NN . The �nal event sample contains 4 events
with an estimated background of 0.22 � 0.14 event.

Here we have given an overview of the features of the data and background
calculations. The acceptance and event yield calculations are discussed in more
details in the following sections.

7.3 Acceptance and Event Yield Calculations

The total acceptance for a given process, E ("� BR) is given by:

E = "� BR = BR � N tot
cut

Ninput
(7.2)
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where N tot
cut is the number of events surviving after the cuts have been applied. This

is given by:

N tot
cut = NCCCF � "CCCF +NCCEF � "CCEF

+NECCF � "ECCF +NECEF � "ECEF (7.3)

whereNCCCF ; NCCEF ; NECCF ; NECEF are the number of events remaining inCCCF ,
CCEF , ECCF and ECEF classes respectively (see chapter 6.2.4). The terms
"CCCF ; "CCEF ; "ECCF ; "ECEF are the corresponding selection eÆciencies and Ninput

is the starting number of events. BR is the branching fraction of t�t! dileptons (e,�
only). This is discussed in detail in Appendix B. After correcting for the � decay
modes it takes the value of 0.0685.

The expected number of events for a given process is then given by:

N expected = �input � E �
Z
Ldt (7.4)

where �input is the input cross section (measured or theoretical) and
R L dt is the

total integrated luminosity.
To calculate the background event yields presented in Table 7.1 two sets of

calculations were performed. The �rst set, to determine the fake background (b�b=c�c
and W ! �� + jets), used a set of appropriately normalized collider data. The
second, the physics backgrounds (Z ! �� ! e�; 
� ! �� ! e� and WW ! e�),
used Monte Carlo event samples with cross sections taken from either experimental
measurements (Z=
�) or NLO QCD calculations (WW ) (see chapter 2.7.2). The
t�t! e�X yields were also calculated using Monte Carlo event samples for which the
cross section was normalized to the resumed NLO QCD result of Laenen et. al [26]

The data used in this analysis were taken with a wide range of instantaneous
luminosities. At the higher luminosities it is common to have two or three interac-
tions within the detector lifetime which has the e�ect of introducing a luminosity
dependence into some of the acceptance corrections. This is automatically built
into the fake calculations which were done using collider data, but for Monte Carlo
calculations an additional correction must be determined. The Monte Carlo data
sets were generated using only a single hard scattering per event. The method used
to correct for the e�ects of multiple interactions is described below.

Three di�erent sets of t�t ! e�X monte carlo events corresponding to one,
two and three interactions were generated using the NOISY package. These have :

� one hard scattering (one interaction)

� one hard scattering plus one minimum bias event (two interactions)

� one hard scattering plus two minimum bias events (three interactions)
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Number of interactions Acceptance
1 0.35 � 0.02
2 0.31 � 0.02
3 0.27 � 0.02

Table 7.2: Acceptance after all the cuts for di�erent number number of interactions.
error are statistical only.

The events were processed through the full D�GEANT and D�RECO and used to
calculate results for the selection eÆciency as a function of the number of interac-
tions. The results are listed in Table 7.2 and shown in Figure 7.15(a), from which
it is clear that the acceptance decreases as the number of interactions increase.

To determine a correction factor, the acceptance variation was parameterized
using a straight line �t as a function of the number of interactions, N:

A(N) = 0:39� 0:04�N (7.5)

Figure 7.15(b) shows the distribution of the number of interactions throughout Run
1. For the average value of 1.83, the correction factor (C) is given by:

C =
A(N = 1)� A(N = 1:83)

A(N = 1)
(7.6)

and the total acceptance after correction is:

Ecorr = E � E � C (7.7)

This gives an acceptance correction of 9% for the t�t process. Because of the kine-
matical and topological similarities between the t�t and background process after the
cuts, we apply the same correction factor to the Z=
� and WW backgrounds.

7.4 Cross Section Calculations

The cross section for the t�t ! e�X process, �t�t(mt) can now be calculated
using:

�t�t(mt) =
Nobs� < B >

E � R Ldt (7.8)

where Nobs is the number of events observed in the data, < B > is the expected
background, E is the corrected acceptance for the t�t process and

R Ldt is total
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Figure 7.15: (a) Acceptance and number of interactions; (b) Number of interaction
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integrated luminosity of the data sample. Note that E and hence �t�t(mt) are both
functions of the top quark mass because of the coupling between the event kinematics
and the detector/analysis acceptance.

To determine the total (statistical and systematic) error on the cross section,
the statistical and systematic errors must be combined taking into account of all
the error correlations. There are four inputs to the cross section calculation (see
Equation 7.8) which give rise to six correlation terms. However, the error on Nobs

is purely statistical which reduces the number of terms to three. The errors on
acceptance (E) and integrated luminosity L are assumed to be uncorrelated, leaving
only the correlation terms between the background B and either E or L. Taking
this into account the error on the cross section can be expressed as:

�2�t�t =

 
@�t�t
@Nobs

!2

�2Nobs
+

 
@�t�t
@B

!2

�2B +

 
@�t�t
@E

!2

�2E

+

 
@�t�t
@L

!2

�2L +

 
@�t�t
@B

! 
@�t�t
@E

!
�2BE

+

 
@�t�t
@B

! 
@�t�t
@L

!
�2BL; (7.9)
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Source Error (%)

Electron id 2.5 %
Muon id 8 %
Trigger 5 %

Jet energy scale 5.7 %
Monte Carlo generator 5 %

Top Quark Mass 9%
Luminosity 5.3 %

Table 7.3: Sources of systematic errors

= �t�t
2

"
�2Nobs

+ �2B

(Nobs �B)2
+
�2E
E2 +

�2L
L2

+
�B

Nobs � B

�
CBE

�E
E + CBL

�L
L
��

(7.10)

where CBE and CBL are the correlation coeÆcients which are given by:

CBE =

X
i=syst:

�Bi�Ei

�B�E
; CBL =

�L
�B

(7.11)

and have values of 0.226 and 0.068 respectively.

7.4.1 Systematic Uncertainties

Table 7.4.1 summarizes the systematic errors which a�ect the cross section
measurement. The errors corresponding to the particle identi�cation, trigger accep-
tance and luminosity calculations have already been discussed in Chapter 6. For
these the systematic error is assumed to be � the full calculation.

The remaining terms come from the uncertainty in the calibration of the jet
energy scale (see Chapter 4.5.3), the choice of the Monte Carlo generator for the t�t
simulation and the value used for the top quark mass by the generator. The energy
scale calibration has a known �1� uncertainty on it [88]. The corresponding system-
atic error was determined by measuring the change in t�t acceptance which results
from a �1� shift in the energy calibration. The error was taken as the di�erence in
acceptance between central value and shifted values.

The generator uncertainty was estimated from a comparison of the t�t ac-
ceptances calculated using events from HERWIG and ISAJET. While we believe
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HERWIG to give the best description of the t�t process, ISAJET which uses com-
pletely di�erent evolution and fragmentation model still gives reasonable description
of the t�t data. Here, the systematic uncertainty was estimated from the changes in
acceptance between two generators.

The value of mt is measured by D� is 172 � 7 GeV [89]. We have used
the central value to compute the signal acceptance which was used to calculate the
cross section. The e�ect of � 7 GeV uncertainty has been determined by calculating
the acceptance between and 165(179) GeV (see Table 7.4). We make a conservative
estimate of the systematic error by taking the di�erence between the central and
shifted values. This is probably over generous since the error on the mass also in-
cludes a signi�cant contribution from energy scale uncertainty.

7.5 Results

The four events which survive in the data correspond to an integrated lumi-
nosity of 108.3 � 5.7 pb�1 For this we estimate a total background of 0.22 � 0.14
events from the combination of the fake and physics processes. Table 7.4 summa-
rizes the results of E for values of mt between 150 and 185 GeV. By assuming the
current D� average value of 172 GeV for mt and using the errors and correlations
above, we obtain a cross section result of:

�t�t = 9:75� 5:18(stat:)� 1:95(sys:) pb (7.12)

where the statistical and systematic errors are quoted separately. Combining the
errors give:

�t�t = 9:75� 5:53 pb (7.13)
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Summary Run 1,
R Ldt = 108:3� 5:7 pb�1

Signal
Top Mass (mtop GeV/c

2) Nexpected "tot�BR (%)
150 3.38 � 0.82 0.267 � 0.048
155 3.03 � 0.80 0.287 � 0.051
160 2.74 � 0.64 0.310 � 0.055
165 2.49 � 0.57 0.334 � 0.059
170 2.22 � 0.50 0.351 � 0.063
172.1 2.11 � 0.47 0.358 � 0.064
175 1.96 � 0.44 0.366 � 0.065
180 1.74 � 0.39 0.382 � 0.068
185 1.54 � 0.34 0.395 � 0.070

Background
Background process Nexpected

Z! �� ! e� 0.09 � 0.06
WW ! e� 0.08 � 0.02


� ! �� ! e� 0.01 � 0.01
Fakes 0.04 � 0.12

Total Background 0.22 � 0.14

Events observed in Data
Data 4

Table 7.4: Expected number of events, EÆciency times BR (%) and Total back-
ground for Run1 neural network analysis
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Chapter 8

Comparison of the Neural

Network and Conventional

Analyses

Where all men think alike, no one thinks very much.

- Walter Lippmann

In this chapter we compare this analysis with the corresponding published
D� analysis of the t�t ! e�X channel which was performed by using conventional
analysis techniques.

8.1 The Published D� t�t! e�X Analysis

The trigger requirement and initial data �ltering used for the published anal-
ysis were identical to those used in the neural network analysis described here. Also,
for the reasons discussed in Chapter 7.2, the �rst four of the analysis cuts are kep-
t the same. However the cuts used on the missing energy and jet activity were
somewhat more stringent in the published analysis. The cuts used were:

� E/
cal
T � 20 GeV and E/T � 10 GeV

� Njets � 2 with Ejet
T � 20 and j �jet j� 2:5

� He
T � 120 GeV

where He
T is the scaler sum of jets and leading electron transverse energies. This is

de�ned as:
He
T = Eele

T +
X
jets

Ejet
T (8.1)
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Cut t�t Signal Background Signal Data
"� BR mt = 170 +
(%) GeV/c2 Fakes Physics Background

Ee
T � 15 GeV,

P �
T � 15 GeV,

+ 0.53 � 0.11 3.4 � 0.7 12 � 1 39 � 8 54 � 9 58
�R�;jets � 0.5,
�R�;ele � 0.25

E/
cal
T � 20 GeV, 0.49 � 0.10 3.1 � 0.7 2.6 � 0.3 14 � 3 20 � 4 20
E/T � 10 GeV
Njets � 2, 0.39 � 0.08 2.5 � 0.5 0.20 � 0.13 0.31 � 0.09 2.9 � 0.7 4

Ejets
T � 20

He
T � 120 GeV 0.32 � 0.06 2.0 � 0.4 0.08 � 0.13 0.17 � 0.07 2.2 � 0.6 3

Table 8.1: The expected and observed number of events as a function of conventional
cuts.

where Eele
T � 15 GeV, Ejet

T � 15 GeV and j�ele;jetj � 2:5.
The analysis proceeded in a similar manner to that of neural network analysis

before the E/
cal
T cut. At this stage, an additional cut on E/T was imposed and the E/

cal
T

cut value was raised to � 20 GeV. This was done to reduce the fake background. The
remaining cuts were chosen following an optimization of the signal=

p
background

ratio and led to cuts of Njets � 2 with Ejet
T � 20, j �jet j� 2:5 and He

T � 120 GeV.

Table 8.1 shows the number of events expected and observed as a function
of each level of conventional analysis cuts. Table 8.2 summarizes acceptance (E) for
the t�t ! e�X and background processes. This is the direct analog of the neural
network results shown in Table 7.4. Three candidate events were observed in data
with a total background of 0.24 � 0.15. For a top mass of 172 GeV, this gives a
cross section of:

�t�t = 7:84� 4:94(stat:)� 1:57(sys:) pb (8.2)

Note that this di�ers from the value of reference [90] because of the improvements
made in the treatment of multiple-interaction corrections (see Chapter 7.3) and
some additional corrections to the treatment of the trigger simulation. However the
updated and published results agree well within the quoted errors.
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Summary Run 1,
R Ldt = 108:3� 5:7 pb�1

Signal
Top Mass (mtop GeV/c

2) Nexpected �tot�BR (%)
150 2.92 � 0.55 0.230 � 0.041
155 2.67 � 0.50 0.253 � 0.045
160 2.43 � 0.45 0.275 � 0.049
165 2.24 � 0.42 0.301 � 0.054
170 2.00 � 0.37 0.317 � 0.057
172.1 1.91 � 0.36 0.325 � 0.058
175 1.79 � 0.33 0.334 � 0.060
180 1.61 � 0.30 0.354 � 0.063
185 1.43 � 0.27 0.368 � 0.066

Background
Background process Nexpected

Z! �� ! e� 0.09 � 0.08
WW ! e� 0.07 � 0.02


� ! �� ! e� 0.01 � 0.01
Fakes 0.08 � 0.13

Total Background 0.24 � 0.15

Events observed in Data
Data 3

Table 8.2: Event yields for the signal, background and data for the Run 1 conven-
tional analysis
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8.2 Comparison of the Selection EÆciencies and

the Cross Section Results

Because conventional analysis methods do not exploit the correlations be-
tween the variables on which the cuts are being applied, they tend to induce a
loss of signal eÆciency. Figure 8.1 shows a comparison of signal and background
eÆciencies from the conventional and neural network analyses. The open circles
represent the results of a grid search using sets of cuts on Ee

T ; E
jet1
T ; Ejet2

T ; E/
cal
T and

He
T . The solid points are the result of a single cut on O

comb
NN . This clearly shows that

for a given amount of background, the neural network method gives a better signal
eÆciency than a set of conventional cuts.

The increase in eÆciency can also be understood by comparing cuts on He
T

and E/
cal
T for the two analyses. Figures 8.2 show scatter plots of E/

cal
T and He

T before
8.2(a) and after 8.2(b) the application of Ocomb

NN cut. The solid lines represent the
cuts used in the published analysis. It can be clearly seen that the contour cut of
the neural network analysis gives the better signal eÆciency than conventional cuts,
especially in the region 80 � He

T � 120 GeV and E/
cal
T � 20 GeV.

A detailed comparison of t�t ! e�X acceptance between the two analyses is
shown in Figure 8.3. For the purpose of clarity, the errors shown are only statistical
and we note that the systematic errors are highly correlated. For 170 GeV, the neural
network analysis has a signal eÆciency which is 10% more than the conventional
analysis. In addition, the comparison of Tables 7.4 and 8.2 shows that the total
background is also slightly lower in the new analysis. However, because of the large
statistical error on instrumental background calculations, this is hard to quantify.

The three candidate events selected from the data by conventional analysis
were also found in the neural network analysis. In addition to these, one additional
event was selected. This was rejected in the conventional analysis because it failed
the He

T cut. It satis�es all the selection criteria and kinematically lies in the part He
T

and E/
cal
T plane which is recovered by the neural network analysis (see Figure 8.2).

The properties of all four candidate events are listed in Appendix C. This also
contains pictorial displays for each event.

A further test of signal compatibility is provided by the reconstructed
top quark mass for each event. Because each event contains two neutrinos the
calculation is non-trivial and conventional kinematical �tting techniques do not
work. For this study we have used the neutrino phase space weighting technique
which was developed by D� for to solve this problem [91]. The resulting probability
distributions for the four candidates are shown in Figure 8.4. These lead to the
reconstructed masses of 154, 158, 170 and 140 GeV for event 417, 12814, 26920 and
5566 respectively which are all highly compatible with the t�t ! e�X hypothesis.
We further note that the �tted top quark mass from the �rst three events alone
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Figure 8.1: Comparison of signal and background eÆciencies for the conventional
and neural network cuts.
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was 170.1 � 14.5 GeV [91] indicating that the e�ects of smearing and fragmentation
tend to decrease the apparent reconstructed mass value.

In Figure 8.5 we show the comparison of the two cross section measurements,
together with the predictions of NLO QCD [26, 27, 28]. The old and and new
measurements are in good agreement within the large errors and both are quite
consistent with the QCD calculations.

The only other comparable measurement of �t�t from the t�t ! e�X process
is from the CDF experiment. Based on 109 pb�1 of data, they observed 7 events
with a computed background of 0.74 � 0.21 events. For their measured value of the
top quark mass of 176 GeV, this corresponds to a cross section of 12:7+6:4�4:9 pb [92].
This is some what higher than both of the D� measurements, but is still compatible
within the experimental errors.
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Chapter 9

Conclusions

You may wonder what this has to do with the fancy things like protons

and neutrons.

- John Baez, Mathematical Methods class at UCR in 1997.

We have performed a new measurement of the t�t production cross section
using e� channel for p�p collisions at

p
s = 1:8 TeV using neural network techniques.

The result, based on the full Run 1 data set (1992-96), demonstrates the power of the
arti�cial neural networks to discriminate between signal and background processes
which are both rare and of very similar topology. We have further demonstrated that
this analysis of the t�t! e�X channel provides a signi�cant gain in acceptance when
compared to the corresponding published analysis which used more conventional
analysis techniques.

For the 108 pb�1 of Run 1 data we have a calculated signal yield of 2.2 � 0.5
with a background of 0.22 � 0.14 events. Four events were observed in the data,
giving a cross section measurement of:

�t�t = 9:75� 5:53 pb (9.1)

This is in good agreement with the result from the published D� analysis and is
consistent with the predications of NLO QCD calculations.

The techniques developed for this analysis will be very useful during the
next Tevatron collider run (Run II) which is scheduled to begin in the spring of
2001. For this run, the expected total integrated luminosity will be 2 fb�1, 20
times more than Run 1 and at the higher energy of

p
s = 2.0 TeV. This will result

in the production of about twenty �ve times more t�t events as in the previous
run. Furthermore, the D� detector has been upgraded to improve it's eÆciency for
observing t�t events. With large samples of t�t events in the dilepton channels, the top
cross section measurements will no longer be limited by statistics and the systematic
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study of the background will become more important. The tools provided by ANN
analysis are well suited to this task. These analyses may prove to be the most
important for the precise studies of the cross section and the top quark mass in the
next run.
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Appendix A

Triggers used for Data Collection

A.1 Main Ring Triggers De�nitions

� mrbs-loss (MRBS): The trigger is disabled for the 0.4 s after a proton bunch is
injected into the Main Ring. This vetoes events during injection and transition
and allows a small recovery time for the muon and calorimeter systems. The
typical deadtime for mrbs-loss veto is � 17 %.

� micro-blank (MB): The trigger is disabled for events where Main Ring bunches
are present during the livetime of the muon system which is� �800 ns centered
on the p�p crossing. The calorimeter livetime is somewhat longer (� 2�s), so
this is not completely eÆcient for vetoing events with Main Ring energy in
the calorimeter. The typical deadtime for micro-blank is � 7 %.

� max-live (ML): The trigger is disabled during periods of overlap between M-
RBS and MB. This corresponds to the �rst few passes of newly injected beam
passing through the detector.

� good-cal (GC): The trigger is disabled during periods of overlap between M-
RBS and MB and during MB periods of highest intensity beam leakage. This
leakage was measured by a set of scintillator arrays surrounding the Main Ring
beam-pipe upstream of the D� detector.

� good-beam (GB): The trigger is disabled during periods of either MRBS or
MB. good-beam is the cleanest possible running condition.
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A.2 The L1 and L2 Triggers De�nitions

Name Run Level 1 Level 2 Used by

ele-jet 1a 1 EM tower, ET > 10 GeV , j�j < 2:6 1 e, ET > 15 GeV , j�j < 2:5 ee,e�,e�
2 jet towers, ET > 5 GeV 2 jets (�R = 0:3), ET > 10 GeV , j�j < 2:5 e+ jets

MRBS /Ecal

T
> 10 GeV e+ jets=�

ele-jet-high 1b,1c 1 EM tower, ET > 12 GeV , j�j < 2:6 1 e, ET > 15 GeV , j�j < 2:5 ee,e�,e�
2 jet towers, ET > 5 GeV , j�j < 2:0 2 jets (�R = 0:3), ET > 10 GeV , j�j < 2:5 e+ jets

ML /Ecal

T
> 14 GeV e+ jets=�

ele-jet-higha 1c 1 EM tower, ET > 12 GeV , j�j < 2:6 1 e, ET > 17 GeV , j�j < 2:5 ee,e�,e�
2 jet towers, ET > 5 GeV , j�j < 2:0 2 jets (�R = 0:3), ET > 10 GeV , j�j < 2:5 e+ jets=�

1 EX tower, ET > 15 GeV /Ecal

T
> 14 GeV

ML

mu-ele 1a 1 EM tower, ET > 7 GeV 1 e, ET > 7 GeV e�
1 �, j�j < 2:4 1 �, PT > 5 GeV , j�j < 2:4

MRBS
1b 1 EM tower, ET > 7 GeV 1 e, ET > 7 GeV , j�j < 2:5 e�

1 �, j�j < 2:4 1 �, PT > 8 GeV=c , j�j < 2:4
GC

mu-ele-high 1c 1 EM tower, ET > 10 GeV , j�j < 2:5 1 e, ET > 10 GeV , j�j < 2:5 e�
1 �, j�j < 2:4 1 �, PT > 8 GeV=c , j�j < 1:7

GC

mu-jet-high 1a 1 �, j�j < 2:4 1 �, PT > 8 GeV=c , j�j < 1:7 e�,��
1 jet tower, ET > 5 GeV 1 jet (�R = 0:7), ET > 15 GeV �+ jets

GB �+ jets=�
1b 1 �, PT > 7 GeV=c , j�j < 1:7 1 �, PT > 10 GeV=c , j�j < 1:7, scint e�,��

1 jet tower, ET > 5 GeV , j�j < 2:0 1 jet (�R = 0:7), ET > 15 GeV , j�j < 2:5 �+ jets
GC �+ jets=�

mu-jet-cal 1b 1 �, PT > 7 GeV=c , j�j < 1:7 1 �, PT > 10 GeV=c , j�j < 1:7 ��,� + jets
1 jet tower, ET > 5 GeV , j�j < 2:0 cal con�rm, scint �+ jets=�

GC 1 jet (�R = 0:7), ET > 15 GeV , j�j < 2:5
mu-jet-cent 1b 1 �, j�j < 1:0 1 �, PT > 10 GeV=c , j�j < 1:0, scint e�,��

1 jet tower, ET > 5 GeV , j�j < 2:0 1 jet (�R = 0:7), ET > 15 GeV , j�j < 2:5 �+ jets
GC �+ jets=�

1c 1 �, j�j < 1:0 1 �, PT > 12 GeV=c , j�j < 1:0, scint e�,��
1 jet tower, ET > 5 GeV , j�j < 2:0 1 jet (�R = 0:7), ET > 15 GeV , j�j < 2:5

2 jet towers, ET > 3 GeV
GC

mu-jet-cencal 1b 1 �, j�j < 1:0 1 �, PT > 10 GeV=c , j�j < 1:0 ��, �+ jets
1 jet tower, ET > 5 GeV , j�j < 2:0 cal con�rm, scint �+ jets=�

GC 1 jet (�R = 0:7), ET > 15 GeV , j�j < 2:5
1c 1 �, j�j < 1:0 1 �, PT > 12 GeV=c , j�j < 1:0 e�, ��

1 jet tower, ET > 5 GeV , j�j < 2:0 cal con�rm, scint
2 jet towers, ET > 3 GeV 1 jet (�R = 0:7), ET > 15 GeV , j�j < 2:5

GC
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Appendix B

The Branching Ratios for

t�t! l1l2X Decays

In modeling t�t events for this analysis, we required both of the W bosons
in the events to decay to leptons (e,� or � ! e or �). Further to calcualte the
total cross section, we have to correct for the fact that dilepton channel has a total
bracnhing ratio of 6.85 %. This follows form the following calculations.

The total BR for t�t! dileptons (e,� or � ! e or �) is

(4=81)� (1 + (0:178)� (0:178) + 2� (0:178)) = 0:0685 (B.1)

where 0.178 is the BR for � ! e or �.[93]. See Table B.1 for branching ratio details.
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Main Process BR Sub-process BR (sub-process) Total BR
t�t!WW (Like � ! e or �)
! ee 1/81 na na
! �� 1/81 na na 4/81
! e� 2/81 na na
! �� 1/81 ee 0.0317

�� 0.0317 4/81 � 0.0317
e� 0.0634

! e� 2/81 ee 0.178
e� 0.178 4/81 � 0.178

! �� 2/81 �� 0.178
�e 0.178 4/81 � 0.178

Table B.1: Branching ratios for t�t ! ee or e� or �� including all the decays like
� ! e or �

118



Appendix C

The properties of the Four

Candidate Events

Run 1a Candidate Run=58796, Event=7338(417)
Nvertex=1 zvertex1=-1.75 mrbs-loss=0 micro-blank=0
mu-ele=1 ele-jet-high=0 mu-jet-high=0 mu-jet-cent=0
Nelectron=1 Ee

T=97.94 �e=0.40 �edet=5.0
�e=4.84 �2=50.58 isolation=0.02 �trkmatch=0.15

dE=dx=0.95 elkl-all=0.0095 elkl-notrd=0.0259
Nmuon=1 P�

T=193.04 ��=0.33 quad=2.00
��=1.82 Ntrkm=1.00 calmip=3.37 ifw41=0.00
bdl1=0.68 mtchfrac=0.00 mtcefrh1=0.00 ghfarc=0.00

IP3D=0.00 IPbend=0.00 IPnonbend=5.65 Tfloat
0 =39.07

muctag=0 scint-active=0.00 �2gfit=14.76
No of hits A layer=2 No of hits B layer=3 No of hits C layer=3

E/T=125.13 E/
cal
T =104.60 Njets;ET�15=2

Ejet1
T =26.42 �jet1=-0.71 �jet1det =-0.72 �jet1=3.51

Ejet1
T =24.38 �jet2=1.09 �jet2det =1.07 �jet2=4.10

HT=148.74 Me�=274.63 �Re�=3.02 Ocomb
NN =0.922
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Run 1b Candidate Run=84676, Event=12814
Nvertex=1 zvertex1=-6.17 mrbs-loss=0 micro-blank=0
mu-ele=1 ele-jet-high=1 mu-jet-high=1 mu-jet-cent=0
Nelectron=1 Ee

T=75.45 �e=-0.40 �edet=-5.0
�e=3.16 �2=33.22 isolation=0.02 �trkmatch=1.05

dE=dx=0.69 elkl-all=0.095 elkl-notrd=0.048
Nmuon=1 P�

T=27.35 ��=-0.45 quad=3.00
��=2.75 Ntrkm=1.00 calmip=3.23 ifw41=0.00
bdl1=0.71 mtchfrac=1.00 mtcefrh1=0.30 ghfarc=1

IP3D=2.26 IPbend=-2.39 IPnonbend=-3.00 Tfloat
0 =27.67

muctag=0 scint-active=1.00 �2gfit=1.45

No of hits A layer=4 No of hits B layer=2 No of hits C layer=3

E/T=40.06 E/
cal
T =62.26 Njets;ET�15=3

Ejet1
T =91.95 �jet1=-0.17 �jet1det =-0.23 �jet1=5.14

Ejet2
T =35.15 �jet2=-0.31 �jet2det =-0.38 �jet2=1.17

Ejet3
T =28.67 �jet3=0.39 �jet3det =0.33 �jet3=1.63

HT=231.22 Me�=18.72 �Re�=0.42 Ocomb
NN =0.94

Run 1b Candidate Run=90422, Event=26920
Nvertex=1 zvertex1=18.23 mrbs-loss=0 micro-blank=0
mu-ele=1 ele-jet-high=1 mu-jet-high=0 mu-jet-cent=1
Nelectron=1 Ee

T=49.41 �e=1.76 �edet=19.00
�e=2.72 �2=17.49 isolation=0.06 �trkmatch=8.57

dE=dx=3.64 elkl-all=0.29 elkl-notrd=0.29
Nmuon=1 P�

T=16.77 ��=-0.19 quad=2.00
��=1.38 Ntrkm=2.00 calmip=3.71 ifw41=1.00
bdl1=0.65 mtchfrac=1.00 mtcefrh1=0.27 ghfarc=1.00

IP3D=0.00 IPbend=0.00 IPnonbend=5.65 Tfloat
0 =29.80

muctag=0 scint-active=1.00 �2gfit=235.99
No of hits A layer=3 No of hits B layer=3 No of hits C layer=3

E/T=22.94 E/
cal
T =11.74 Njets;ET�15=2

Ejet1
T =48.14 �jet1=0.21 �jet1det =0.40 �jet1=5.64

Ejet2
T =26.03 �jet2=-0.97 �jet2det =-0.83 �jet2=5.51

HT=123.58 Me�=74.84 �Re�=2.37 Ocomb
NN =0.93
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Run 1b Candidate Run=90834, Event=5566 (New event from this analysis)
Nvertex=1 zvertex1=-17.50 mrbs-loss=0 micro-blank=0
mu-ele=1 ele-jet-high=1 mu-jet-high=0 mu-jet-cent=1
Nelectron=1 Ee

T=27.22 �e=-1.34 �edet=-15.0
�e=5.91 �2=133.64 isolation=0.06 �trkmatch=0.56

dE=dx=0.83 elkl-all=0.2 elkl-notrd=0.44
Nmuon=1 P�

T=19.57 ��=0.56 quad=1.00
��=0.42 Ntrkm=1.00 calmip=0.36 ifw41=1.00
bdl1=0.75 mtchfrac=1.00 mtcefrh1=0.63 ghfarc=1.00

IP3D=4.55 IPbend=5.37 IPnonbend=53.15 Tfloat
0 =19.22

muctag=0 scint-active=1.00 �2gfit=401.05

No of hits A layer=4 No of hits B layer=3 No of hits C layer=3

E/T=44.66 E/
cal
T =25.70 Njets;ET�15=2

Ejet1
T =46.60 �jet1=0.85 �jet1det =0.71 �jet1=3.33

Ejet2
T =27.03 �jet2=-1.74 �jet2det =-1.84 �jet2=3.40

HT=100.86 Me�=53.78 �Re�=2.06 Ocomb
NN =0.91
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Figure C.1: Event displays of event 58796/7338 (Run 1a, event 417)
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Figure C.2: Event displays of event 84676/12814 (Run 1b)

123



Figure C.3: Event displays of event 90422/26920 (Run 1b)
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Figure C.4: Event displays of event 90834/5566 (Run 1b)
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Appendix D

Combining Neural Networks

The output of a neural net which is trained on a signal (S) and background
(B) can be written as:

O(x) =
S(x)

S(x) +B(x)
(D.1)

Let there be three neural networks (NN1, NN2, NN3) trained on same signal
and three separate backgrounds. NN1 trained on signal (S) and Background (B1)
and its output is

ONN1 =
S

S +B1

(D.2)

Similarly the second network is trained on on signal (S) and Background (B2)
and third is on on signal (S) and Background (B3) giving outputs of:

ONN2 =
S

S +B2
(D.3)

ONN3 =
S

S +B3
(D.4)

Combining Equation D.2� D.4 gives:

1

ONN1
+

1

ONN2
+

1

ONN3
=

3S +B1 +B2 +B3

S
(D.5)

or
1

3
� (

1

ONN1
+

1

ONN2
+

1

ONN3
) =

S + 1
3
� (B1 +B2 +B3)

S
(D.6)

which can be further be rewritten as

3
1

ONN1
+ 1

ONN2
+ 1

ONN3

=
S

S + 1
3
� (B1 +B2 +B3)

(D.7)
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Now the right hand side of Equation D.7 is equalivalent to right hand side of the
Equation D.1. This implies that the Equation D.7 represent a neural network trained
on signal (S) and backgrounds (B1; B2; B3). Thus, the three neural networks can be
combined algebraically into one neural net Ocomb

NN , such that.

Ocomb
NN =

3
1

ONN1
+ 1

ONN2
+ 1

ONN3

(D.8)
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