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# Luminosity Monitoring and Measurement at CDF 

D. Cronin-Hennessy ${ }^{\text {a* }}$, A. Beretvas ${ }^{\text {b }}$, P. F. Derwent ${ }^{\text {b }}$<br>${ }^{a}$ Duke University,<br>Durham, North Carolina 27708,USA<br>${ }^{\mathrm{b}}$ Fermi National Accelerator Laboratory<br>Batavia, Illinois 60510, US

Using two telescopes of beam-beam counters, CDF (Collider Detector at Fermilab) has measured the luminosity to an accuracy of $4.1 \%(3.6 \%)$ in run $\mathrm{Ib}(\mathrm{Ia})$. For run $\mathrm{Ib}(\mathrm{Ia})$ the average luminosity was $9.1(3.3) \times 10^{30} \mathrm{~cm}^{-2} \mathrm{sec}^{-1}$. For a typical data set the integrated luminosity was 86.47 (19.65) $\mathrm{pb}^{-1}$ in run Ib (Ia) resulting in a total integrated luminosity of $106.1 \pm 4.1 \mathrm{pb}^{-1}$. This paper shows how we have determined the accuracy of our results.

## 1. Introduction

In this article we present a detailed description of how the Collider Detector at Fermilab (CDF) experiment measured luminosity during Run I (1992-1996). The beam-beam counters (BBC) consisted of two sets of scintillation counters located at $\pm 5.82 \mathrm{~m}$ from the nominal interaction point [1]. These counters provided a "minimumbias" trigger and were used as the primary luminosity monitor. The counters were arranged in a rectangle around the beam pipe [2]. There were 16 scintillation counters in each set, with two phototubes attached to each scintillator, and both an anode and an inverted dynode signal are taken from each phototube. The data acquisition system includes a set of scalers which count a combination of intime and out of time hits in the BBC, the most important of which are the intime hits for the 32 counters. The counters were at a low angle to the beam directions and they cover the angular region (measured along either the horizontal or vertical axes) from $0.32^{\circ}$ to $4.47^{\circ}$ ( $179.68^{\circ}$ to $175.53^{\circ}$ ), corresponding to a pseudorapidity range of 3.24 to 5.90 . The beam-beam counters were designed for a luminosity of $1 \times 10^{30}$ $\mathrm{cm}^{-2} \mathrm{sec}^{-1}$, but continued to work correctly at a luminosity of $1.2 \times 10^{31} \mathrm{~cm}^{-2} \mathrm{sec}^{-1}$.

[^0]In section 2 we give the accelerator parameters for run I, and in section 3 we describe the history of $\sigma_{\mathrm{BBC}}$ at CDF. In the next section we present the basic formulae for the luminosity calculation. Section 5 describes the multiple interaction formula. In section 6 we present the details of the luminosity calculation. Section 7 describes the uncertainty in the luminosity for run Ia. In the following sections, we present checks that give confidence in the performance of the BBC over changes in time and instantaneous rate (with luminosity varying from $2 \times 10^{30} \mathrm{~cm}^{-2} \mathrm{sec}^{-1}$ to $2 \times 10^{31} \mathrm{~cm}^{-2} \mathrm{sec}^{-1}$ ) during run Ib . Section 8 presents a consistency check of the luminosity using $W \rightarrow e \nu$ decays. Section 9 presents the run to run variation in the $W$ cross section for run Ib . Section 10 presents the systematic errors due to high instantaneous luminosity (run Ib). A consistency check for the luminosity is given in Section 11. This check measures the ratio of events with one or more vertices to the number with no vertices as a function of luminosity. Section 12 describes the prescale factors and the determination of the luminosity for all triggers used in the experiment.

## 2. Accelerator parameters

Before explaining the beam-beam counters, we will briefly present the luminosity in terms of the
accelerator parameters. The luminosity for a synchrotron collider assuming head-on collisions is
$\mathrm{L}=\frac{3 \gamma \mathrm{f}_{0} \mathrm{~N}_{\mathrm{B}} \mathrm{N}_{\mathrm{p}} \mathrm{N}_{\overline{\mathrm{p}}} \mathrm{F}}{\beta^{*}\left(\epsilon_{\mathrm{p}}+\epsilon_{\overline{\mathrm{p}}}\right)}$
where $\gamma=\mathrm{E} / \mathrm{m}$ is the relativistic energy factor, $\mathrm{f}_{0}$ is the revolution frequency, $\beta^{*}$ is the beta function at the low beta focus, $\mathrm{N}_{\mathrm{B}}$ is the number of bunches, $\mathrm{N}_{\mathrm{p}}\left(\mathrm{N}_{\overline{\mathrm{p}}}\right)$ is the number of protons (antiprotons) per bunch, $\epsilon_{p}\left(\epsilon_{\bar{p}}\right)$ is the proton (antiproton) beam emittance and F is the form factor. The form factor describes the reduction in the luminosity when the bunch length is comparable to the beta function.

At Fermilab we have had the following runs: 1985 (first collisions), 1987 (a very low luminosity run), 1988-89, run Ia (1992-1993) and run Ib (1994-1996). The accelerator parameters are given in Table 1 [3], [4]. All runs have been taken with a beam energy of $900 \mathrm{GeV}(\sqrt{s}=1800 \mathrm{GeV})$. East (west) refers to proton beam downstream (upstream) of the interaction point.

## 3. The history of $\sigma_{\mathrm{BBC}}$ at CDF

All cross sections at CDF are defined with respect to the coincidence rate in the two sets of BBC. Given the BBC cross section ( $\sigma_{\mathrm{BBC}}$ ) we only need to determine the number of BBC interactions ( $\mathrm{N}_{\mathrm{BBC}}$ ) during the time CDF is "live" to derive a luminosity.
$\mathrm{L}=\frac{\mathrm{N}_{\mathrm{BBC}}}{\sigma_{\mathrm{BBC}}}$
A BBC interaction is defined as follows: the coincidences of an intime hit in any of the 16 counters on the east side and an intime hit in any of the 16 counters on the west side, where an intime hit is a hit in a 30 nsec gate centered on the expected arrival time.

The values we have used for $\sigma_{\mathrm{BBC}}$ are given in Table 2. The BBC cross section is related to the total cross section ( $\sigma_{\text {total }}$ ) as follows:
$\sigma_{\mathrm{BBC}}=\sigma_{\text {total }} \frac{\mathrm{N}_{\mathrm{BBC}}}{\mathrm{N}_{\text {inel }}+\mathrm{N}_{\mathrm{el}}}$
where $\mathrm{N}_{\text {inel }}$ and $\mathrm{N}_{\mathrm{el}}$ are the total number of inelastic and elastic events. Initially we used a value of
$\sigma_{\mathrm{BBC}}=44 \pm 6.6 \mathrm{mb}$ [5]. This value was based on using a UA4 total cross section measurement at $\sqrt{s}=546 \mathrm{GeV}$ [6] and UA5 at $\sqrt{s}=900$ GeV [7]. The integrated luminosity for this first run was approximately $25 \mathrm{nb}^{-1}$. Our next run in 1988-89 used a value of $\sigma_{\mathrm{BBC}}=46.8 \pm 3.2$ mb [8]. This method combined beam parameters and accelerator lattice information with the UA4 measurement. The UA4 experiment used trigger counters with similar geometry to our BBC. We corrected the UA4 measurement for both a different $\eta$ range and radiation damage suffered by the BBC during the run. The integrated luminosity for this run was approximately $4 \mathrm{pb}^{-1}$. During this run CDF took a short dedicated run to measure the elastic [9], diffractive [10], and total cross section [11]. The total proton-antiproton cross section was measured at both $\sqrt{s}=546$ and 1800 GeV using the luminosity independent method. The total cross section was $\left(1+\rho^{2}\right) \sigma_{\text {total }}(1800)$ $=81.83 \pm 2.29 \mathrm{mb}$, where $\rho$ is the ratio of the real to imaginary part of the forward scattering amplitude. Using the total cross section and $\rho=$ 0.140 [12], $\sigma_{\text {total }}=80.26 \pm 2.25 \mathrm{mb}$. If the error on $\rho( \pm 0.069)$ is included then our result is 80.26 $\pm 2.71 \mathrm{mb}$.

We can express the number of inelastic events as
$\mathrm{N}_{\text {inel }}=\mathrm{N}_{\mathrm{i}}+\mathrm{N}_{\mathrm{sd}}$
where $\mathrm{N}_{\mathrm{i}}$ is the number of events with a two-sided coincidence in either the BBC or forward telescopes [11], and $\mathrm{N}_{\text {sd }}$ is the number of events ( $\times$ 2) with a single $\bar{p}$ detected in the forward magnetic spectrometer [11] coincident with hits in the opposite side BBC or forward telescope [13]. We express $\sigma_{\mathrm{BBC}}$ as
$\sigma_{\mathrm{BBC}}=\sigma_{\text {total }} \frac{\frac{\mathrm{N}_{\mathrm{BBC}}}{\mathrm{N}_{\mathrm{i}}}}{1+\frac{\mathrm{N}_{\mathrm{sd}}+\mathrm{N}_{\text {el }}}{\mathrm{N}_{\mathrm{i}}}}$.
The quantity $\mathrm{N}_{\mathrm{i}}$ is a superset of $\mathrm{N}_{\mathrm{BBC}}$ and includes a Monte Carlo acceptance correction of $1.2 \%$. We find $98.7 \%$ of $\mathrm{N}_{\mathrm{i}}$ triggered events are BBC triggered events. Therefore $\mathrm{N}_{\mathrm{BBC}} / \mathrm{N}_{\mathrm{i}}=$ $0.987 / 1.012=0.975$. The values of $\mathrm{N}_{\mathrm{sd}}, \mathrm{N}_{\mathrm{el}}$ and $\mathrm{N}_{\mathrm{i}}$ are $32,092,78,691$, and 208,890 respectively [11]. These numbers and their errors are given in Table 3.

Table 1
Fermilab Collider Parameters

| Collider parameters | 88-89 Run | Run Ia | Run Ib |
| :--- | :---: | :---: | :---: |
| $\mathrm{N}_{\mathrm{p}}$ Proton/bunch $\left(10^{10}\right)$ | 7.0 | 12.0 | 22.5 |
| $\mathrm{~N}_{\bar{p}}$ Antiprotons/bunch $\left(10^{10}\right)$ | 2.9 | 3.1 | 6.5 |
| $\epsilon_{p}$ Proton emittance $(\pi \mathrm{mm}-\mathrm{mr})$ | 25 | 20 | 22 |
| $\epsilon_{\bar{p}}$ Antiproton emittance $(\pi \mathrm{mm}-\mathrm{mr})$ | 18 | 12 | 14 |
| $\beta^{*}$ at interaction point $(\mathrm{cm})$ | 55 | 35 | 35 |
| $\mathrm{~N}_{\mathrm{B}}$ Number of bunches | 6 | 6 | 6 |
| Form Factor | 0.71 | 0.62 | 0.62 |
| Beam Energy $(\mathrm{GeV})$ | 900 | 900 | 900 |
| $\gamma$ | 959 | 959 | 959 |
| Circumference (km) | 6.28 | 6.28 | 6.28 |
| $\mathrm{f}_{0}$ revolution frequency $\left(10^{4} \mathrm{sec}^{-1}\right)$ | 4.78 | 4.78 | 4.78 |
| Typical initial luminosity $\left(10^{31} \mathrm{~cm}^{-2} \mathrm{sec}^{-1}\right)$ | 0.16 | 0.54 | 1.89 |

Table 2
Values of $\sigma_{\mathrm{BBC}}$

| Cross Section | 87 Run | 88-89 Run | Run Ia | Run Ib |
| :---: | :---: | :---: | :---: | :---: |
| $\sigma_{\text {BBC }}(\mathrm{mb})$ | $44 \pm 6.6$ | $46.8 \pm 3.2$ | $51.15 \pm 1.60$ | $51.15 \pm 1.60$ |

We can rewrite Eq. 5 as
$\sigma_{\mathrm{BBC}}=\frac{\mathrm{k}\left(\frac{\mathrm{N}_{\mathrm{BBC}}}{\mathrm{N}_{\mathrm{i}}}\right) \mathrm{AN}_{\mathrm{i}}}{\left(A / b+\mathrm{N}_{\mathrm{i}}+\mathrm{N}_{\mathrm{sd}}\right)^{2}}$
where
$\mathrm{k}=\frac{16 \pi(\mathrm{hc})^{2}}{\left(1+\rho^{2}\right)}=\frac{19.572}{\left(1+\rho^{2}\right)} \frac{\mathrm{mb}}{\mathrm{GeV}^{2}}$
and $\mathrm{N}_{\mathrm{el}}=\mathrm{A} / \mathrm{b}$, where $\mathrm{A}=\mathrm{dN} \mathrm{N}_{\mathrm{el}} /\left.\mathrm{d} t\right|_{t=0}$ is the number of elastic events evaluated where the fourmomentum transfer squared, $-t$, equals zero and b is the logarithmic elastic slope parameter [9]. The error on $\sigma_{\mathrm{BBC}}$ is obtained from:

$$
\begin{aligned}
& \left(\Delta \sigma_{\mathrm{BBC}}\right)^{2}=\left(\frac{\partial \sigma_{\mathrm{BBC}}}{\partial \mathrm{~N}_{\mathrm{i}}}\right)^{2}\left(\Delta \mathrm{~N}_{\mathrm{i}}\right)^{2} \\
& \quad+\left(\frac{\partial \sigma_{\mathrm{BBC}}}{\partial \mathrm{~N}_{\mathrm{sd}}}\right)^{2}\left(\Delta \mathrm{~N}_{\mathrm{sd}}\right)^{2} \\
& \quad+\left(\frac{\partial \sigma_{\mathrm{BBC}}}{\partial \mathrm{~A}}\right)^{2}(\Delta \mathrm{~A})^{2} \\
& \quad+\left(\frac{\partial \sigma_{\mathrm{BBC}}}{\partial \mathrm{~b}}\right)^{2}(\Delta \mathrm{~b})^{2} \\
& \quad+2 \cdot \operatorname{Cov}(\mathrm{~A}, \mathrm{~b}) \frac{\partial \sigma_{\mathrm{BBC}}}{\partial \mathrm{~A}} \frac{\partial \sigma_{\mathrm{BBC}}}{\partial \mathrm{~b}} \Delta \mathrm{~A} \Delta \mathrm{~b}
\end{aligned}
$$

$$
\begin{equation*}
+\left(\frac{\partial \sigma_{\mathrm{BBC}}}{\partial \rho}\right)^{2}(\Delta \rho)^{2} \tag{8}
\end{equation*}
$$

The covariance $(A, b)$ is the correlation coefficient in the two dimensional fit to the elastic slope and $\mathrm{dN}_{\mathrm{el}} /\left.\mathrm{d} t\right|_{t=0}$. Thus we calculate $\sigma_{\mathrm{BBC}}=51.15 \pm$ 1.60 mb [13]. This error in $\sigma_{\mathrm{BBC}}$ of $3.1 \%$ is the main contribution to the luminosity uncertainty in run I .

## 4. The Number of BBC Interactions

For every beam crossing the BBC indicate either no interaction or at least one interaction. At low luminosity a positive response from the BBC counters typically indicates a single interaction, while at high luminosity on average several interactions occur during a single crossing. Thus a coincidence in the BBC indicates only that at least one interaction has occurred; we can not directly count the number of BBC interactions ( $\mathrm{N}_{\mathrm{BBC}}$ ). An indirect method of obtaining the number of interactions is by using the formula
$\mathrm{N}_{\mathrm{BBC}}=\mu \mathrm{N}_{\mathrm{BC}}$.

Table 3
Summary of Results from Total Cross Section Measurement

|  |  | $\sqrt{s}=1800$ |
| :--- | :--- | :---: |
| $\mathrm{~N}_{\mathrm{i}}$ | Inelastic $(\mathrm{W} \bullet \mathrm{E})$ | $208890 \pm 2558$ |
| $\mathrm{~N}_{\mathrm{sd}}$ | Inelastic $(\bar{p} \bullet \mathrm{E}) \quad$ :single diffr. $\left(^{*}\right)$ | $32092 \pm 1503$ |
| $\mathrm{~N}_{\mathrm{el}}$ | Elastic | $78691 \pm 1463$ |
| $\mathrm{~N}_{\mathrm{t}}$ | Total | $319673 \pm 3308$ |
| A | $\mathrm{~d} \mathrm{~N}_{\mathrm{el}} /\left.\mathrm{d} t\right\|_{t=0}\left(\mathrm{events} / \mathrm{GeV}^{2}\right)$ | $1336532 \pm 40943$ |
| b | Elastic Slope $\left(\mathrm{GeV}^{-2}\right)$ | $16.98 \pm 0.25$ |
| $\operatorname{Cov}(\mathrm{~A}, \mathrm{~b})$ | Elastic fit covariance | 0.93 |
| $\left({ }^{*}\right)$ | after removal of events triggering also $(\mathrm{W} \bullet \mathrm{E})$ |  |

$\mathrm{N}_{\mathrm{BC}}$ represents the number of beam crossings which is simply counted by a scaler and $\mu$ is the mean number of interactions per beam crossing. To determine the mean number of interactions we use the fact that the distribution of the number of interactions is described by a Poisson distribution with a mean $\mu$. We can not distinguish one interaction from two or more interactions thus we will solve for the only condition that we can correctly identify that of no interactions. The Poisson probability of no interactions $P_{0}$ is related to the mean by
$P_{0}=e^{-\mu}$
Solving for $\mu$ and substituting it into Eq. 9 we have
$\mathrm{N}_{\mathrm{BBC}}=-\left(\ln \mathrm{P}_{0}\right) \mathrm{N}_{\mathrm{BC}}$.
This formula, which accounts for overlapping BBC interactions, is referred to as the multiple interaction correction [14].

Four scalers are used to determine $\mathrm{P}_{0}$. All scaler counts refer to live counts only.

- $\mathrm{N}_{\mathrm{BC}}$ Number of beam crossings
- $\mathrm{N}_{\text {EW }}$ Number of crossings that contain a coincidence
- $\mathrm{N}_{\mathrm{E}}$ Number of crossings that contain a hit in the east beam counters
- $\mathrm{N}_{\mathrm{W}}$ Number of crossings that contain a hit in the west beam counters

The number of east, west, and east-west counts are converted to probabilities by normalizing to the total number of beam crossings. We relate these probabilities to physics processes as follows:

- $\mathrm{A}=$ processes producing an east hit with probability $\mathrm{P}_{\mathrm{A}}$.
- $\mathrm{B}=$ processes producing a west hit with probability $\mathrm{P}_{\mathrm{B}}$.
- $\mathrm{C}=$ processes producing a coincidence with probability $\mathrm{P}_{\mathrm{C}}$.

The probability of a hit in the east $\operatorname{BBC}\left(\mathrm{P}_{\mathrm{E}}\right)$ can be expressed as the sum of $\mathrm{P}_{\mathrm{A}}+\mathrm{P}_{\mathrm{C}}$ minus the overlap $\mathrm{P}_{\mathrm{A}} \mathrm{P}_{\mathrm{C}}$. Similarly we can express the probability of a hit in the west $\mathrm{BBC}\left(\mathrm{P}_{\mathrm{W}}\right)$ and the probability of a coincidence in the east and west ( $\mathrm{P}_{\mathrm{EW}}$ ).

$$
\begin{array}{r}
\mathrm{P}_{\mathrm{E}}=\mathrm{P}_{\mathrm{C}}+\mathrm{P}_{\mathrm{A}}-\mathrm{P}_{\mathrm{A}} \mathrm{P}_{\mathrm{C}} \\
\mathrm{P}_{\mathrm{W}}=\mathrm{P}_{\mathrm{C}}+\mathrm{P}_{\mathrm{B}}-\mathrm{P}_{\mathrm{B}} \mathrm{P}_{\mathrm{C}} \\
\mathrm{P}_{\mathrm{EW}}=\mathrm{P}_{\mathrm{C}}+\mathrm{P}_{\mathrm{A}} \mathrm{P}_{\mathrm{B}}-\mathrm{P}_{\mathrm{A}} \mathrm{P}_{\mathrm{B}} \mathrm{P}_{\mathrm{C}} \tag{14}
\end{array}
$$

Solving for $\mathrm{P}_{\mathrm{C}}$ in terms of the scalers yields the accidental correction on the coincidence rate
$\mathrm{P}_{\mathrm{C}}=\frac{\mathrm{P}_{\mathrm{EW}}-\mathrm{P}_{\mathrm{E}} \mathrm{P}_{\mathrm{W}}}{1+\mathrm{P}_{\mathrm{EW}}-\mathrm{P}_{\mathrm{E}}-\mathrm{P}_{\mathrm{W}}}$.
Under the assumption that the only cause of true coincidences is beam beam collisions, the probability for no interactions is produced ( $\mathrm{P}_{0}=1-$ $\mathrm{P}_{\mathrm{C}}$ ) thus yielding the number of BBC interactions [15]
$\mathrm{N}_{\mathrm{BBC}}=\mathrm{N}_{\mathrm{BC}} *$

$$
\begin{equation*}
-\ln \left(1-\frac{N_{E W}-\frac{N_{\mathrm{E}} N_{\mathrm{W}}}{N_{\mathrm{BC}}}}{\left(\mathrm{~N}_{\mathrm{BC}}+\mathrm{N}_{\mathrm{EW}}-\mathrm{N}_{\mathrm{E}}-\mathrm{N}_{\mathrm{W}}\right)}\right) . \tag{16}
\end{equation*}
$$

## 5. The multiple interaction formula

During all collider running periods after 1987 [16] the bunches were separated by $3.5 \mu \mathrm{sec}(\mathrm{f}=$ 286.272 KHz ). The average luminosity for run Ib was $9.1 \times 10^{30} \mathrm{~cm}^{-2} \mathrm{sec}^{-1}$ and the highest luminosity was about $27 \times 10^{30} \mathrm{~cm}^{-2} \mathrm{sec}^{-1}$. The mean number of interactions per crossing is
$\mu=\frac{\sigma_{\mathrm{BBC}} \cdot \mathrm{L}}{\mathrm{f}}$
where $L$ is the instantaneous luminosity. The probability of at least one interaction is
$1-\mathrm{e}^{-\mu}$
So the number of interactions that occur is
$M_{B B C}=\left(1-\mathrm{e}^{-\mu}\right) \mathrm{N}_{\mathrm{BC}}=\frac{\left(1-\mathrm{e}^{-\mu}\right)}{\mu} \mathrm{N}_{\mathrm{BBC}}$
Fig. 1 shows the ratio of the number of BBC interactions to the number of BBC coincidences. This formula is known as the multiple interaction correction equation. For example at our average luminosity $9.1 \times 10^{30} \mathrm{~cm}^{-2} \mathrm{sec}^{-1}, \mu=1.63$ and $\frac{\mu}{1-e^{-\mu}}=2.02$. Thus the multiple interaction correction is about $200 \%$.

## 6. Details of the Luminosity Calculation

For a given Tevatron store the luminosity usually decreases as a function of time. In run Ib under good conditions the beam intensity drops by a factor of two in ten hours. Typically we calculate the luminosity many times during a given run. For run Ib we performed this calculation about 1000 times during a long store ( $\sim 20$ hours). The luminosity calculation is done every time the number of level 2 triggers has incremented by 500. The luminosity is not the same for the six bunches. With these considerations in mind, the algorithm for obtaining the luminosity is
$\mathrm{L}=\sum_{\text {runs }} \sum_{\text {bunches }}^{6} \sum_{\mathrm{i}}^{\text {NLV2 } \mathrm{T}_{\mathrm{i}}} \mathrm{L}_{\mathrm{i}}$
where L is the luminosity given by Eq. 2 and NLV2T is the number of level 2 triggers divided by 500 .


Figure 1. This plot show the multiple interaction correction as a function of luminosity. The vertical axis is the ratio of the number of BBC interactions $\left(\mathrm{N}_{\mathrm{BBC}}\right)$ to the number of BBC coincidences $\left(\mathrm{M}_{\mathrm{BBC}}\right)$.

When using the above formula we have implemented the following two procedures. As the data was produced by the level 3 trigger, the event order written to disk was not the original order. We have sorted the events from the beginning of the run. In addition we have forced the last event to be written to disk.

We summed over all good runs. We have removed test runs and non-physics runs from the sum. A good run requires that all run conditions such as high voltage, temperatures, currents, and fields were near the nominal value and that beam conditions were good.

## 7. Uncertainty in the Luminosity Calculation for run Ia

The total uncertainty on the luminosity for run Ia is $3.6 \%$. This error is dominated by the uncertainty on $\sigma_{\mathrm{BBC}}(1800)$ which is $\pm 3.1 \%$. The systematic errors are listed in Table 4.

Table 4
Luminosity errors for run Ia and Ib
run Ia run Ib

| Uncertainity | $(\%)$ | $(\%)$ |
| :--- | :---: | :---: |
| Measurement $\sigma_{\mathrm{BBC}}$ | 3.1 | 3.1 |
| Event Definition | 0.5 | 0.5 |
| Beam Pipe | 1.0 | 1.0 |
| Accidental Correction | 1.0 | 0.0 |
| Correlated Backgrounds | 1.0 | 1.0 |
| Instantaneous Luminosity | 0.0 | 2.3 |
| Run-to-run | 0.0 | 0.4 |
| Total | 3.6 | 4.1 |

The "Event Definition" error relates to the fact that for the $\sigma_{\text {tot }}$ measurement on which $\sigma_{\mathrm{BBC}}$ is based used slightly different requirements (e.g. only one of the two phototubes on each scintillator needed to be above threshold rather than both , see Ref.[13]). Between the $88-89$ run and run Ia the beam pipe was reduced in thickness. Calculations show that the BBC cross section should be changed only very slightly. During run Ia the accidental correction (Eq. 11) was calculated by a procedure that is not quite correct when the luminosity varies. This leads to a small underestimate which varies with the luminosity. A correction is then applied based on the average luminosity for the file. We estimate that after this correction there is a $\pm 1 \%$ error in the luminosity due to the accidental correction. The calculation for run Ib applies the formula each time the luminosity is read out, thus no systematic error is associated with the accidental correction. An estimate of the systematic shift due to other background process which produce true coincidences (e.g. beam gas interactions) has been made by taking a run with a missing bunch. The uncertainty from other backgrounds is estimated to be $\pm 0.3 \%$.

## 8. A Consistency Check using $W \rightarrow e \nu$ Decays

To test if Eq. 16 is valid at high luminosity, we have studied the $W \rightarrow e \nu$ decay. This decay is easily identified and the selection efficiencies are well understood. This cross section has been mea-
sured by the CDF collaboration and is $\sigma \mathrm{B}(W \rightarrow e$ $\nu)=2.49 \pm 0.02$ (stat) $\pm 0.08$ (syst) $\pm 0.09$ (lum) [13]. The $W$ selection is essentially the same as our earlier analysis, except that we have increased the $\mathbb{E}_{\mathrm{T}}$ cut from 20 GeV to 30 GeV . Table 5 shows the number of $W \rightarrow e \nu$ candidates where the run Ia data is now analyzed using the same cuts as the run Ib data.

Table 5
Number of $W \rightarrow$ e $\nu$ Candidates for run I

| Run | $W$ Candidates | Luminosity $\left(\mathrm{pb}^{-1}\right)$ |
| :--- | :---: | :---: |
| Ia | $9690 \pm 98$ | 19.65 |
| Ib | $41563 \pm 204$ | 86.47 |

However, we must correct the data for small differences in efficiency and background.

### 8.1. Trigger

The trigger efficiencies do not differ significantly between run Ia and run Ib.

### 8.2. Acceptance

The dominant effect on the acceptance is the smearing of the missing transverse energy ( $\mathbb{E}_{\mathrm{T}}$ ) due to the extra-interaction energy. Our analysis uses a $E_{T}$ cut of 30 GeV which is robust to smearing. We have run a Monte Carlo simulation where extra-interaction energy from minimum-bias data is included with the $W$ simulation. When the luminosity weighted results for run Ia and Ib are compared no difference is seen.

### 8.3. ID efficiency

The ID efficiency is the efficiency for the electron to pass all the quality cuts imposed for $W$ electron identification. It is known that the variables used in the selection degrade with more interactions per crossing. For example, extra interaction energy deposited near an electron can spoil the electron isolation. We have studied this using $Z \rightarrow e^{+} e^{-}$events. The $Z$ 's are identified without imposing quality cuts on the second electron. The correction to the number of events $\left(\mathrm{N}_{\mathrm{Ib}} / \mathrm{N}_{1 \mathrm{a}}\right)$ due to ID efficiency is $1.005 \pm 0.015$, dominated
by the statistical uncertainty in the run Ia $Z \rightarrow$ $e^{+} e^{-}$data sample.

### 8.4. Overlap between Leptons and Jets

The lepton-jet efficiency accounts for the requirement that the electron be separated from jets by 1.3 times the cone clustering size. This is helpful because a small number of electrons are not reconstructed due to complete electronjet overlap.

We measure the electron-jet separation efficiency by re-decaying $Z$ bosons many times and looking at the probability of the electron falling near a jet. The procedure is applied to both run Ia and Ib. The correction to the number of events $\left(\mathrm{N}_{\mathrm{Ib}} / \mathrm{N}_{\mathrm{Ia}}\right)$ is $1.004 \pm 0.001$.

### 8.5. Vertex

Our $W$ selection includes the requirement that the event vertex be within 60 cm of the center of the detector. Fig. 2 shows the z distributions for $W \rightarrow e \nu$ data.

The fits show a wider z distribution for run Ib than for run Ia. The correction to the number of events $\left(\mathrm{N}_{\mathrm{Ib}} / \mathrm{N}_{\mathrm{Ia}}\right)$ is $1.009 \pm 0.010$.

### 8.6. QCD Background

The QCD background is defined as multi-jet events in which a jet passes electron selection criteria and the transverse energy is mis-measured to the extent that the event passes the $\mathbb{E}_{\mathrm{T}}$ cut. The QCD background increases as the luminosity increases. This occurs because the extra interactions cause our $\mathbb{E}_{\mathrm{T}}$ resolution to be degraded and the fraction of multi-jet events in the sample to be increased. The QCD background has been carefully analyzed. The main source of background is multijet contamination. Multijet contamination is measured with a sample obtained by removing the electron isolation and neutrino requirements of the $W$ selection and then extrapolating from the multijet-dominated region into the $W$ signal region. These extrapolations have been applied to run Ia and Ib and show that $\mathrm{N}_{\mathrm{Ib}} / \mathrm{N}_{\mathrm{Ia}}=0.985$ $\pm 0.006$. These results have been checked by using LO QCD(VECBOS) with partial higher order corrections via HERWIG to model $W \rightarrow e \nu$. The detector responses were modeled using a simulation of the CDF detector. The modeling was


Figure 2. The z distribution for vertices in the $W \rightarrow$ $e \nu$ data. The solid line is a fit to the run Ia data ( $\sigma$ $=25.4 \mathrm{~cm}$ ) and the dashed line is a fit to the run Ib data $(\sigma=26.5 \mathrm{~cm})$.
improved by adding the effects of the additional interaction energy into the degradation of $\mathbb{E}_{\mathrm{T}}$ resolution.

### 8.7. Other Backgrounds

Other backgrounds to the $W \rightarrow e \nu$ data sample include $W^{ \pm} \rightarrow \tau^{ \pm} \nu, Z \rightarrow e^{+} e^{-}$, and $Z \rightarrow$ $\tau^{+} \tau^{-}$. These backgrounds are measured using Monte Carlo simulations. There are no parameters in the calculation that differ between run Ia and Ib. The corrections are small in magnitude and we do not expect a significant dependence on instantaneous luminosity. We assign a relative correction of 1.0 to the run Ib to Ia ratio.

### 8.8. Conclusion

The corrections to the number of $W$ 's are small and are given in Table 6.

The luminosity we expect for run Ib based on

Table 6
Corrections to $\frac{\mathrm{N}_{\mathrm{Ib}}}{\mathrm{N}_{\mathrm{Ia}}}$

| Correction | Ratio |
| :--- | :---: |
| $\mathrm{C}_{\text {Trigger }}$ | $1.000 \pm 0.004$ |
| $\mathrm{C}_{\text {Acceptance }}$ | 1.000 |
| $\mathrm{C}_{\text {ID }}$ | $1.005 \pm 0.015$ |
| $\mathrm{C}_{\text {lepton-jet }}$ | $1.004 \pm 0.001$ |
| $\mathrm{C}_{\text {vertex }}$ | $1.009 \pm 0.010$ |
| $\mathrm{C}_{\mathrm{QCD}}$ | $0.985 \pm 0.006$ |
| $\mathrm{C}_{\text {Other Backgrounds }}$ | $1.0 \pm 0.000$ |
| $\mathrm{C}_{\text {correction }}$ | $1.002 \pm 0.016$ |

the number of $W$ 's detected is

$$
\begin{align*}
\mathrm{L}_{\text {expected } \mathrm{Ib}} & =\mathrm{C}_{\text {correction }}\left(\frac{\mathrm{N}_{1 \mathrm{~b}}}{\mathrm{~N}_{\mathrm{Ia}}}\right) \mathrm{L}_{\mathrm{Ia}} \\
& =84.45 \pm 2.05 \mathrm{pb}^{-1} \tag{21}
\end{align*}
$$

The error includes the $W$ counting errors, the portion of the luminosity error specific to run Ia, and the error on the relative correction factor. We see that the expected result is consistent with our measured value of $\mathrm{L}=86.5 \pm 3.5 \mathrm{pb}^{-1}$ (see Tables 4 and 5).

## 9. Run to Run Variation in the $W$ cross section for run Ib

Fig. 3 shows the $W \rightarrow e \nu$ rates versus instantaneous luminosity for our run Ib data. The figure shows that the rate drops with increasing instantaneous luminosity and that the rate matches the run Ia value in the low instantaneous region. If we assume that the drop is due to an over measurement of integrated luminosity at high instantaneous luminosity than we can apply a correction to flatten the plot. Although the correction can be as large as $10 \%$ at the highest instantaneous luminosities the overall shift is $2-3$ percent. This is simply because most of our data is collected at luminosities where the offset from run Ia is small.

Fig. 4 shows the $W \rightarrow e \nu$ run Ib rates versus run number. The rates are stable to better than $5 \%$. A possible deficit is noticeable at the end of the run. This decrease is consistent with the above hypothesis as the average instantaneous luminosity was larger near the end of the run.


Figure 3. The $W \rightarrow e \nu$ rates ( $\mathrm{N}_{W} / \mathrm{L}$ ) versus instantaneous luminosity (upper) plot and the integrated luminosity $\left(\mathrm{pb}^{-1}\right)$ for each instantaneous luminosity bin (lower). The horizontal lines represent the run Ia value $\pm 5 \%$ variations.

Fig. 5 shows the $W \rightarrow e \nu$ rates per run for the 1030 runs from run Ib . The run-to-run scatter is consistent with the $W \rightarrow e \nu$ counting uncertainty. This is evident from the $\chi^{2}$ plot shown in the lower part of the figure. We should note that any source of run-to-run fluctuation in the luminosity calculation due to changing beam conditions or BBC hardware problems might not be large enough to show in this plot. One way to determine the maximum size of any possible additional fluctuations is to add in quadrature an extra term to the counting error. We increase this contribution until the probability distribution is inconsistent with a flat distribution at the $95 \%$ confidence level. This is illustrated in Fig. 6. Using this procedure we assign a $7 \%$ uncertainty to the integrated luminosity on a run-byrun basis. When this error is propagated through the total luminosity in run Ib the uncertainty is $0.36 \%$.


Figure 4. The $W \rightarrow e \nu$ rates $\left(\mathrm{N}_{W} / \mathrm{L}\right)$ versus run number. No background subtraction or efficiency applied. The horizontal lines represent the run Ia value with $\pm 5 \%$ variations.

## 10. Uncertainty in the luminosity calculation for run Ib

The total uncertainty on the luminosity for run Ib is $4.1 \%$. Again, as in run Ia, the error is dominated by the uncertainty on $\sigma_{\mathrm{BBC}}(1800)$ which is $3.1 \%$. The systematic errors are listed in Table 3. The event definition and beam pipe errors are also the same as for run Ia. As indicated in section 7 we now have no systematic error associated with the the accidental correction. In section 8 we checked the stability of the luminosity calculation across run Ia and Ib , and during run Ib as a function of instantaneous luminosity. The rates are seen to drop with increasing instantaneous luminosity from the run Ia value at low luminosity. After correcting for efficiencies and backgrounds that differ between run Ia and run Ib we find that the $W$ yields were consistent at the $2.34 \%$ level. We have decided to include this value as a systematic uncertainty due to changes in the measurement of the luminosity as a function of instantaneous luminosity. The run-to-run fluctuations in run Ib give rise to a $0.36 \%$ uncertainty in the luminosity. The systematic errors are listed in Table 4.

## 11. Vertex Reconstruction

This section describes a cross check on the BBC measured luminosity. The average number of in-


Figure 5. The upper plot shows the $W \rightarrow e \nu$ cross sections (with no corrections applied) minus the mean value for all runs in our run Ib data sample. The lower plot shows the probability $\chi^{2}$ distribution. The only uncertainty used in the $\chi^{2}$ calculation is the counting error on the $W \rightarrow e \nu$ candidates.


Figure 6. The $\chi^{2}$ of the fit of a flat line to Fig. 5 after adding an additional error for luminosity. The horizontal axis is the uncertainty of luminosity per run. When this value is larger than $7 \%$ the Probability $\chi^{2}$ distribution is inconsistent with a flat line indicating the error is too large.
teractions in a $p \bar{p}$ crossing depends on the instantaneous luminosity. Although we can not count the number of interactions in a particular crossing we can use the vertex detector (VTX) to count the number of vertices [17]. The VTX is a vertex time-projection chamber used for vertex finding. The number of well reconstructed vertices at a particular instantaneous luminosity can than be compared to the predictions for a given instantaneous luminosity provided the vertex reconstruction efficiency is known.

The actual observable we use is the ratio (R) of number of events with one or more vertices to the number of events with no vertices. This ratio will increase as the instantaneous luminosity increases. We will show that if the BBC are performing accurately at low luminosity then we can check for consistency between the BBC and the VTX at high instantaneous luminosity.

We use two data samples: a min-bias sample which is triggered on a BBC coincidence and our standard $W$ sample. Fig. 7 shows the ratio of events with at least one well reconstructed vertex to those with no well reconstructed vertices for the min-bias sample. Fig. 8 shows the same distribution for the $W$ sample. Since the reconstruction efficiency of a $W$ boson vertex is not necessarily the same as that for a generic vertex


Figure 7. The ratio (R) of the number of events with one or more well reconstructed vertices to the number with 0 well reconstructed vertices in the minimum bias data sample. The horizontal axis is instantaneous luminosity in units of $10^{30} \mathrm{~cm}^{-2} \mathrm{sec}^{-1}$. The line represents the prediction at the given luminosity. The data points are measured values of $R$ placed at the instantaneous luminosity measured by the BBC.
we only count vertices in addition to the $W$ boson vertex. The vertex reconstruction efficiency used in Fig. 7 and 8 has been chosen to give good agreement between the measured value of $R$ and that predicted by the equations in this section for the lower portion of the curve (shaded region). This vertex efficiency is essentially identical with an independent determination used in our "Double Parton" analysis [18].

The predictions for R are obtained by generating a Poisson distribution of BBC interactions with a mean $\mu$ (Eq. 17) and folding in the vertex efficiency. In terms of probability R can be expressed as
$R=\frac{\mathrm{P}_{\geq 1}}{\mathrm{P}_{=0}}$
where $\mathrm{P}_{\geq 1}$ represents the probability for reconstructing one or more high quality vertices. $\mathrm{P}_{\geq 1}$ is calculated from the probability of reconstructing $m$ high quality vertices given $n$ interactions. The value depends on the efficiency of reconstructing the vertex, $\epsilon$, the number of ways one can choose $m$ vertices from the $n$ interactions and


Figure 8. The ratio $\left(\mathrm{R}_{e}\right)$ of the number of events with one or more well reconstructed vertices to the number with 0 well reconstructed vertices in the $W \rightarrow$ $e \nu$ data sample. The horizontal axis is instantaneous luminosity. The line represents the prediction at the given luminosity in units of $10^{30} \mathrm{~cm}^{-2} \mathrm{sec}^{-1}$. The data points are measured values of $\mathrm{R}_{e}$ placed at the instantaneous luminosity measured by the BBC.
the probability of getting $n$ interactions

$$
\begin{align*}
& \mathrm{P}_{\geq 1}=\sum_{n=m}^{\infty} \sum_{m=1}^{\infty}\left(\frac{n!}{m!\cdot(n-m)!}\right. \\
&\left.\epsilon^{m} \cdot(1-\epsilon)^{(n-m)} \cdot \frac{\mu^{n} e^{-\mu}}{n!}\right) \tag{23}
\end{align*}
$$

We start with a minimum value of one for $m$ because we need at least one vertex. The sum over interactions ( $n$ ) for each vertex multiplicity starts with a minimum value of $m$. The denominator of R is calculated by considering the probability of having $n$ interactions and failing to reconstruct a high quality vertex for every interaction
$\mathrm{P}_{=0}=\sum_{n=1}^{\infty}(1-\epsilon)^{n} \frac{\mu^{n} e^{-\mu}}{n!}$.
Note the $\mathrm{P}_{=0}+\mathrm{P}_{\geq 1}$ does not sum to one. This is because we have not included any terms with zero interactions. Our data sample for the minbias trigger requires events to have at least one interaction because of the BBC trigger requirement.

We now proceed to calculate the ratio $\mathrm{R}_{e}$ in the $W \rightarrow e \nu$ sample. For a given luminosity there are on average $\mu$ interactions so there are on average
$\mu$ ways of selecting the $W$ interaction, and we need to multiply the equations by $\mu$. We must also remove the $W$ vertex from our combinatorial factor ( $n \rightarrow(n-1)$ ). Thus the corresponding formula for reconstructing vertices in $W \rightarrow e \nu$ events are:

$$
\begin{align*}
\mathrm{R}_{e}= & \frac{\mathrm{P}_{\geq 1}(e)}{\mathrm{P}_{=0}(e)}  \tag{25}\\
\mathrm{P}_{\geq 1}(e)= & \sum_{n=m}^{\infty} \sum_{m=1}^{\infty} \\
& \left(\frac{(n-1)!}{m!\cdot((n-1)-m)!} \cdot \epsilon^{m}\right. \\
& \left.\cdot(1-\epsilon)^{((n-1)-m)} \cdot \frac{\mu^{n} e^{-\mu}}{(n-1)!}\right)  \tag{26}\\
\mathrm{P}_{=0}(e)= & \sum_{n=1}^{\infty}(1-\epsilon)^{n-1} \cdot \frac{\mu^{n} e^{-\mu}}{(n-1)!} . \tag{27}
\end{align*}
$$

Our predictions for R and $\mathrm{R}_{e}$ are overlaid with the data in Fig. 7 and Fig. 8. The theory shows what one should measure for R at a particular luminosity. In Fig. 7 we see that R approaches $\approx 1.0$ at the lowest luminosity. Every event in the min-bias sample has at least one BBC interaction because of the trigger requirement. At the lowest luminosity the min-bias sample will be dominated by events with one and only one interaction. If half of these interactions are reconstructed with the highest quality vertex, then the number of events with one or more vertices equals the number of events with no reconstructed vertices. Therefore in the limit of low luminosity we can read off the vertex reconstruction efficiency. This efficiency includes the efficiency for the vertex to be within 60 cm of the center of the detector. The efficiency used in the prediction is varied until the data in the low luminosity region is reproduced. Both R and $\mathrm{R}_{e}$ show good agreement with the BBC luminosity in the high luminosity region.

## 12. Luminosity for all triggers

In a complex experiment like CDF there are very many triggers. The most important triggers for the analysis of top quarks or the $W$ mass were not prescaled. However, because of limits in level

3 processor power, many triggers were prescaled. The prescale factor may be fixed or dynamic (a function of the luminosity). The prescale factor is the ratio of the number of events that pass a trigger before and after prescaling is applied. The prescale luminosity is calculated at each increment of 500 level 2 triggers (see Section 6). The luminosity for a given trigger T is obtained by summing over all increments during a run
$\mathrm{L}_{\mathrm{T}}=\sum_{\mathrm{i}=1} \mathrm{p}_{\mathrm{i}} \mathrm{L}_{\mathrm{i}}$.
Fig. 9 shows the prescale factor as a function of run number and also versus a run's integrated luminosity for a jet trigger.


Figure 9. The ratio of unprescaled luminosity for the Jet_70 trigger. The upper plot shows the value versus run number and the lower plot shows the value versus a run's integrated luminosity in $\mathrm{nb}^{-1}$.

As we can see the prescale is 8 for most runs. The scatter in the plots is due to the statistics of low integrated luminosity runs. The runs with prescale factor of zero were taken during a
short 630 GeV running period. As can be seen a few runs were taken with a prescale factor of one. Fig. 10 shows the instantaneous luminosity versus event number (top) and the prescale factor versus event number (bottom) for a forward electron $+\mathbb{E}_{\mathrm{T}}$ trigger. For this particular run


Figure 10. The top plot shows the instantaneous luminosity ( $10^{30} \mathrm{~cm}^{-2} \mathrm{sec}^{-1}$ ) versus event number for run 69808. The lower plot shows the measured prescale versus event number for the forward electron + missing $\mathrm{E}_{\mathrm{T}}$ trigger.
(\#69808) the prescale is set initially to 64 and drops until at the end of the run it is 1 . With the above algorithm, we have provided the integrated luminosity for all 267 level 2 triggers.

## 13. Conclusions

The beam-beam counters have yield a measurement of the luminosity with an error of $3.6 \%$ for run Ia and $4.1 \%$ for run Ib . It is important to note that this measurement and all corresponding cross section measurements depend on our earlier measurement of the total cross section. CDF uses only our own cross section measurement as the BBC cross section is proportional to the total cross section (Eq. 3), and the denominator of the proportional factor $\frac{N_{B B C}}{N_{\text {inel }}+N_{e l}}$ is also taken from our cross section measurement. The consistency
of the $\mathrm{W} \rightarrow e \nu$ rates as a function of luminosity and run number give us confidence in our result. We have also checked the results by comparing the number of events with one or more vertex to the number with no vertices. For run I, the total integrated luminosity for a typical data set $(W \rightarrow$ $e \nu$ ) is $106.1 \pm 4.1 \mathrm{pb}^{-1}$. Finally we indicate how we obtained the luminosity for all triggers taken during run Ib.
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