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Search for the Rare Decay W* — 7% + v
in Proton-Antiproton Collisions at /s = 1.8 TeV

Abstract: We have searched for the rare decay W* — 7% + v in 83 pb~! of data taken
in proton-antiproton collisions at 4/s = 1.8 TeV with the Collider Detector at Fermilab.
We find three events in the signal region and estimate the background to be 5.2 £ 1.5

events. We set a 95% confidence level upper limit of 7 x 10~ on the ratio of partial widths,
F(Wi -+ "y)/I‘(W:t — et 4+ v).
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Rare decays of the W boson provide precision tests of the standard model of elec-
troweak interactions. The ratio of the partial widths of the decays W — 7% + 4 to
W — eE + v is predicted" to be (W= — 7% 4 4)/T(W* — e* + v) ~ 3 x 108, Obser-
vation of this decay in excess of the theoretical prediction could be an indicator of physics
beyond the standard model. Data taken during 1992/93 (run Ia) with the Collider Detec-
tor at Fermilab (CDF) have allowed us to set an upper limit™ on this ratio of 2.0 x 103
at the 95% confidence level (CL) on the basis of 16 pb~! of integrated luminosity. In this

paper we extend the analysis to a data sample five times larger.

The CDF detector has been described elsewhere'™. We use a coordinate system where
¢ is the azimuthal angle around the beam line and # is the polar angle with respect to the
z (proton beam) direction. Pseudorapidity, 7, is defined by n = —In(tan(8/2)); pr (=
Psin6) and ET (= Fsin @) are the momentum and energy flow measured transverse to the

beam line, respectively.

Data for this analysis were collected during 1994/95 (run Ib) with proton-antiproton
collisions at a center of mass energy of 1.8 TeV. The data sample consists of a total of 2.45
million photon candidate events selected with a three level trigger. The first level trig-
ger required total energy greater than 8 GeV in a contiguous pair of central (|n| < 1.1)
electromagnetic (EM) calorimeter towers. The second level trigger imposed a photon en-
ergy threshold of 23 GeV and required that the photon be isolated. The isolation crite-
ria required that less than 4 GeV of additional transverse energy be found in a 6 x 3 grid
of calorimeter towers (corresponding approximately to a cone in n — ¢ space of AR =
\/m ~ 0.4) centered on the photon direction. Photon candidates which passed

the third level trigger were required to be in the fiducial region of the calorimeter.

The trigger did not reject photon candidates with associated charged tracks; therefore,




isolated electrons could satisfy the photon trigger requirements. The threshold dependence
of the photon trigger has been measured by comparison with photons from a trigger with
a nominal energy threshold of 10 GeV and electrons from W* — e 4 v decay collected
with a different trigger. The photon trigger efficiency, when convoluted with the expected
pr spectrum of photons from W* — 7% + 4, is estimated to be 0.844 + 0.025(stat.) £

0.020(sys.), including the hardware efficiency, threshold dependence, and isolation cut.

All events were passed through two analysis paths: one designed to select photons and
a second designed to select jetsm with isolated, high pr tracks. Events from each path
were used to produce efficiency and background estimates. Information for events surviv-
ing both selections was assembled, and overall event topology cuts were applied to yield
candidate events satisfying the W* — n¥ 4 4 decay hypothesis. In the discussion that
follows we first summarize the data reduction of the photon and then the pion analysis
paths. We then compare estimates of the detection efficiency made with Monte Carlo sim-
ulations (PAPAGENOIS]) to estimates taken directly from the data. We use the ratio of
these to correct the predictions of the Monte Carlo simulation. Finally, we use the data
sample to estimate the background and compute the 95% CL limit on the cross section

times branching ratio (o - B) for the decay.

In the photon analysis, we first correct the photon energies in order to optimize the en-
ergy resolution using corrections derived from the electron trigger samples ) We next re-
quire that photon candidates have no reconstructed track pointing at the calorimeter cells
containing the EM shower. All events considered further must have passed the photon
trigger and have an event vertex (zyertez) Within +60 cm of the nominal interaction point.
The direction of the photon is computed from the event vertex and the location of the

shower as measured in proportional chambers six radiation lengths deep in the calorime-




ter. We also require the transverse shower shape, as measured by the shower profile pro-
portional chambers and the lateral sharing of energy between neighboring calorimeter tow-
ers, to be consistent with a single EM shower as measured in test beam data. In the of-
fline analysis we tighten the isolation cut to require less than 4 GeV of Er in a cone of

AR < 0.7 around the photon direction.

In the isolated pion analysis we search the full data sample for jets with Ep > 15 GeV
that are consistent with a single, charged pion. We require a central jet (|p| < 1.1), with
exactly one track with pr>15 GeV/c, and no other tracks with pr greater than 1 GeV/c
in a cone of radius AR = 0.7 around the high pr track. The high pr track must pass
within +5 cm of the event vertex in the z coordinate. The track is constrained to come
from the beam line. To verify that the energy in the calorimeter is consistent with that
coming from a single track, we require the charged fraction (CHFR), defined as the ra-
tio of the track pr to the total calorimeter jet ET, to be greater than 1.0. Of the 2.45M
events, 28.1K survive the single track jet cuts. This sample is dominated by electrons,
with the charged particle matched to & photon trigger candidate. The additional require-
ment that the EM fraction (EMFR) of the jet energy be less than 80% of the total calorime-

ter energy removes all but 886 events.

Finally, to select W% — 7% + ~ candidates, we pick events from the data sample
with one photon candidate, one jet consistent with a single charged pion, the track and
the photon separated by at least A¢ > 1.5 radians, and no other jets with Er> 15 GeV.
After these cuts 28 events remain (fig. 1). Three events are within +8.7 GeV/c? (three
times our mass resolution) of the W mass. We refer to these 28 events as the “signal sam-

»

ple

Where possible, we have checked the event selection efficiency directly from the data




sample, using W* — et + v events collected from the photon trigger. We embed a simu-
lated pion with the momentum of the neutrino in these events to check our single track jet

analysis, and use the electron from the W* — e* + v decay to test our photon cuts.

To find events consistent with the W* — e* 4 v decay we select events from the single
track jet data sample by requiring exactly one jet with ET greater than 15 GeV contain-
ing at least 15 GeV of energy in the electromagnetic calorimeter. From the imbalance in
transverse energy measured in each event (missing ET, or B ) we try to reconstruct the
possible directions of a neutrino in W% — e* 4 v decay. Given the W mass, the elec-
tron momentum, and the two components of the B, there are two possible results for the
neutrino direction. If the results yield physical solutions for the » momentum, we choose
those events in which the v longitudinal momentum is consistent with |r,| < 1.1. If both
solutions satisfy this requirement, we choose randomly between them. In this way at most

one solution per event is used and events with non-physical solutions are discarded.

We assign the neutrino momentum to a simulated pion which we embed in these events
to calculate the efficiency of the jet EM fraction and charged fraction cuts. This technique
explicitly includes the effects of the underlying event in the cut. The efficiencies for the
EMFR and CHFR cuts determined in this way are 0.968+0.003(stat.), and 0.760+0.007(stat.),
respectively (Table 1). To estimate the systematic uncertainty of our procedure, we add
the change in the average value of the EMFR and CHFR (between the Monte Carlo simu-
lation and the simulation based on W* — et 4 v data) to the cut, and redo the analysis.
This results in the EMFR cut being changed from 0.80 to 0.83, and the CHFR cut being
changed from 1.00 to 1.03. We find that the efficiency of the EMFR cut changes by only
0.011, but because the cut on CHFR is made near the maximum of the CHFR distribu-

tion, there is a change of 0.045 in the CHFR efficiency.




The efficiency of the track-isolation cut on the pion candidate (no additional track
with pr>1 GeV/c around the pion candidate) is determined by imposing the same cut

around the neutrino direction. The efficiency is measured to be 0.718+0.007(stat.)+0.018(sys.).

From the electron candidate in these W* — e + v events, we estimate the detection
efficiency for cuts on the photon transverse shower shape to be 0.976+0.003(stat.) The
Monte Carlo simulation reproduces the observed photon transverse shower profile distri-
butions well. We assign a systematic error of 0.017 to account for electron bremsstrahlung

and observed differences between the Monte Carlo simulation and the data.

The efficiency of the 4 GeV photon isolation cut is measured by looking at the efhi-
ciency of the same cut in a cone of AR = 0.7 around the neutrino direction. The efficiency
measured in this way is 0.913:£0.004(stat.). To estimate the systematic uncertainty on this
number we compare the average isolation energy in the neutrino direction and the elec-
tron direction. The difference in mean isolation energy in the two directions is 0.13 GeV.
We then recalculate the efficiency of the isolation cut, changing the cut value from 4.00 to
4.13 GeV. From this analysis we assign a systematic uncertainty of 0.03 to the measure-
ment of the efficiency on the isolation. The efficiency of the z-vertex cut has been mea-

sured to be 0.956+0.002(stat.)£0.011(sys.).

The comparison between the measured efficiencies and the Monte Carlo simulation is
summarized in Table 1. Based on these studies, we apply an correction of 0.933+0.014(stat.)

+0.073(sys.) to the overall acceptance determined from the Monte Carlo simulation.

We expect the final data sample to be dominated by background events from QCD
processes. The predominant background is expected to be direct photon production, in

which a photon candidate is identified in the detector, and an additional parton fragments
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Requirement Monte Run Ib Ratio
Carlo |[W* s et 4v
Efficiency] Efficiency
EMFR < 0.8 0.960 0.9684+0.003 | 1.008+0.003 + 0.011
CHFR > 1.0 0.773 0.760£0.007 | 0.983%0.010 £ 0.060
Track Isolation 0.710 0.718+0.007 | 1.011£0.007 £ 0.020
Shower Shape 0.970 0.9761+0.003 | 1.006£0.004 £ 0.017
Er < 4.0 GeV 0.968 0.913+0.004 | 0.943+0.004 £ 0.030
(AR <0.7)
|Zvertes] < 60 cm| 0.973 0.956+0.002 | 0.982+0.003 £+ 0.011
Total Monte Carlo Correction Factor 0.933+0.014 £ 0.073
Table 1. Efficiencies for various cuts compared to the values obtained from the Monte Carlo simula-
tion. The uncertainties quoted in the W* — e* + v efficiency column are statistical only. The statistical

uncertainties on the Monte Carlo simulation are always less than or equal to the statistical uncertainty
on the result from W* — e* 4 v events, and are included in the uncertainty on the ratio, which is

quoted first with statistical, then systematic uncertainties.

Contribution Value | Statistical | Systematic
Uncertainty | Uncertainty

Monte Carlo Efficiency [ 0.0476 | +0.0002 +0.0033

Correction Factor 0.933 +0.014 +0.073
Trigger Efficiency 0.844 £0.025 £0.020
Luminosity 1.000 - +0.080

Net Efficiency 0.0375| =+£0.0011 £0.0050

Table 2. Contributions to the overall efficiency and acceptance calculation and their uncertainties.

into a single charged particle. To estimate this background and avoid trigger biases, we
use a subset of events which satisfy the photon requirements and general event topol-
ogy cuts, but fail the single-track jet cuts. We combine the momentum vectors of all the
charged tracks (at least three are required) with p7 > 1 GeV/c in the jet opposite the
photon to form a single charged “pseudo-track.” This jet is then required to meet all of

our standard jet criteria, except for the number of charged tracks/jet. In addition, we re-
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quire the total charge of all tracks making up the pseudo-track to be 1. We have com-
bined the charged track momenta three different ways to form the pseudo-track, and all
give similar results'™”. As reported in ref. [2], we have found that within a mass bin of
width AM = 10 to 20 GeV/c?, the number of events is a linear function of the number
of tracks used to create the pseudo-track. We have taken our pseudo-track background
data sample (1477 events) and divided it into 5 mass bins (40-50 GeV/c?, 50-60 GeV/c?,
60-70 GeV/c%, 70-90 GeV/c? and 90-110 GeV/c?), and within each mass bin we fit with a
straight line the fraction of events versus the number of tracks used to create the pseudo-
track. This line is then extrapolated to 1 track/jet. We then take the points obtained
from these extrapolations (the W mass region is excluded), normalize the area to 25 events,
and compute the number of events in the W mass window. We find 5.241.5 background
events. A simplier background estimate where the shape of the pseudo-track background
is normalized to the number of events in the signal sample using a single constant gives an

identical result.

Figure 1 shows the 28 signal events along with this background estimate. The uncor-
rected Monte Carlo efficiency x acceptance (e x A) is 0.0476+0.0002(stat.)40.0033(sys.).
The overall efficiency reflects mainly the calorimeter fudicial cuts, the 5 cuts (|p] < 1.1)
on the photon and pion directions, together with the isolation cut on the single track jet.
From the above studies, we find the corrected net € x A for the decay W* — 7% + 4 to
be 0.038+0.001(stat.)£0.005(sys.), including the trigger efficiency, uncertainties in lumi-
nosity, all analysis cuts, and a 7% uncertainty due to structure function variation™. Us-
ing Poisson statistics [9], including the background estimate, its uncertainty, and the vari-
ation in the acceptance, we compute a limit of 5.2 events at the 95% CL limit. Defining

0+ B = Neyt/(A X € X L), where Neyt is the number of events and £ is the integrated

12




luminosity (83 pb~1), we conclude that o - B(W* — 7% 4+ 4) < 1.7 pb at the 95% CL.
Dividing this result by our value of ¢ - B(IW — e + ») = 2.49 + 0.12 nb™ we find
T(WE = 7% 4+ 4)/T(WE - e + v) < 7 x 107* at the 95% CL. This limit is a factor of

three times better than our previous result e
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Fig. 1. Distribution of the m — v mass for the 28 events of the signal sample in bins of 4 GeV/c?.
The shaded band shows the one sigma uncertainty in the background expectation value. There are 3
events in the W mass region (between the two arrows), with an estimated background of 5.2+1.5 events
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