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Abstract

Recent progress on designs of low-mass, flexible circuits for the ATLAS pixel
detector will be discussed. Thin flexible circuits can be used to provide power
and signal connections between front-end readout chips and data acquisi-
tion chips on the 2 cm by 6 cm ATLAS pixel detector module. Layouts and
SPICE simulations will be presented for such circuits based on non-standard
printed circuit board design rules. Test results from circuits fabricated for
other applications using similar design rules will also be presented.
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1 Introduction

An array of hybrid pixel detectors is being developed for use at the Large
Hadron Collider (LHC) by the ATLAS collaboration. The detector layout
consists of three barrel layers, and five disk layers at each end. Each pixel
module has sixteen front-end (FE) chips bump-bonded to a single sensor.
One module design option utilizes a thin flexible circuit (Flex Hybrid) which
is mounted on the back of the sensor to provide interconnections for power
and digital signals between the FE chips, a Module Clock and Control chip
(MCC), and an optical link which are mounted on it. Wire bond pads on
the edge of the hybrid will be used to connect power and signal lines to
corresponding wire bond pads located on the FE chips, which extend beyond
the edge of the sensor. The module is 2.14 cm wide and 6.24 cm long. This
conceptual module design is illustrated in Figure 1. Several possible designs
for the Flex Hybrid are presented here along with results of simulations of

expected performance.

2, Flex Hybrid Designs

Minimizing mass in the active tracking volume is of crucial importance in
obtaining the optimum physics performance of the ATLAS detector. We are
therefore required to use thin (flexible) substrate and metal layers in design
of the Flex Hybrid. Flexible printed circuit technology typically uses film
substrates such as Kapton with a minimum thickness of 25 um containing
patterned surface metal layers with or without cover insulating layers (passi-
vation). Plated through via’s can be used to connect traces in different layers.

Many vendors use “standard” design rules allowing minimum trace widths
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Fig. 1. Conceptual design for an ATLAS pixel module. The module is 2.14 cm wide and 6.24 cm
long.

and spaces of 100 um, 400 pum via cover pads, and 200 um via through holes.
Several vendors have developed High Density Interconnect (HDI) processes
which can attain smaller feature sizes. For example the General Electric Cor-
porate Research and Development (GECRD) HDI process can achieve 30 um

trace widths and spaces, 75 um via cover pads, and 25 um via through holes.

In the designs to be described here, the optical link has been replaced by
an off-module Ladder Control Chip (LCC). The required signal and power
connections between the FE chips, the MCC chip, and the LCC which are
provided by the Flex Hybrid ére illustrated in Figure 2. Low Voltage Differ-

ential (LVD) lines are used for the digital signals. “Broadside coupled” lines
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Fig. 2. Block diagram showing the signal and power connections required to be made by the Flex
Hybrid.

with paired differential signals on opposite sides of a substrate layer were used
whenever possible, particularly in designs using the standard design rules. In

designs using HDI rules, it was often necessary to use co-planar paired differ-

ential lines in order to minimize the number of metal layers. The maximum

current specifications for the FE chips were 25 mA for 3 V analog power, 50
mA for 1.5V analog power, and 30 mA for 3 V digital power. The maximum
current specification for the MCC chip was 100 mA for 3 V digital power.
A maximum voltage drop of 100 mV was allowed in the power (and ground)

lines over the length of the module.

The LHC beam crossing frequency is 40 MHz which is also the clock fre-
quency for the pixel readout chips. Typical 40 MHz square waves have large-
amplitude frequency components near 40, 80, and 120 MHz with smaller com-

ponents at higher harmonic frequencies, so crosstalk and attenuation must
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be minimized for frequencies up to several hundred MHz.

A complete layéut was done assuming prototype (demonstrator) designs for
the FE and MCC chips using standard design rules. (It is also based on an
older module design which had 12 FE chips per disk module.) It was found
that six metal layers were required to make the necessary connections. This
hybrid was over 300 pum thick and did not meet the material budget con-
straints for the pixel module. We were then motivated to use a two-piece
approach in which routing near the MCC is done on a separate flex circuit
called the MCC Mount (MCCM) using the HDI rules. The MCCM is then
mounted on a Flex Hybrid which is designed using standard rules. This ap-
proach has the advantage that each flex circuit required only two metal layers
and the overlap area is minimized. Wire bond connections must be made to
connect the two flex circuits. The layout of the Flex Hybrid is shown in
Figure 3 and the layout of the MCCM is shown in Figure 4.

3 Performance Simulations

To estimate the performancé of the flex hybrid designs, a transmission line
analysis including calculation of attenuation and crosstalk was performed us-
ing the commercial software package Maxwell Spicelink [1]. This package does
a finite-element calculation of electric and magnetic fields using the multi-
pole method in order to extract the resistance, capacitance, and inductance
of conductive circuit elements. The RCL values obtained can then be loaded

into SPICE so that the circuit performance can be simulated.

In order to verify this method, a simulation was first done on an existing flex

circuit of relatively simple geometry which was developed for the CLEO III
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Fig. 4. Layout of the two metal layer MCCM using HDI (GECRD) design rules.

silicon microstrip detector [2]. We have established a collaboration between
the University of Oklahoma and GECRD to develop the CLEO III flex circuits
based on their existing high density interconnect process [3]. The flex design
uses two metal layers patterned with traces on either side of a 25 pm Kapton
substrate. Each side is coated with a layer of acrylic passivation 12.5 um
thick except for the area on top where wire bond pads are located. Traces
are 30 um wide and are made of 6 um of Cu, 0.7 um of Ni, and have 1.0 um
Au plating. A thin layer of Ti is sputtered on the Kapton before the Cu is
applied to improve the adhesion of the Cu layer. The top layer (defined by the
presence of bond pads) has 255 traces and the bottom layer has 256 traces.
Via’s with 25 um square plated-through holes and 75 um square cover pads
are used to connect the bottom traces to bond pads on the top side. Bond

pads are typically 170 pym x 60 um.

The process, which is proprietary, uses a direct-write laser rather than con-
ventional lithography to expose resist and thereby form the patterns. The
. laser is also used to construct the via holes through layers of Kapton. The
total trace capacitance has been measured to be < 1 pF/cm and the trace
resistance has been measured to be < 1.2 2/cm. The rate for defects such
as non-continuous traces and shorts has been determined to be < 0.1% of all

traces with about 50% of the circuits containing no defects [4]. Wire bonding
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Fig. 5. Photographs of several key regions of a CLEO III production flex circuit.

to the flex circuits can be done easily with reasonable pull-strengths. The
flex circuits are fabricated in a “frame” consisting of a single layer of Kapton
stretched over a 17.5 cm inner diameter metal ring. A typical production

flex circuit is shown in Figure 5. This process meets all the requiremehts for
fabrication of the ATLAS MCCM design.

Simulation of the transmission line properties of a portion (up to seven traces)
of the CLEO III flex circuit was done using the Maxwell Spicelink package

and the results were compared to measurements. The method and results
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are described in detail in Ref. [5]. The Maxwell Extractor uses finite element
analysis and the multipole method to extract RCL matrices for 3-dimensional
structures and discontinuities. The extracted quantities can be exported di-
rectly in matrix format, or can be used to automatically generate SPICE
models. In the simulation, a square wave clock signal with 2 ns rise and
fall times was used as input to one (“active”) trace. The attenuation (out-
put voltage/input voltage) on opposite ends of the active trace and crosstalk
(output voltage on neighboring trace/input voltage on active trace) were de-
termined from the SPICE simulations as a function of clock pulse frequency.
All traces were terminated by 50 € resistors although the expected charac-
teristic impedance of the CLEO III geometry is expected to be > 150 Q. This
mismatch in impedance made the crosstalk and attenuation larger and easier

to measure.

The attenuation and crosstalk were measured using a microprobe station
and an HP 4194A impedance phase/gain analyzer. The measurements were
dominated by noise for frequencies below 100 Hz and above 10 MHz. Fig-
ure 6 shows the minimum portion on the CLEQ III flex circuit used in the
simulations. Figure 7 shows the attenuation (in decibels) obtained from the
simulations and Figure 8 shows the crosstalk on the nearest neighbor on the
opposite side of the flex circuit. The X’s in Figures 7 and 8 show the results
of the measurements. Reasonable agreement is obtained between the simu-
lations and measurements for frequencies between 100 Hz and 1 MHz where

the measurements are most reliable.

Sections of the Flex Hybrid and MCCM designs were also simulated using
the same methods as for the CLEO III flex circuit. A typical section of the
Flex Hybrid is shown in Figure 9. In this case, LVD signal high is applied to
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Fig. 6. The minimum portion on the CLEQ III flex circuit used in the simulations.
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Fig. 7. The attenuation obtained from the simulations. The X’s show the results of measurements.

the active trace and LVD signal low is applied to the trace on the opposite
side of the two layer Flex hybrid. All traces are assumed to be terminated
with 100 Q resistors at both ends. Typical simulation results for the input

and output (on opposite ends) for a 40 MHz clock pulse for signal high are
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Fig. 8. The crosstalk on the nearest neighbor trace on the opposite side obtained from the simula-
tions. The X’s show the results of measurements.

Fig. 9. ‘A typical section of the two metal layer Flex Hybrid used in the simulations.

shown in Figure 10. The frequency dependence of the crosstalk on the nearest

neighbor (same side) trace is shown in Figure 11.

A typical section of the MCCM is shown in Figure 12. Square wave clock sig-
nals were applied to the LVD high and low signal pairs as in the case of the
Flex Hybrid. The MCCM has mostly co-planar LVD lines. Simulation results
for the attenuation and nearest neighbor crosstalk as functions of frequency

are shown in Figure 13. Figure 14 shows the phase change relative to the
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Fig. 10. Simulation results for the input .and output (on opposite ends) for a 40 MHz clock pulse
for LVD signal high on a Flex Hybrid trace.

100 1MHz 1GHz
1.:0;001 1,00é402 1.00;003 1.00;004 1.00;-005 1.00.E*05 1.ﬂ0é007 1.ooé«w 1.00é<-09 1.mé410
-50 1 Crosstalk
-100 {
dB -
-150 4
-200-
-250
Frequency (Hz)

Fig. 11. Simulation result for the frequency dependence of the crosstalk on the nearest neighbor
Flex Hybrid trace for LVD signal high.

generated clock phase for the active and crosstalk signals versus frequency. A
large variation of phase change is observed above 5 GHz when the wavelength
of the input pulse approaches twice the length of the trace as expected. Qual-

itatively similar results are obtained when portions of the Flex Hybrid and
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Fig. 12. A typical section of the two metal layer MCCM used in the simulations.
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Fig. 13. Simulation results for the frequency dependence of the attenuation of the MCCM active
trace and crosstalk on the nearest neighbor trace for LVD signal high.

MCCM are simulated simultaneously.

The simulation results for the two layer Flex Hybrid and MCCM show that
the crosstalk on the nearest neighbor is less than -40 dB at 1 GHz and less
than -60 dB at 40 MHz. Signal attenuation is negligible up to 500 MHz.
Encouraged by these results, we have designed a prototype Flex Hybrid for

fabrication as described in the next section. Evolution of the disk mechanical
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Fig. 14. Simulation results for the frequency dependence of the phase change of the MCCM active
trace and the nearest neighbor trace for LVD signal high.

design has led to a_solution which allows the same pixel module to be used
in both the barrel and disk regions. The two metal layer monolithic Flex
Hybrid described below can be used on this pixel module which was shown

in Figure 1.

4 ATLAS Prototype Flex Hybrid

A prototype hybrid has been designed which will allow performance tests to
be made in the CERN test beam. The prototype hybrid consists of a Kapton
substrate with a thickness between 25 and 50 ym and with metal traces on
both sides. Signal and power lines connect the wire bond pads at the edge
.of the module to wire bond pads near the MCC. The bottom traces are
connected to the traces and bond pads on top with via’s which have 70 um
diameter holes and 130 um diameter cover pads. Both sides of the hybrid can
be covered with a passivation layer except for the areas where bond pads are

located. Power and ground lines as well as differential signal lines are placed
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Fig. 15. Layout of both sides of the complete prototype Flex Hybrid.

parallel to each other on the same metal layer. Typical signal traces are 75 um
wide with 75 um spaces between them. The Flex Hybrid also has passivé
components mounted directly on it including 12 termination resistors and 51
decoupling capacitors, although the number of decoupling capacitors may be
reduced based on empirical testing. The present design calls for 0402 form
factor SMD’s (Surface Mount Device) for the discrete components, except for
3 tantalum capacitors, which are EIA size A. Figure 15 shows the layout of
both sides of the complete prototype hybrid. The wire bond pads at the edge
which allow connection to the FE chips have a pitch of 150 um.

We are actively exploring options with several vendors including the one
used for the flex connectors for the CLEO III project (GECRD), Dynamics

Research Corporation (Wilmington, MA), and CERN. The first prototype
| will have Cu traces approximately 6 microns thick, with a barrier metal (e.g.,
Cr or Ni) and Au plating for the bond pads which is the same as that used
for CLEO III. However, CERN has the capability to manufacture flex circuits

with Al traces and that option will also be pursued.
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5 Conclusion

Flex circuit designs have been made which provide required pixel module in-
terconnections between front-end and module control chips and allow mount-
ing of passive components such as decoupling capacitors and termination
resistors. Material constraints favor high density, non-standard design rules
which allow the routing to be done in two metal layers. Simulations indicate
that the designs meet signal integrity requirements. Fabrication of a prototype
Flex Hybrid during the next several months will allow full characterization

of a complete pixel module during high energy beam tests.
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CMS Forward Pixel Port Card:
A Smart Interface between Pixel Readout and

DAQ

R. Stone, E. Bartz, S. Schnetzer, S. Sherman

Rutgers University

Abstract

To coordinate the data acquisition of many pixel readout chips for the CMS Forward
Pixel Detector, there will be a local, high-speed interface located relatively close to the
readout chips. This interface, know as the Port Card, handles environmental monitoring,
houses optical couplers for data transmission, and issues slow control commands to the pixel
readout chips. One special function of the Port Card is to prevent data corruption due to
sudden trigger overload conditions.
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Overview of CMS Forward Pixel Tracker and Port Card

The CMS Forward Pixel Tracker consists of 2 modular disks of pixel detectors mounted
on each side of the interaction region. Each disk is divided into sectors with 24 “blades”.
Each blade has sensors with attached readout chips mounted on both sides of the blade.
There are approximately 12 x 10° piexls bump-bonded to 4,320 readout chips. A 15 cm long
high density interface cable (HDI) handles the data, low voltage, slow control signals and
readout sequencing lines from the readout chips (ROCs) to a Port Card.

The local control of the CMS Forward Pixel Tracker will be provided by the Port Card.
This is a low-mass PC board that will be situated at the outer radii of each blade. It will
interface the front-end Readout Chips (ROC’s) with the Front End Digitizer (FED) and the
Front End Controller (FEC) modules of the CMS DAQ System. There will be two Port
Cards per blade; one card controlling the entire side of a blade. The Port Card and its
associated electronics provide the following functions:

o send phase adjusted Clock and Level 1 Trigger signals to the Readout Chips

e send slow control signals (set pixel thresholds, enable/disable readout, calibration, etc.)
to the Readout Chips

e monitor the temperature, bias current and low voltage levels of each blade

e provide a location for the optical link transmitters which will send the analog pixel data
(pulse height, address and event number) via optical fiber to the Front End Digitizer

distribute the sensor bias voltages

issue hardware resets to the Readout Chips

manage the readout by initiating and terminating a readout token pass

temporarily suspend readout if there is a local trigger pile-up
e write Start of Frame and End of Frame records to the FED for each token pass

Port Card Design Details

The Port Card consists of the following major components: a Communications Control
Unit (CCU), a Phased Locked Loop (PLL), a Detector Control Unit (DCU), four Token
Bit Managers (TBM’s) and a set of four optical-link drivers and laser transmitters. These
are shown in a layout diagram of the Port Card in Figure 1. The CCU, DCU and PLL
are custom ASIC’s that are currently under design and development by the CERN/ECP
division for the CMS Tracker.[1, 2] The TBM, on the other hand, is a custom chip that must
be developed specifically for the CMS pixel system for use by both the disks and the barrel.
The optical links are under development by the CERN/ECP division and will also be used
by the CMS trackers and calorimeters for transmitting data.[3, 4, 5] All components must
be radiation hard.

At the Port Card, there will be one Token Bit Manager and one optical driver for each
HDI cable. Upon receipt of a Level 1 trigger, the TBM will send a token bit down the HDI
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which will be passed along among a group of front end chips. Upon receipt of the token bit,
each chip will send its data directly to an optical-link driver via a data line on the HDI. Once
a Readout Chip receives the token bit, the readout is automatic with no further intervention
required.

Below, we describe each of the four custom ASIC’s needed for the Port Card.
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Block Diagram of the Port Card

Figure 1: Block diagram of the port card

Communication Control Unit (CCU)

The CCU ASIC is the master control unit. It performs the following functions:

receives control commands from the Front End Controller (FEC)
receives the Clock and Level 1 signals from the FEC

issues slow control commands to the Readout Chips

issues control commands to the TBM

interfaces to the PLL and DCU

sets the threshold bias of the optical-link drivers.

The CCU communicates with the DAQ via a token ring structure shown in figure 2. It
communicates the slow control signals to both the TBM and to the Readout Chips via I?C

3
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Figure 2: CMS Token Ring Structure

ports which is an industrial bus standard used for slow control. As currently designed, the
CCU contains 16 I?C master ports which are more than the number needed for the Port
Card functions as indicated in figure 1.

Detector Control Unit (DCU)

The DCU ASIC will have the function of receiving input monitoring signals and issuing
alarms if these inputs exceed certain specified ranges. For the forward pixel disks, the DCU
will monitor the temperature, low voltage levels and bias current of each plaquette. The
chip will be designed and developed for use by the entire CMS tracking system. Although
the design of this chip is not finalized, it is envisioned that it will contain a 12-bit ADC
which can address several sources via an input multiplexer. There will be an internal state
machine that will perform repetitive measurements on selected inputs signals and compare
them with a set of limit registers. When one of the monitored inputs exceeds the set limits,
an alarm will be sent to the external FEC via the CCU. The DCU will communicate with
the CCU via a parallel bus interface.

Phase Locked Loop (PLL)

The PLL ASIC will supply phase-adjusted Clock and Level 1 trigger signals to the reaout
chips. It receives a signal from the FEC via the CCU consisting of a coded Clock plus Level
1 signal. It decodes this signal and separates the Clock and Level 1 signals onto two separate
lines and sends them to each of the four Token Bit Managers for distribution to the ROCs.
The timing phase of the Clock and Level 1 are set by a programmable delay. The Clock
output can be shifted in steps of 1 ns and the Level 1 signal can be shifted in multiples of
the clock period.
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Token Bit Manager (TBM)

The TBM is a custom ASIC that needs to be specially made for the pixel systems (both
barrel and forward pixel detectors). Its primary function is to manage the local readout by
initiating a token bit pass among a group of Readout Chips when a Level 1 trigger is received
and by monitoring the return of the token bit. It is needed to deal with the situation in
which the readout of a local area of the detector is momentarily not able to keep up with
the trigger rate due either to a locally large concentration of hits due to jet events or local
noise hits. A separate function of the TBM will be to write the Start of Frame and End of
Frame data records for each data stream associated with a token bit pass. It will also keep
track of the event number and pass this information to the DAQ in the Start and End of

FED

Frames.
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Figure 3: Pixel read-out using the Token-Bit manager.

A schematic of the TBM is shown in figure 3 and a functional block diagram is shown in

figure 4. Upon receipt of a Level 1 trigger from the PLL the TBM will:

e increment a 6-bit event counter

e increment a trigger stack.

If the trigger stack is not full (less than 8), it will then:

e issue the Level 1 trigger to the group of readout chips

e increment a 3-bit trigger counter

e wait until all previous queued readout is finished
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e write a Start of Frame header on the data line

e issue a readout token bit to the Readout Chips.
When a readout token bit returns, it will:

e write an End of Frame record on the data line.

Takan

Figure 4: A diagram of the readout subsystem detailing the Token Bit Manager.

The format of the Start of Frame and End of Frame records is not yet specified. However,
these records will contain both the current 6-bit event counter and the 3-bit trigger counter.
Each of the Readout Chips will also contain 3-bit trigger counters which are incremented
whenever they receive a Level 1 trigger from the TBM. The contents of the Readout Chip
trigger counters will then be identical to the contents of the trigger counter in the TBM.
When a readout chip writes its data, it associates the data with a particular trigger by
writing the trigger counter as a 3-bit coded analog signal. By reading the Start of Frame
header, the FED can then unambiguously associate the 3-bit trigger number received from
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the Readout Chip with the global 6-bit event number. Note that 3-bits are sufficient for the
trigger number since the TBM will not allow more than 8 unserviced Level 1 triggers to be
outstanding. The End of Frame will contain the current 3-bit trigger counter. Comparison
of this trigger number with the trigger number in the Start of Frame will inform the FED
of how many event triggers are contained in the readout pass. Note that when a Readout
Chip receives a token bit it will write out the data for the trigger associated with the token
along with any data from a later trigger that may exist.

We have had discussions with Honeywell on production of the TBM chip. Since it will be
located at the end of the blades at about 15 cm from the beam line it must be implemented
in a radiation hardened process such as the Honeywell SOI process. The digital portion of
the chip can be implemented on an existing Honeywell gate array, HX2040. This array has
27,000 usable gates which are far more than the approximately 1000 gates needed for the
TBM. Since the TBM will need to write analog data, namely, the Start and End of Frame
records, it will need a radiation-hard high-speed DAC.

We are investigating several options for implementing this analog function. One would
be to produce a separate analog chip containing a DAC developed by another group. The
Readout Chip itself will need a high-speed DAC for sending the trigger counter number.
Since both the Readout Chips and the TBM will talk to the same data line, these DAC’s
and associated drivers should be identical. A second option, if the design for this DAC were
to exist in a Honeywell process, would be to incorporate it as an embedded or “dropped-in”
cell as part of the digital TBM chip. This can be done at a reasonable cost by Honeywell.
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ATLAS Bump Bonding Requirements

Number of bumps/placements
— 2228 modules
— 16 front-end chips per module
— 35648 front-end chips => placements(+ yield losses)
— 24x160 pixels per chip
— 1.4 x 108 channels => bumps (+ vield losses)

Bump spacing and size

— Spacing currently 50u in both x and y(center-to-center) Bump bond pads on ATLAS
— Sized for good yield and no shorts(roughly 20u diam.) h prototype front-end B IC
Wafers

4”(for silicon detectors, which have “backside” processing), 250-300 microns thick (desire some
small percentage to be 200 microns thick for innermost layer).

— 6" for front-end integrated circuits(standard thickness, will thin later)

ATLAS Pixel System

ATLAS Prototype Program

Bump bonding of active silicon detectors and front-end ICs
— Supports detector and electronics testing ‘

— Also see if bump deposition process affects detector properties(including after
irradiation)

Bump bonding of dummy parts
— Bump deposition on dummy wafers(4” only so far)

— Replicate bump pattern expected on detectors and ICs but connected to allow
simple continuity tests to be made after flip-chip assembly to assess yield

— Much cheaper than active parts, can do many more

Thinning and dicing of bumped wafers
— Require IC wafers to be thinned to 150 microns -

Verification of mechanical properties of bumps(tensile and shear strengths)
— Dummy parts first 4

Understand impact of stresses induced by mounting to mechanical structure
— Coefficient of thermal expansion mismatch (although small) => thermally induced

stress and creep

Indirectly support bonding to alternatives to silicon eg. diamond(not
+ discussed here). - - 5 44

M. Gilchriese LBNL May 9, 1998
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Bump Bonding of Active Components

Have successfully bump bonded silicon
detectors to ICs with good yield at
Boeing(indium, USA), IZM(solder,
Germany), LETL/Tronics(solder,
France).

Some dozens of single-chip assemblies
have been completed, and a few 16 chip
modules have been done or are just
about to be done.

Number of devices is too small to
characterize yield, but it’s easily good
enough to allow testing of ICs and
detectors.

Devices have been tested over the last
year or so for ATLAS in test beams.

Column number

Detection efficiency: Normal incidence

10 20 30 %0
Hamamatsu detector [ (early)

Efficiency of single-chip assembly

M. Gilchriese LBNL May 9,-1998

Bump Deposition on Dummy Components

Four inch dummy wafers (of slightly
different types) have been made by
LBNL, CIS(Germany) and
Seiko(Japan).
Bumps have been deposited on these
wafers (different vendors used different
wafers) by

— Alenia(indium, Italy)

~ Boeing(indium, USA)

— Diamond Tech One(indium and solder,

USA)

— IZM(solder, Germany)

~ Seiko(solder, Japan)

— Tronics(solder, France)
Visual inspection of the bumped wafers
has shown that the defect rate (largely
missing bumps apparently from
photoresist defects - my guess) is better
than 10-4(typically a few x 10-) except
for Diamond Tech One (which was

6 unacceptable).

Dummy IC chip from Boeing

M. Gilchriese LBNL May 9. 1998




Flip-chip Assembly of Dummy Components

* The bumped dummy wafers have been used to make dummy, 16-chip
modules.

¢ Boeing, Diamond Tech One, IZM, Seiko and Tronics have all assembled 16-
chip modules. Alenia is in the process of doing so. A 16-chip module using
parts from Boeing was assembled by UC Davis also.

* Continuity tests have been done on modules made by Boeing, IZM and Seiko.
¢ The number of modules measured is small, too small to allow one to separate
the yield of flip-chip assembly from the bump deposition yield. However, the

measured defect rate on these 16-chip modules(from loss of continuity) is less
than 104, which is acceptable.

Dummy 16-chip module
‘assembled by Boeing

M. Gilchriese LBNL May 9, 1998

Mechanical Tests

¢ Only very preliminary mechanical tests have been done.
¢ Very rough measurements have been made of the strength in tension and shear. For
about 3800 bumps, each 20-25 microns in diameter
— Minium strength in tension and shear for indium bumps is about 2.5 lbs
— Solder is stronger, and the minimum strength in tension(shear) is about 14 1bs(10 lbs).
— These are very rough numbers. Strength depends on strain rate, other factors and can easily
be different by factors of two or more. More tests are needed, or more vendor data.
e We have also done preliminary tests of the effect of cooling dummy modules from room
temperature to -20°C while they are attached to simulated mechanical supports.

— Temperature cycling tests(up to 15 cycles) have been done for both solder and indium dummy
modules with different attachment schemes, including rigid attachment. No changes have
been observed so far.

— We have also started creep tests by keeping modules at the lower temperature (in a vertical
position). No changes seen so far for indium after four weeks, tests are continuing

¢ Bottom line. Strength looks adequate so far. Thermally induced stresses appear to be
tolerable.

* Just in case, one 16-chip module was assembled with underfill. We would like to avoid
this because of possible interaction with the detectors(not known to be a problem, but
why use it if not necessary). However, if strength problems do appear, this is a
possible option.

8
S 5 4 6 M. Gilchriese LBNL May 9, 1998



Vendor Summary and Status

¢  Bump Deposition and Flip-Chip Assembly - Prototypes Made

—  Alenia - work in progress. Flip-chip currently outside company but will have inside capability soon. Can do both
4” and 6” wafers.

— Boeing - corporate decision to no longer do bump deposition for outside customers. Still open to flip-chip
assembly.
— IZM - work in progress. All work done inside. Can do both 4” and 6” wafers.
- Seiko - decision to abandon 4” wafer bumping line(only 6” supported). Am told other Japanese companies same.
— Tronics - work in progress. All work done inside. Only 4” wafers at present. Need to get 6” capability.
¢  Bump Deposition and Flip-Chip Assembly - Contacts Underway N
— AIT - both solder and indium. All work done inside. Can do both 4” and 6” wafers.
—  Rockwell Science Center - indium. All work done inside.
. — In house at LBNL - transfer of Boeing bumping process to LBNL(no flip chip capability)
¢  Bump Deposition and Flip-Chip Assembly - Failed
— Diamond Tech One
- MCNC
¢ Bump Deposition and Flip-Chip Assembly - Not Capable/Not Interested but Contacted
~ AmkKor
~ Aptos
—  Flipchip Technology
- IBM(USA)
¢  Flip-chip Assembly - Not Capable/Not Interested but Contacted
— Flextronics
—  Multichip Assembly .
e Preliminary pricing information obtained from some vendors.

M. Gilchriese LBNL May 9, 1998

Outstanding Issues and Future Work

® Outstanding issues

— Impact of bumping process on irradiated detectors. Bump detectors irradiated at
LBNL, preliminary measurements made at New Mexico. Looks OK but need more
statistics. In progress.

— Possibility for rework. Is this possible at all? Everyone knows that the chip yield
must be very, very high to have 16-chip modules with high yield, and burn-in is
not possible. Alenia says they will study rework. No resuits. Very tough.

— Improved inspection ' :

¢ Inspection after bump deposition so far done by eye. This works pretty well, but a
number of different automated systems (3D profilers) exist and are in use in the bumping
industry. We have contacted a few vendors and have had one do a dummy bump map. It’s
beautiful but expensive. Looking for cheaper alternative. Not clear it’s needed but would
be nice to have if cheap.

* Inspection after assembly. Just started investigation of X-ray and ultrasonic scanning.
— What is real yield?
¢ Future work
— More active components are in the pipeline, including first 6” IC wafers

— Need to assess results later this year and decide how to proceed on both real wafer
and dummy wéfer work. 5 4 7

M. Gilchriese LBNL May 9. 1998



Conclusions

Proof-of-principle that bump bovnding meeting ATLAS specifications
with good yield has been obtained with multiple vendors.

Sixteen-chip modules have been assembled by multiple vendors.

Mechanical properties of assembled modules appear so far to be
adequate to allow handling, etc and thermally-induced stresses that
will result from mounting on mechanical/cooling structures appear
tolerable.

Both indium and eutectic solder appear to be viable candidates for
ATLAS.

We have a lot of work to do to go from our current prototype stage to
production with good yield!

M. Gilchriese LBNL May 9, 1998
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Deposit resist and pattern it (etch)

Deposit indium
Lift off resist and excess indium

Selectively etch excess Ti

Deposit UBM (Ti/W)

Bumps on both chips
Clean
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Flip-Chip and Bump Interconnect
Technologies for Sensor Applications

Zaheed S. Karim
Department of Electrical and Electronic Engineering
Hong Kong University of Science and Technology
Tel: (852) 2358-7070
Fax: (852) 2358-1485
E-mail: eekarim@usthk.ust.hk

Advanced Interconnect Technology Ltd.
Tel: (852) 2719-5440
Fax: (852) 2358-4766
E-mail: zkarim@hk.super.net

Flip-Chip & Bump Interconnect-
Technologies for Sensor Applications

Outline:

Bump interconnect and flip-chip bonding requirements for sensor/detector
applications

Bump interconnection technologies:

* Indium bumps: X-ray detectors, IR sensors, and RF applications

* Lead-tin bumps: Flip-chip-on-board (FCOB) applications

Comparison between indium and eutectic solder bumps:

* Fabrication process

e Minimum achievablé bump dimensions and pitch

* Electrical and mechanical characteristics
*  Bumping and flip-chip bonding yields

*  Manufacturability and cost

Summary and Conclusions 5
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Indium Bumps

Used primarily in the hybridization of semiconductor materials for sensors/detectors:
* IR sensors (HgCdTe, InSbh, GaAs to Si) and X-ray detectors (CdZnTe, Si to Si)
Fabricated by thermal evaporation (using a lift-off process)

* smaller bumps, finer pitch, better uniformity and control, single die bumping
Sputter deposited 2-metal iayer barrier diffusion UBM

Soft compliant bump with a melting point of 156°C

Forms a non-conducting oxide layer

Enhancement of surface area of bump a factor in mechanical strength

Both sides have to be bumped

Typical bump sizes of 25-50 um with a height of 8-10 um |
Large arrays with 100K+ bumps possible - 12 uym diameter bumps on a 25 um pitch
Flip-chip bonding using compression only (room temperature process) requiring
~2-3 grams/bump (for 50 x 50 um bump area with a height of 8-10 um)

Bump resistance of ~1-2 Ohms for a 25 um square bump with a height of 10 um

- Requires a flip-chip bonder with 1-2 micron alignment accuracy and planarization

Expensive to fabricate

Flip-Chip & Bump Interconnect

Technologies for Sensor Applications

e Issues to be addressed in the choice of bump interconnect technology:
* hybridization of sensor/detector to Si
* required minimum bump dimensions and pitch
* size of die and number and distribution of interconnections
* availability of sensor material in wafer form
*  operating temperature (liquid nitrogen or room temperature)
* electrical and mechanical characteristics
* bumping and bonding yields
*  manufacturability

. cost 5 6 4



UBM

thick
photoresist

Fabrication of Indium Bumps by Evaporation

Step 2: Evaporation of barrier ditfusion layers

Step 1: Patterning of photoresist
8 -10 um high bump

Starting point

.
i

2IILPOLI I P 2Y
SOLIIII I b7

P
By

Step 6: Lift-off

.

Step 5: Evaporation of indium

Step 3:

: Lift-off
Step 4: Patterning of thick photoresist

Evaporated Array of Indium Bumps

(scanning electron micrograph)

40 um square
8 um high
(smooth top)

indium bump

Si
substrate




Evaporated Indium Bumps

(scanning electron micrograph)

40 um square
8 um high
(rough top)
indium bump

Au pad with barrier
diffusion layers

si S

substrate

Advanced Interconnect Technology

Array of Evaporated Indium Bumps

(optical micrograph)
Partial array of 140,000 bumps: 12 um diameter, 8 um height, 25 um pitch
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Array of Evaporated Indium Bumps

(optical micrograph)

Partial array of 140,000 bumps: 12 um diameter, 8 um height, 25 um pitch
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Advanced Interconnect Technology

< "K

Mechanical Strength of Bonded Indium Bumps

304 indium bumps, 70 x 70 um area, 12 um height

4.55 — Ultimate
, Tensile

4.09
= . { Strength (UTS)
= 364 = 139.6 kg/cm?2
g :
w 3.10
g 273
S 507 Ultimate
iL = ———F—- -  Tensile
g 182 Force (UTF)
2 = 2.06 kgf
S 136 '
=

0.91

i '
045
0
0 1 2 3 4 5 6 7 5 & ry 9 10
Time t (mins)
Notes:

Pull tester with a calibrated load cell of 9. 09 kg with a puli speed of 0.21 inch/min
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IR Hluminated Flip-Chip Bonded Array of Indium Bumps

(back-side illuminated Si substrate)

B A e P B R T I T

8 um wide
Au lines

"squished" out
In bump

upper array
connection

superimposed
upper and lower
pads

Advanced interconnect Technology

Flip-Chip Aligner/Bonder

Research Devices Aligner/Bonder Model M8-A

optical head
for alignment
and collimation

upper
chuck

lower
chuck

monitor

controlier
iovstirt




Indium Bumping and Bonding Yields

Bumping yields of >95%

Example: 6" wafer with 22 detector chips (each with 140K pixels)

21 detectors had no missing bumps (visual inspection)

1 detector (at the edge of the wafer) had a line of shorted bumps

Manual flip-chip bonding yields of >85%

Example: 20 modules fabricated, each detector with 140K bumps

Lost one module in defective wire bonding

Out of the remaining 19 modules, 16 were perfect with no defective bonds
Remainder of 3 modules had 10-20 missing pixels (primarily at the corners/edges)

Electroplated Lead-Tin Solder Bumps

Versatile in the choice of solder alloy composition (reflow temperatures)

Self-aligning and self-planarizing bumps upon reflow

Requires fabrication of solder bump on one side only with an opposing “wettable" pad
Requires a complex under-bump-mettalurgy (UBM) - Cu, Ni, Au

| May require the use of flux and removal of flux residue

Excellent electrical and mechanical characteristics:

o low resistance electrical path (2-3 uOhms)

e low inductance (~0.1 nH)

e bump shear values in gxcess of 30 grams for a 50 micron diameter bump

Does not require a highly accurate flip-chip aligner/bonder (+10 microns X-Y)

Currently limited to minimum 35-50 um diameter bumps on a 70-100 um pitch

Alpha particle emission from bumps and suscegigigty to high radiation dose

Potentially low-cost in high volume



Solder Types and Liquidus Temperatures

Solder Composition Liquidus Temperature (°C)
Sn(62.5%)-Pb(36%)-Ag(1.5%) 178
Sn(63%)-Pb(37%) 183
Sn(92%)-Ag(5%)-Cu(2%) 210
Sn(95%)-Pb(5%) 223
Sn(100%) 232
Pb(75%)-1n(25%) 250
Pb(90%)-Sn(10%) 268
Pb(97%)-Ag(3%) 304
Pb(95%)-Sn(5%) 308
Pb(100%) 327
Sn(3%)-Au(97%) 370

Fabrication of Lead-Tin Bumps by Electroplating

Cr, Cuand Au
SigNg UBM and contact
e lating layers
t p
Al pad passiva IOI_I i

B a0

X

G e

Starting point Step 1: Sputter deposition of Cr, Cu, and Au

"mushroomed”

Pb/Sn bump —

Step 3: Electroplating of Pb/Sn bump "~ Step 4: Lift-off

50-75 um thick
photoresist

Step 2: Patterning of thick photoresist

Sten 5: Etchina of contact platina lavers



Array of Electroplated and Reflowed Eutectic Solder Bumps

(scanning electron micrograph)

50 um diameter
50 um high
100 um pitch
eutectic Pb-Sn
bump

Advanced Interconnept Technology

Electroplated and Reflowed Eutectic Solder Bufnp

(scanning electron micrograph)

50 um diameter
50 um high
37/63 Pb-Sn

solder bump

Cu pad

Si substrate




Self-Aligning/Planarizing Properties of Pb-Sn Solder Bumps

misaligned and

| restoring
non-planarized chip force
E
] 1
|« |
solder
bump | solder column
wettable yo— during reflow
pad
>~ fixed lower
(ii) substrate

resultant shape
of reflowed solder

Self-Aligning Properties of Pb-Sn Solder

"wettable" substrate pad —» '} <—— solder bump on chip
- ﬁ‘:—::: 3 :- __:. -";/
misali_gned aligned ‘misaligned
Jegion

region region

1) Can tolerate about a 50% misalignment between the substrate pad and solder bumped chip
2) Can be used to self-align a solder bump to a wettable pad to within an accuracy of +1 um

072



Flip-Chip & Bump Interconnect
Technologies for Sensor Applications

Summary and Conclusions:

Choice of indium or eutectic solder bumps for sensor/detector applications

Indium has been proven effective, able to fabricate small bumps with fine pitch

(by evaporation), soft and ductile bump, excellent mechanical characteristics,
high-yields for both bumping and bonding, requires bumps on both sides, requires
a flip-chip aligner/bonder with planarization, expensive to fabricate

Solder bumps may provide an alternative if smaller bumps and finer pitches are
achievable, versatile, eutectic solder has a reflow temperature of ~180°C, excellent
electrical and mechanical characteristics, self-aligning and self-planarizing, requires
a complex UBM, use of flux, lower fabrication cost in volume
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Flip-chip Interconnection of 100k Pixel Hybrid Detectors

Dr Giles Humpston
GEC Marconi Materials Technology Limited
Caswell, Towcester
Northamptonshire NN12 8EQ
United Kingdom

Email: giles.humpston@gecm.com

Abstract

Hybrid detectors use different components for the sensor element and read-
out electronics. This approach allows the detector to be optimised for
collection efficiency and the read-out electronics for functionality, but places
severe demands on the interconnect technology, especially if the detector is
pixelated in two dimensions. Interconnection of fine-pitch (<50um), 2D hybrid
pixel arrays is usually accomplished by either flip-chip compression bonding

or flip-chip solder bonding. , ‘

GEC-Marconi Materials Technology offers a commercial portfolio of fine-pitch
flip-chip interconnect technologies specificaily for pixel detector manufacture.
The service includes the option for each interconnect to be sub 10um
diameter at below 20um pitch. The technology is discussed and application
examples are presented including the CERN Omega-3 device and an
advanced infra-red detector array containing over 100,000 elements.
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Introduction

Sensors can be made in two configurations. These zr2illustrated in Fo: 1,
below. '

integrated Detector e.g. CCD camera

W

Hybrid Detector e.g. CERN LHC

I - . - ] Detector

{ : 3 ' '@3 S i3 Electronics

Integrated detectors are single component devices that combine the sensing
element and the read-out electronics on a single substrate, usually silicon. A
common example of this technology is the solid state optical detector (ccd)
used in camcorders and digital cameras.

Hybrid detectors use different components for the sensor element and the
read-out electronics. This approach allows the detector to be optimised for
collection efficiency and the read-out electronics for functionality. A house-
hold example of this sensor type is the infra-red detectors used for burglar
alarm systems. In these, the detector is a pyroelectric material (i.e. converts
thermal energy to electrical charge), while the electronics system comprises a
low noise amplifier and threshold gate.

Each pixel element in a hybrid detector needs to be connected to a separate
electronics channel. !f the hybrid detector is pixelated in two dimensions this
places severe demands on the attachment and interconnect technology.
Electrical interconnection and physical attachment of 2D hybrid pixel arrays is
usually accomplished by flip-chip bonding.




Flip-chip bonding

Flip-chip bonding is the leading method for attachment and interconnection of
high performance semiconductor devices, including multi-chip modules
(MCM), monolithic microwave integrated circuits (MMIC) and pixelated
imaging detectors.

There are two process variants, flip-chip compression bonding (commonly
known as indium bump bonding) and flip-chip solder bonding. The principle
of these two process is shown schematically in Fig 2, below.

Flip-chip Interconnection

e S B
e g g o

-

& &

Indium bump bonding Solder bonding
B3 3 €« & < 2 =3 <

Both processes involve applying a "wettable metal® to the surface of the
components to be joined. This is often a muiti-layer metallisation, designed
to provide ohmic contact to- and metallurgical compatibility between the
contacts on the detector and read-out electronics. To the wettable metal on
one or both component is then applied the interconnect metal. One of the die
is then inverted (flipped over) and mating pairs of contact pads are aligned.
This operation is performed on a flip-chip bonding machine. To perform flip-
chip compression bonding the two components are then simply pressed
together until interconnect metal welds. For flip-chip solder bonding, the
assembly is heated until the interconnect metal melts and wets.

Although flip-chip compression bonding and flip-chip solder bonding
superficially appear similar processes, they actually require very different

977
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materials and process conditions, z . the interconrects so formed have
significantly different characteristicc. "he key featur=z of each process and
properties of the resulting interconne: : are given in i~:s following Tables.

Process Solid state diffusion zolid-liqu:d alioying
Materials In, Au, Pb, Pb/Sn Any solds-
Temperature 20-200°C Solder mé;ting point
Pressure 10 - 100 MPa | 0 MPa

Max Height:Pitch 1:5 3:1

Technology Characteristics

Short (coin) interconnects Tall (pillar) interconnects

Closed interconnect gap Open interconnect gap

Fluxless Flux required

Low residual stress Residual stress

Service temp > bonding temp Service temp < bonding temp
Alignment as placed | Seif aligning (£2um X, Y £0.5um Z)
Planar substrates ' Topology tolerant

Fine-pitch Flip-chip

High resolution detectors recuire largs numbers of small and zansely pacied
pixels. If the interconnects can be larger than about 100um aiameter, a wide
diversity of methods can be used to apply the wettable and interconnect
metals to the components. The lowest cost option for volume manufacture is
predominantly wet plating. For substantially smaller interconnects, especially
those below 10um diameter, the preferred approach is to exploit conventional
semiconductor processing equipment and use photolithography to define
features and vapour phase deposition to apply the wettable and interconnect

metals. g
o - 98
. “



GEC-Marconi Materials Technology, at Caswell, has over 25 vyears
experience in fine-pitch flip-chip bonding and offers a state-of-the-art
commercial service. Highly toleranced interconnections can be made for
operation at over 40GHz on either whole wafers or individual known good die
(KGD). Bumps can be made as high as 50um, for direct connection of
integrated circuits to printed circuit boards, or smaller than 10um diameter for
2D detector arrays. Bump pitches can be below 20um. Equipment and
facilities exist to provide advanced flip-chip bonding on a prototype scale
through to volume production. This service is underpinned by extensive R&D
resources, enabling one-off and highly specialised customer requirements to
be met. An outline of this Service is given below.

Indium- and solder-bump bonding

10-100um dia., >10um between features, <50um high

Single die - 6" wafers (300mm BY 1999)

Any commercially available metal or alloy

Reflow in choice of atm., custom flux design capability

Full 5-axis alignment, 4 equipments

0.1mm to 100mm

Any commercially available product

ESD protected Class 100 clean rooms

RF, thermal, mechanical, static and transient

GMMT Fine-pitch Flip-chip Service

Process Yield

Flip-chip is attractive for volume manufacturing applications because it is an.
inherently high vyielding process. As an example, GEC-Marconi
manufacturers a pixelated sensor that contains approximately 10,000
elements, in batches of 10 units. Of this batch of ten it would normaliy be
expected that six have all interconnects made and functioning, while the
remaining four units have a few isolated dead pixels. The pixel yield per
batch therefore routinely exceeds 99.99%.

During process development, or occasionally during manufacture, it is
obviously possible to produce pixelated devices with substantial numbers of
non-working elements. Because flip-chip assembly is a well understood and
characterised process, most failures can be readily diagnosed to a particular
process deficiency, enabling corrective measures to be applied.

379
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Application Examplies
LHC Omega-3 Pixel Sensors

CERN has designed a family of pixe: sensors to track the path and
momentum of sub-atomic particizs. These sensors essentially comprise an
array of P-N junctions in silicon, GaAs or diamond, each of which is
connected to an individual silicon electrcics readout circuit. Because the
detectors are relatively simple structures they can be physicaily large yet
made with very low defect rates. The rezdout eiectronics, by contrast, are
extremely sophisticated chips and producing die to the required specifications
clearly presents a challenge to the wafer manufacturer. For this reason the
sensor has been designed so that six readout die are used to populate each
detector and the die are fully probe-tested before bonding.

In the current generation of Omega-3 prime sensor, electrical connection
between the detector and the electronics chips requires approximately 13,000
flip-chip interconnects, each 18um diameter on a 50um by 500um pitch. As
an additional complication, the interconnects are required to provide the
maximum possible physical separation between the two components, to
- minimise electrical cross-talk. For this reason flip-chip soider bonding, using
eutectic lead-tin solder, is employed by GEC-Marconi Materials Technology
for the assembly process. Despite the complexity of this product, the yield of
useable 'ladders' currently stands at about 75% and it is anticipated that
some planned process enhancements will further improve this figure and
decrease the cost.

100k Pixel Hybrid Detectors

A thermal imaging camera responds to heat, as opposed to light. The
majority of thermal imaging cameras operate in the 8-14um wavelength of the
infra-red band because the image is then nct degraded by either smoke or
rain. The quality or precision of the image that can be obtained from an infra-
red camera is simply a function of the number of pixel elements (exactly as
for a computer monitor albeit working in reversel). However, if the sensor is
too large then the quality of the picture agairn Zegracss due to deficiencies in
the camera optics. The technology drive is :nerefo: = 0 pack the maximum
number of pixels into the smallest possible area.

The infra-red detector used in this example is a pyroelectric ceramic. This
approach has the merit that the camera can operate at room temperature.
Traditional infra-red detectors must be cooier to about -200°C in order for
them to function. The ceramic is manufact.: :d in large biocks, then sliced
and polished to eventually yield 8um thick v :fers, which are then diced by
laser into individual pixel elements. Electrica: .. onnection between each pixel
element and the custom read-out electronics :s achieved by flip-chip solder

3
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bonding. To minimise thermal leakage from the detector to the electronic die
the solder interconnects are made as small as possible, and in this instance
below 10um diameter. By exploiting fine-pitch flip-chip as the interconnection
and assembly method it is possible to realise sensors that measure no larger
than 1cm? but which contain in excess of 100,000 individual pixels. A lower
resolution variant of this product is sold by GEC-Marconi Infra-red Limited for
use by firemen, police and the rescue services.

5
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Technische

Packaging Center Berlin

Universitét Berlin N Fraunhofer | .. .

Zuverlassigkeit und
Mikrointegration

- research and development of advanced assemblies and packages
« prototyping and low volume production
« tutorials, seminars and consulting

W

Technische Universitit Seriin
Corer of

Resaarch
Meopengheric Technologis

Fraunhoter oo .
. 2uverilapghait und
Mikrointegration

- PVD =

Electroplating =

Reflow

= Mechanical (=

W
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Flip Chip Bumping

Bumping Methods

Sputtering / Evaporation
= longest experience

-

Sputtering / Electroplating W)

< very fine pitches

Electroless / Printing
= high throughput

Mechanical
= single chips

-)

)

C4 Technology
CrCu/PbSn5

Galvanic Bumping
Au, PbSn, AuSn etc.

Low Cost Bumping
NiAu/PbSn

Stud Bumping
Au

, Fraunhoter
Tachnische Urevertitht Bedlin wtine
Resoarch Canser of 2Zuveriamigheit und

Micropsncturs Technologiss Mikrointegration

Iyweinut
Zuveritemighett und
Mikrointegration

J. \Wolf 4788

Electropiating

Stencil Printing

PbSn60, PbSnS, AgSn, .




PbSn' Solder Bump Structure

bie metailization (ep-Cu)

plating base (Cu}

Ph95Sn5 adbesion layer & diffusion

barrier (YiW)

passivation (5102, SiING, SiON|

VO-pad (Al)
chip (S}

Technische Universitat Bertin Fraunhoter e
Aessarch Commer of Zuveridasighatt und
Micropenphersc Techologen Mikroimtegration

Solder Bump Structure

uBM

Adhesion-Layer & Diffusion Barrier

* hermetic coverage of the chip pad

« good adhesion to Al chip pad

« minimum interdiffusion between bump metal and chip pad
« low degradation during temperature cycles imposed during reflow, bonding
« low internal stress

« low contact resistance

Solder Base

« sufficient weftability to the solder

« tolerable formation of intermetallics at the interface

Solder (e.g. PbSn63, PbSn5)

* mechanical contact to substrate

stand-off chip-substrate

good electrical contact

high creep resistance to improve reliability under thermal loading

high ductility to minimize mechanical stress due to different CTE of substrate and chip

W Z

Technische Universitit Beriin Fraunhofer sy
Resaarch Carter of Zuveribuigkelt und
Migopenghenc Tedmologees Wirointegration




Under Bump Metallization (UBM)

Layer Material Thickness C4(lEM) 1ZM /TUB
Adhesion-Layer Ti, Cr {30-200) nm Cr TiW
Diffusion Barrier [150 nm] [200-nm]
(Plating Base) | Cu, Au, Ni, Pd  (200-200) nm Cr/Cu Cu

{150 nm] [300 nmj}
Wettable Layer Cu, Ni (1-5)um Cu Cu
{1000 nm] {5 pmi
Oxidation Au (100-200) nm Au
Protection [100 nm]

A Fraunhoter

Technisciw Universitit Beriin Institut
Resowch Conter of Zuveriiesigheit und
Mrropenptnic Tadakegme Mikraintwgrarion

Electroplating Bumping Techniques -

onding solder puste primting. TAR, COG, Mip chip bonding
fpchip wite bonding wire bending
Py
v =
Tachnnche Universitit Sariin X
Revearcn Comer of 2uveribmigiteit und
o Tadmoioges Mikrointegration




Technology Determination

Project ATLAS
Si substrate & chip
Si3N4 / SION passivation - Bump Structure:
1/0-pad: Al eutectic lead/tin solder
small ¥O-size & pitch (50 um) UBM: Ti:W/Cu
no 2nd soldering level
Technology:
Solder Deposition using electroplating and
photoresist mask technique

W =

Technnche Universitht Bertin institut
Ressarch Coneee of Zuverisssighelt und
Micropenheric Technologen Mikroirtegration

Processflow PbSn-Bumping using Electroplating

Sputter Etching and Sputtering Spin Coating and Printing

of the Plating Base | UBM of Photoresist
G AIISIIG s e e a2 B A
i Resist Stripping and wet Etching
Electroplating of Cu and PhSn of the Plating Base ]
Reflow

Technache Universitit Bariin institut
Aesearch Conter of Zuveriamigkeit und
Mecropenprenc Tecmologes Mikrolmegration




Electroplating

Cu slectrolyte PhSn slectralyte
contents CuSO04, Sn(CHaSOy)2,
sulfonic acid, Pb(CH3SO3)2,
chloric acid, methane sulfonic
grain refiner and acid, grain refiner,
feveler, wetting agent,
wetting agent oxigdation inhibitor
metal concentration 20 g/t Cu total of 28 g/l
tem perature 25 °C 25 °C
agitation 2....5 limin 3 /min
pH value <4 <1
current dansity 10....30 mA/cm? 20 mA/em?
plating rate 0,22...0.868 ym/min 1 ymimin
current efficiency nearly 100 % nearly 100 %
hardness of deposit 80....100 HVo.028 around 10 HVpoas
appsarance of glossy matt
deposit
anods material phosphorus-alioyed appropriate Pb/Sn
copper alloys
L B
Tachnische Univarsitst Bartin """""";-vnn -
Aesaarch Comter of e l.m o
Maropanpheric Tedhhologies Mikrointegration

AU Bumping

Au-Bumps after Deposition
Resist /AZ 4562) and Resist Stripping
thickness: 33 ym Bump Size: 110 pm x 110 um
Space: 30 pm

Techmuache Univensitht Barlin ngvinut
Aevaarch Comter of 2uvariimigkett und
Macopensie Tadnologes Mikroltagraton




AU Bumping

Electroplated Au bumps
height: 20 ym, diameter: 15 pm

Tachnische Universitst Berlin netint wnd
Resoarch Camer of
Mizopengheric Technologess Mikroimugranion

Solder Bumping Pb40Sn60

ssted ey
Ht s
LB

s:m‘g

Read out Si-chip (Uni Bonn) with Soider Bumps
after Reflow
UBM: Ti:W/Cu / ep.Cu (5um)

]

Tachnische Univenitit Bertin
Aevsarch Cenvtar of
Micropenpher: Technoogems
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Solder Bump Reflow

Oxidelayers must be removed to aliow solderball formation
Use of aggressive fluxes must be avoided
Melting point: T = 314°C (95/5 wt% Pb/Sn),
T, = 183°C (37/63 wt% Pb/Sn

Reflow methods: Some fluxless reflow methods:
Heating under active atmosphere Heating under reducing atmosphere
Using Flux (RMA) -100% H,

- 95% N,/ 5% H, (not sufficant)
( Reflow in vaccum )
( Reflow after Sputteretching or RIE)

Process: Pb40Sn60 (PbSn5)
Heating in a organic medium up to 240 (350) °C
foliowed by cleaning procedure

W =

Tochniache Universitit Berlin Fraunhoter e -
Asaarch Conter of Zuveriseugheit
Micromencnarc Teciologies Mikroiewgration

Under Bump Metallization (UBM)

150 €0 1A 180 190 200 210

Shear Stress MPa)
W =
Techracha Uneenitht Sactin F tntsnst
Resaarch Coror of 2uveridmsigiceit und
Mucrapengherx: Tedwologen Mikrowagraton
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Bump Inspection after Deposition & Reflow (Pb40Sn60)

Wafer #|Chip defect #| % | Bump defect # ppm

61 189588
2594/56 3 4,92 16 84,39
2594/57|" 0 0,00 0 0,00
2594/58 3 4,92 18 94,94
2594/60 0 0,00 0 0,00
2594/61 2 3,28 5 2637
2594/64 2 3,28 3 15,82
2596/16 0 0,00 0 0,00
2596/17 2 3,28 15 79,12
2596/18 3 4,92 6 31,65
2596721 2 3,28 8 31,65
1,70 2,79 6,90 36,39

defect rate: 3.64 x 10**-5
total number of bumps: 1895880
bump defects: 69
e e mre
‘Micropenghens Tecnologes Mikroitegration
Solder Bumping

Electroplated Bumps

« 50 ym pitch full array
+ 30 pm AuSn20
* Xx-ray pixei detector

x188 9884 2SkV SBAvm

*~1.0k 9¥¥dS 2SkV SBum

sy
v =
Technische Universitit Beriin
Research Coneer of Zuverldmigker nd
Micropenpheric Tecmolomes Mikroinegraton




Soilder Bumping Pb95Sn5

m= L%

Solder Bump {Pb95Sn5) after Reflow
UBM: Ti:W/Cu / ep.Cu (5pum)

Solder Bumping -

_ Process Flow
i
Backside Coating

Passivation Cleaning

|

|

|
| Aluminum Cleaning ] Au
T

)

)

)

—

i |

Electroless Nickel

i |

L immersion Gold

i |

Coating Removal -

Electroless NVAu UBM

—

Technische Universitit Gertin




Solder Bumping

Electroless Ni/Au UBM
* 50 pm pitch full array RS : -\
* 5 ym height

* x-ray pixei detector

"
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Flip Chip Assembly

Flip Chip Techniques

soldering

UBMs: TiWCu, CrCu, NiAu

solders: Pb40Sn60, Pb95Sn5, SnAg,
AuShn, In

substrates: ceramics, FR4, flex

adhesive joining

bumps: Au, Ni/Au

adhesives: isotropic, anisotropic
substrates: glass, flex, FR4

thermo-compression
bumps: Au
substrate: silicon, ceramics

L] =
¥ : ot Zuverisatighet und
Nevearch Cavene of ’
Micoparigheric Tedwainge . Mikroitegration

Flip Chip Assembly /1/

Pixel Detector Module 16 Read-Out Chips
Detector substrate: 61.440 1/Os, 24 rows, 160 VOs

electroless Ni/Au {version 1) 50 pm x 300 ym pitch
electroplated Ti:W/Cu (version 2) Solder Bumps: Ti:W/Cu - ep.Cu - PbSn

1 /] =
Techaische Universitit Seriin Fraunhater l;nlua wd
Aesaarch Center of verlassighet

Micopenaherk Technologen Mikroirntegranon




Pixel Detector Module

Detector Tile 1 (Chip-Up) 62.4 x 17.0 mm?, chip/detector ratio: 112 %
Detector Tile 2 (Chip-Down) 62.4 x 24.4 mm?, chip/detector ratio: 78 %
Read-Qut Electronic Chips 7.4 x 10.0 mm?
Chips per Module 16
Chip to Chip Distance 200 pm
Pixel Celis per Module 61.440
1/0 Pattern (equal to Pixel Size) 50 x 300 ym
Total Numbers (3 Barrels) 2.37 m? Module Area,
1,534 Detector Modules
24,544 Read-Out Chips
94,248,960 1/O’s

. Mwropenwheric Tedwingies
Flip Chip Assembly
Process Flow
Solder Bumping
Read out chip Cleaning &
Inspection . Dicing -, Inspecnon
inspection
Wettable Metallization
Detector Substrate Reflow Soldering
tempei‘nowre,p:ctlvatad
osphere
?"g‘.:“;t:”“*“" o e
o P Mikrolmtegravon




Flip Chip Assembly

Read out die flip chip bonded
on Si-detector substrate

2]
]
3]
27

)

Yachnische Universitit Serlin
Microparicher Technologen

Flip Chip Assembly -

Read out die flip chip bonded
on Si-detector substrate (single tile)

sEar
W =
Technische Universitit Berlin iznm and
Awsearch Center of uveribuiokeit
Micrepenpherk: Technokoges Mikrolevgratan




Flip Chip Assembly - Yield /1/

Yield Evaluation of Detector Wafer by CERN partners
wafer | bumps | failures jfailure rate remarks
-59 96,384 1 10 ppm passivation failure (cracks)
-21 96,384 29 300 ppm | passivation failure (cracks, scratches)
57 96,384 0 0 no failures
-22 96,384 0 0 no failures
Total } 385,536 30 78 ppm relevant failures
Electroless Nickel/Gold

sensitive to passivation failures

v B
e Syt s
Flip Chip Assembly /1/

Chip wafer
UBM: TiW/Cu - ep. Cu
solder PbSn (eutect.)

Detector Si Substrate
passivation: SisN«
wettable metallization:
electroless Ni/Au

Technischa Universitit Bariin nstitut

Micropenpher: Tedwiologus Mikromtagravon




Flip Chip Assembly - Yield /2/

Overall Yield Evaluation of the Assembied Module by CERN partners
substrate | metallization | tests points failures failure rate

-21 NilAu 25,920 2 77 ppm

-22 Ni/Au 25,920 ] 0

-59 Ni/Au 25,920 2 77 ppm

-28 Cu 25,920 . 0 0

17 Cu 25,920 0 1]
Total 129,600 4 31 ppm

Overall yield includes
substrate, bumping and assembly yield.

v
# : Fraunhofer
rmmmuun llmhn -

Fiip Chip Assembly - Mulfilayer Substrate

Chip
Al /(Cu) routing, passivation
Bump:Soider PbSn (eutect)
UBM: TiW/Cu - ep. Cu
Si Substrate
Multilayer of 5 metal & 5 dielectric layers
Dielectric: Photo-BCB: § ym thick, 25 pm vias
Metallization: TEW/Cu - ep. Cu (2 pm)
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TRONIC'S MICROSYSTEMS S.A.
15, rue des Martyrs
F - 38054 GRENOBLE CEDEX 9
FRANCE

Phone : +33476 885686
Fax: +33476885404
e-mail : Stephane.Renard@cea.fr

09/05/98 ) . PIXEL98 -

mones  Electrolityc Flip-Chip Technology
for Large Particle Detector

~ CEA/LETI - Flip Chip technology developing since 1991

m Two different technologies :
u Lift-off ++ pitch < 50 pm -- high cost
s electroplating . -- pitch > 50 pm <++ iow cost

m Many prototype devices have been achieved :

s Infra-Red detectors

s X and Gamma detectors

a Chip on glass for flat-panel-displays drivers
s High resoiution MCM's

09/05/98 PIXEL 98




| mones  Electrolityc Flip-Chip Technology
for Large Particle Detector
=

Start up company from LETI, created in May 97.
Production facilities shared with CEA/LETI. )
m Activities
= Wafer manufacturing of sensing elements (pressure,
acceleration, magnetic field...) for microsystems.

a Bumping of IC wafers and high resolution MCM's.
- = Medical microsystems under development.

m Active technologies
= Silicon Bulk Micromachining
m Epi SOI Surface Micromachining
= Electroplating Sn/Pb or In for Rip-Chip Technologies
09/05/98 PIXEL 98 3
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TRONIC'S

Process Flow Chart (1)

m IC Aluminum Pad Cleaning

= TiNiAu Sputtering Deposition —H—

m Resist Coating, Insulation m‘ —\r

and Development

m TiNiAu Etching _—JH]_‘
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TRONIC'S

Process Flow Chart (2)

=» Thin Metallic Layer
Deposition

m Thick Resist Coating,
Insulation and Development

m Solder Electroplating

09/05/98 PIXEL 98 . 5

f ]
TRONIC'S

Process Flow Chart (3)

m Resist Stripping

a Thin Metallic Layer Etching

m Solder Fusing
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mone's  Electrolityc Flip-Chip Technology
for Large Particle Detector

S.E.M. VIEWGRAPH OF A BUMP ARRAY ON IC

09/05/98 PIXEL 98 7

TR_)N:c’s Electrolityc Flip-Chip Technology
for Large Particle Detector

TRONIC'S / CPPM COLLABORATION FOR ATLAS PIXEL DETECTORS

Each IC comprises 18 rows of 162 bonding pads

Padpitch: 50 um Detector thickness : 300/200 pm
Row pitch : 400 ym IC thickness : 500 /300 pum

Number of pads / detector : 46 656

09/05/98 PIXEL 98 8




mone's  Electrolityc Flip-Chip Technology
for Large Particle Detector

Conclusion

m The characterization results show only a few pbnctual
defects per detector

m Electroplating flip chip technology process is a good
candidate for bump-bonding Atlas pixel detector
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Inner Tracker and L1 Trigger Based on
Pixel Detectors for D@33

Sudhindra Mani
University of California, Davis
Meenakshi Narain
Ferm: National Accelerator Laboratory

1 Introduction

The upgraded D@ detector [1] for run II will have a new magnetic tracker in the
cylindrical volume of 1 m diameter within the calorimeter cryostat. The pattern recogniton
will be done by the outer scintillaﬁng fibers, while the inner silicon strip tracker will be
used to reconstruct the various interaction and decay vertices in the event. Both of these
trackers contribute to the momentum resolution of the device.

The fiber tracker is also used to form a level 1 (L1) lepton trigger based on the presence
of a high pr track in coincidence with either an electromagnetic shower or a track-stub in
the muon system [2]. The tracker trigger itself is formed by requiring simple coincidences
amongst binary signals from the scintillating fibers. It is a massively parallel and pipelined
(fully synchronous) system that is implemented in commercial FPGA’s [3].

Occupancy- related problems for this trigger have been seen in our simulations for
luminosities exceeding 1032s~1cm =2 at a 396 ns beam crossing interval,or equivalently, an
average of 3 or more interactions per crossing. With the proposed increase in luminosity
to 103357 'em™? in run T (albeit, with a 132 ns crossing time), the occupancy related
problems will resurface, even with the so-called luminosity levelling scheme. Furthermore,
higher radiation levels will damage some tracker components beyond their tolerance limits.

Introducing silicon pixel detectors into the inner most layers of the tracker solves
both problems, namely, radiation damage and high occupancy. The D@ collaboration has
proposed a pixel based tracker for the region inside a radius of 10 ¢cm [4]. Figure 1 shows
the redistribution of technologies employed within the tracker volume. In this article we
discuss some key technical aspects of a strawman design for the inner pixel tracker.
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Figure 1: Strawman Tracker for D@33. The inner fiber layers have been replaced by silicon
strips which have themselves moved radially to make room for inner pixel layers. Forward

tracker components are not shown.

2 Track Trigger Issues

It is desirable to solve the occupancy problems at the L1 trigger level as well. Hence, we
also examine the possibility of having an L0 trigger pickoff in the pixel detector readout
and feeding those data into the fiber tracker trigger electronics to arrive at a composite
L1 trigger.

Recent studies within D® [6] have shown that a silicon tracker based L2 trigger (STT)
can be used for selecting events containing secondary vertices, thereby providing samples
rich in various physics processes. The data from the silicon can also be used to find the
higher pr primary interaction vertex along the beam direction in the presence of multiple
interactions [7]. Encouraged by these findings, we have been led to consider such a trigger
using data from pixels. This.will naturally lead to implementing a b-quark trigger which in
conjunction with the presence of high pr jets and/or missing E7 will be able to recognize,
for example, production of top quarks, massive vector bosons, SUSY particles or Higgs.

We note that with adequate segmentation a pixel tracker can maintain the tracking
resolution (especially at L1, where only binary data are available) that is provided by
the fiber tracker of run II. The fiber tracker has a 30 cm radial lever arm and a 900
micron segmentation along the azimuth in each layer. Simple scaling (ignoring the effects
of multiple coulomb scattering for tracks above 10 GeV/c) shows that a pixel tracker

612



with a 30 micron segmentation will require a 5.4 cm lever arm to obtain the same sagitta
resolution. Hence, if the inner detectors are placed at a radius of 2.3 cm, the entire pixel
tracker will fit well inside the designated 10 cm radius, leaving about 2.3 cm for cable
routing. This is shown in figure 2 and described in detail later. Hence, it can be argued
that if the technology can acheive this 30 micron pitch, pixels will be able to augment
the fibers as the trigger element for high pr leptons. Of course, with at least an order
of magnitude more detection elements, the pixels will have substantially higher pattern
recognition power compared to fibers.

Radius H
(cm) Pixel Tracker
7.7 e s v v e —
5.0 = =
2.3
| : ' : |
5 10 15 20 o5 Z(cm)
Trigger Tower
/(
|=n==|r=|=u=:/u'
//
s
//
P e T e ]
/// Beamline

Figure 2: A 3 layer pixel tracker layout composed of 1em? tiles. Logical towers can be
defined for triggering purposes.

We further argue that these improvements to the trigger should be implemented at
L1 because D@ has a limited bandwidth (< 10 kHz design goal for run IT) into L2. It is
likely that in run ITT we will continue to use frigger strategies similar to run II, ie, build
L1 triggers using information from the calorimeter, muon system and the fiber tracker.
The minimal high-pr trigger menu is expected to require a bandwidth at the L1 trigger
close to 5kHz during run II.

Various Tevatron running scenarios during run IIl indicate a dramatic increase (upto a

3
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factor of 4) in the expected number of events per crossing compared to run II. All triggers
which incorporate a term based on calorimeter information are expected to increase by
30-40% for an average of 5 interactions per crossing. However, we expect rather large
increases (factors of 4-10) in muon and CFT based triggers. This would result in the high
pr menu requiring a bandwidth of at least 15-20 kHz at the L1 trigger stage, which is
currently a factor of 1.5-2 larger than the design goals of the L1 trigger system. Hence,
only a higher rejection at a lower trigger level allows us to avoid prescaling and write all
interesting physics events to tape.

 The muon and CFT based triggers suffer a loss of rejection power primarily due to high
occupancy with increasing number of interactions in the event. Adding information from.
the pixel tracker will be beneficial in alleviating this problem by improving the pattern
recognition at the trigger level.

In summary, a pixel tracker not only eases overall problems due to occupancy and
radiation damage but, if exploited at L1, the data from the pixels add rejection power to
both the CFT and the STT triggers.

3 Physiés Motivation and Trigger Concept

As mentioned earlier, various studies [6] have established the usefulness of an impact pa-
rameter trigger based on including the information from the silicon tracker at the L2 stage
of the trigger during run II. This information also helps achieve gains in the momentum
resolution for high-pr tracks.

The proposed pixel tracker has similar (or beiter) resolution compared to the strip
tracker and hence all the studies are applicable. As is the case for tracks reconstructed at
L2 in run II, we expect a pixel based trigger to improve the momentum resolution for high
pr tracks at L1. However, there is one major difference. L2 triggers in run II will operate
on all tracks above some minimum pr threshold (provided by the CFT) which can be as
low as 1.5 GeV/c. The total rate at such a low threshold may be prohibitive for an L1
trigger in run IIL

The L1 pixel based trigger, proposed here, is designed to provide additional power
to trigger on high pr displaced tracks from heavy quark jets. We utilize the “natural”
pr threshold of the tracker, ie, the pr above which the tracker is unable to distinguish
the track from an infinite momentum straight line. For the CFT trigger this occurs at
about 11 GeV/c. Since we have scaled the pixel tracker to the CFT (see above), we can
use this same threshold in our studies. The usefulness of this straight line threshold lies
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Figure 3: pr spectrum of b- and c-quark decay products in a tf event. The top plot is for
all decay partices while the bottom plot is for the leading particle.

in the simpli¢ity of the pattern recognition which has to be performed in a few 100 ns,
which is what we expect will be available out of the total effective latency of about 3 us.
The remainder of the time is spent initially in collecting the data from trigger sectors and
arranging them logically and later on some more time has to be reserved for transmission
delays to the trigger framework.

Since the mass scales of new physics are sufficiently high, this 11 GeV/c threshold on
the track pr does not result in intolerable inefficiencies. As an example of this, we consider
the spectrum from the well known top decay. Figure 3a shows the pr spectrum of the
stable particles in the decay of the b-quark (or a subsequent c-quark) while Fig. 3b shows
the spectrum for the leading particle. A large fraction (58%) of the spectrum is above 11
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GeV/c, yielding a tt efficiency of about 82%. The overall tracker acceptance has not been
taken into account in this figure.

The available q in top decay is of the order of 100 GeV, and hence new particles that
have mass greater than 100 GeV and decay into b-quarks will produce a similar spectrum
as the one shown in figure 3. Further studies are required to establish the efficiency of this

trigger for particular models and specific channels.
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Figure 4: Momentum resolution as a function of pr using the fiber tracker signals only
(solid squares—best case scenario, solid circles—default case) compared to the resolution
obtained by combining the fiber and Silicon tracker signals for D@ run II(solid inverted
triangles).
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3.1 Improvement in Momentum Resoultion

The silicon tracker of run IT provides siginificant improvement to the momentum resolution,
over that obtained from the fiber tracker alone[6]. This is shown in figure 4. This study
employed single muons generated at various values of pr in the range 1-15GeV using full
GEANT simulation and digitization of the D@ run II detector. The momentum resolution
obtained using only the signals from the fiber tracker are plotted using the solid squares
and circles using two different implementations of the momentum determination at the
trigger level. The curve with inverted triangles shows the resolution acheived by combining
the signals from the silicon tracker at the L2 trigger stage. Compared to the best case
scenario, for tracks above 5 GeV, the resolution improves by almost a factor of two after
adding the hits from the silicon.

A 30-50% reduction in background rates is easily achieved by this improvement in
momentum determination for high pr tracks. These studies are directly applicable to the
pixel tracker proposed for run III, and demonstrates that tracking points at radii of few cm
are very effective in providing the longest possible lever arm within the tracker volume.
We expect similar performance by including the pixel information along with the CFT
signals at L1. '

3.2 Displaced Track Trigger

In order to fully exploit the anticipated high luminosity during run III, it would be ad-
vantageous to enrich the data in their b quark content as early as the L1 stage. One of
the primary goals of run III is to search for the Higgs or other new particles which could
lead to insights into phenomena beyond the Standard Model, be it SUSY or an entirely
new mechanism of electroweak symmetry breaking. Most of these models predict particles
which strongl-y- couple to b-quarks and hence lead to final states rich in b-quarks. In some
cases, e.g. WH — qgbb, triggering on events with b quark jets is the only way to reduce the
trigger rate sufficiently to be able to operate an unprescaled trigger and acquire enough
events to observe a signal.

Extensive feasibility studies of a displaced track trigger at the L2 trigger stage for
run IT have been carried out. For example, one study[6] which focusses on the advantages
of such a trigger for new particle searches, B-meson physics, and measurements of the
properties of the top quark, shows that a factor of 2-40 rejection of the background is
easily achievable while retaining a signal efficiency of 90%-50%.

The impact parameter resolution curve is shown in figure 5. The plot is obtained from
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Figure 5: Impact parameter resolution as a function of track py for D@ run II tracker at
Level 2 trigger stage. The asymptotic resolution is 15um for tracks with high pr. This
study includes the full GEANT simulation of the D@ run II tracker.

the same GEANT sample described in the previous section. For tracks above 10 GeV
the impact parameter resolution is better than 17um, which is expected from the digital
resolution of a 50um pitch. The resolution degrades to 35um for tracks with 2GeV pr due
to multiple scattering. The proposed L1 pixel trigger in this note will give us the same
resolution for a 50um pitch, while for a 30um pitch, the digital resolution will improve
to about 9um. For the purpose of triggering, we have to also consider an error of about
30-40pm in the primary vertex position due to the finite width of the beam. As can be
inferred, this error will dominate the overall impact parameter resolution at L1.

Table 1, summarizes the rejections expected for 80% efficiency from the impact param-
eter trigger at L2(L1) for various physics channels for the run II(run III) environments [6].
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Trigger factor from impact parameter trigger
tt — £+ jets
Use £ + jets triggers 1.5-2

tt — alljets
Use multijet triggers 1.5-2

W + Higgs —> 4jets
Use 3 calorimeter jet triggers at L1* : 10-20
(*Also applicable to any new particle decaying to heavy quark jets in the final state.)

Table 1: Expected rejections for 80% efficiency from the proposed impact parameter
trigger.

3.3 Secondary Vertex Determination

Triggering on the track pr and impact parameter alone can give us enough rejection
within the L1 bandwidth, provided the fake rate can be controlled. There is a component
due to overlapping tracks (in the r-¢ view) within jets which needs to be evaluated for
the pixel tracker. We expect this to be small due to the very low occupancy in this
detector. However, we propose to further enhance the rejection factor by employing simple
algorithms for secondary vertex finding.

Figure 6a shows the impact parameter distribution for all tracks from the b-quark jet
in a top quark decay. Figure 6b shows this for the leading particle only. It is interesting to
note that while there is a substantial population above 100 microns, the impact parameter
of the leading particle is well contained within about 1 mm. Hence, this track will provide
discrimination over other high pr tracks coming from light quark jets, but with a loss in
efficiency if we cut, say, at 150 microns. However, this track is a very good measure of the

b-quark direction and we hope to use this fact in our simple algorithm.

Hence, instead of imposing an impact parameter cut on this track, we propose to use
it as a “seed” for secondary vertex finding. Depending on the amount of information
available, this can be done only in the r-¢ view, or in the r-z view as well. In the r-¢ view,
the computation is more complicated because the other tracks in the decay will have some

curvature and the FPGA equation count may be prohibitive.

In the r-z view, all the other tracks (straight lines) will intersect this track at some
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Figure 6: Impact parameter distribution of the decays products in a ¢t event. The top
plot is for all decay partices while the bottom plot is for the leading particle.

point. If we restrict ourselves only to tracks inside a local sector then the sample will be
rich with decay products of the b-quark, if it indeed was the parent of the high pr track.
The centroid of the intersection points of all tracks with the seed track direction will be
a measure of the vertex point, as shown schematically in figure 7. We expect that tracks
in light quark jets will average out and the centroid will be formed near the interaction
region while the heavy quark jets will produce a displaced centroid. Effects of multiple
coulomb scattering will smear the measuremnt somewhat but we are encouraged by a
similar study [7] done for the silicon strip detector which showed promising results.

Other backgrounds to an inclusive d-quark trigger, mainly from mismeasured light
quark jets and from charm jets, have been evaluated in the STT studies and have been

10
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Seed Track
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Figdre 7: A schematic representation in the r-z view of a trigger tower after having found
the seed track in the r-¢ view of the pixels. The high pr seed track and several secondary
tracks are shown to form a secondary vertex.

found to be controllable. The situation only improves at the higher threshold considered
here.

Various triggering schemes and electronic designs based on FPGA’s and DSP’s are
being developed and will be the subject of a subsequent note. As will be discussed later,
the feasibility of this trigger will to some extent dictate the readout architecture and
hence it has to be evaluated in detail. The bare minimum requirements for the necessary
readout electronics is described in section 5. Next, we present simulations of the proposed

geometry and the expected rates.

4 Tracker Geometry and Rate Simulations

The pixel tracker shown in figure 1 has to be constructed using “tiles” of pixel detectors
that are limited in area to about lem? due to the yield limitations of most fabrication
technologies. Figure 2 shows this construction using tiles measuring 11 mm x 9.8 mm.
These dimensions are based on conservative estimates and will be described later. The
figure 2 also shows a typical “logical” trigger tower. These towers are keyed to tiles in
the middle layer and combined with 7 tiles each in the other two layers. This geometry
provides full acceptance for all straight line tracks produced with an angle within +45°

11
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for all vertices inside £22c¢m along the beamline. There is partial acceptance for vertices
outside of this region.

There are two reasons for this tower geometry. First, it reduces the amount of data
presented to one unit of trigger electronics and second, it greatly reduces fake backgrounds
due to overlapping tracks. Once, the data have been contained within towers the trigger
can operate in the r-¢ view only. “Henc‘e, at the minimum, the pixel detectors will be
required to provide only two pieces of information at L1, a chip ID and the ¢ coordinate
of the hit. This information will be sufficient to construct logical towers in the trigger
electronics and finding straight line tracks will be accomplished by forming simple coinci-

dences.

The main goal of the simulations presented here is to answer questions related to data
rate, dead-time, inefficiencies etc., parameters that will help in the design of the readout
architecture. The plots shown have been generated using the present geometry of the
silicon strip detectors planned for the run II upgrade. This geometry is similar enough to
the pixel tracker that first order results can be readily obtained from existing simulation

runs. Full GEANT has been employed and pile-up of variable number of interactions in a -

bunch crossing has been simulated.

Figure 8: A lego plot of cluster occupancy per pixel tile for the inner most layer. The tiles
are numbered from 13 to 60 representing z positions from -24 ¢m to +24 cm. Tiles with

zero hits have been suppressed.

12
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Due to the geometry of double sided silicon (50 micron ¢ strips and 150 micron z
strips) a pixel size of 50x150 um? is a natural choice. The estimates of hit rates will have
only a weak dependence on this choice due to charge sharing among pixels. For example,
30x300 pm? pixels, proposed in the next section, will have a slightly higher hit rate. In
order to avoid this problem, we have used “clusters” to estimate the hit rate and then
scaled it by a factor of 3 to obtain the pixel hit rate. As a reference, simulations for CMS
have yielded a value of 2.7 for this scaling factor.
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Hit distribution in an event

Figure 9: A histogram of cluster occupancy for the inner most layer. The mean occupany
for a tile is about 0.14 per crossing.

The silicon tracker ladders were divided into 12 sections, each 1 cm along the z direc-
tion, to make “tiles”. The width of these tiles is 2.2 em, twice as wide as the proposed
pixel tiles. Figure 8 shows the cluster occupancy for the innermost layer. The tiles have
been binned along z into 72 bins representing 6 barrel wheels of 12 cm length each. The
first layer does not have the first and the sixth wheels, hence only tile numbers 13 to 60
are plotted. Tiles with no hits in a given event have been suppressed. It can be seen that
there is only a slight z dependence in the occpancy.

In figure 9, the occupancy is histogrammed after including the zero bins. From this
plot we can read that the average occupancy for a tile in the inner layer is about 0.14
clusters. After using the factor of 3 scaling for charge sharing (and 1/2 for twice the area),
this amounts to about 0.2 hits per crossing. For the third layer, the average turns out to
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Radius || 1 Int | 3 Int | 6 int
2.5 cm || 0.15 0.3 0.6
7.5 cm || 0.03 | 0.08 0.2

Table 2: Hit pixels per sq cm for inner and outer layers.

be about 0.15 hits per crossing.

Table 2 contains the data rate as a fuction of the number of interactions in a bu;lch
crossing and the radial position of the detector. The rate has been averaged over +25cm

in z. The scaling factors mentioned above have been included.

As can be seen, for the average case of 6 interactions/crossing (for luminosity levelled
TeV33), the number of hit cells is less than 1 at the innermost layer. This implies that
if we limit the number of transmitted hits (at L0) from each readout chip to be no more
than say, 4, the resulting loss will be negligible. Figure 10 is the same as figure 9, except
that the zero bin has been suppressed. As can be seen the distribution has very little
population above 4 hits. -

Next, we estimate the probability for a pixel unit cell to be hit twice within the L1
latency, ie, 32 bunch crossings. For the worst case of large area unit cells (assuming 50x400
pgm?) at the innermost radius, we get 0.6 hits being shared by 5,000 cells per crossing.
This is a rate of 1.2210~* hits per cell per crossing. This implies that the probability for
being hit twice within 32 crossings is about 0.4%. For the proposed size of 30x300 um?
this propability drops to about 0.2%.

In summary, we conclude that the pixel detectors can be used as an L1 device provided
that they can transmit the digital addresses of an average (maximum) of 0.6 (4.0) unit cells
per crossing. Additional information such as the pulse height can be stored in the unit
cell provided we are prepared to accept a corruption of 0.2% of the data due to multiple
hits. These two numbers have a major influence on the readout architecture discussed in
section 6. Next, we discuss more detailed parameters of the pixel detector.

5 Pixel Detector Design

The most important design parameter that makes D@ different from other efforts at
LHC is the substantially longer bunch crossing interval. Other differences include 1)
finer segmentation, 2) L0 trigger pick-off and 3) acceptable deadtime due to L1 readout.

14

624




Entries 109728
Mean 1.288
RMS 0.5917

g

Jfrequency
LI

70000 |- Layer I

s0000 [

30000 |-

20000 |-

10000 -

2 2.5 3 3.5 -+ +5
Hit distribution in an event

Figure 10: The cluster occupancy per tile for layer 1 where the zero bin has been sup-
pressed. The tail above 4 hits is negligible. '

We have arrived at a conceptual layout of the pixel readout chip as shown in figure 11.
The chip consists of 32 columns and 256 rows. The row pitch is 30 microns and the column
pitch is 300 microns. Four tiles constitute a ladder which is approximately 1.6 cm wide by
4 cm long and shares a common data bus. Below we clarify various design features that

were kept in mind in order to arrive at this layout:

e A 30 micron pitch is desirable in order to match the fiber tracker momentum res-
olution at L1. If bump-bonding or other technical reasons render 50 microns (or
higher) ‘as the achievable pitch, we will have to correspondingly (square-root of ra-
tios) increase the lever arm. This results in proportionately higher costs.

e Binary information from the pixels at L0 is desirable. This requires a so-called data
i)ush architecture (DPA) design [8]. An asynchronous DPA chip transfers all hits
to the outside world much like a wire chamber would except here the data arrive
sequentially and in digitized form. Usually, each hit results in the measurement of
a 4-dimesional point and transmission of a data-packet consisting of a time-stamp,
a column address and a row address. The asynchronous operation also implies that
hits are not necessarily transmitted in a time-ordered sequence. Various readout
designs exist (for SSC or LHC) that employ a DPA like scheme [9][8] but these were

15
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designed for much higher bunch crossing frequencies. A chip designed for Fermilab
should be able to operate synchronously as described below.

R hip: 32 x 2 W,

32 columns

Row Logic
256 ->8
Encoder

256 Ro
w/ wired

OR [

Unit Cell &
30x300 pm2y

8{ Trigger
out

16, Data/Control

7 Bus

Figure 11: Conceptual design of a pixel readout chip. The architecture is column-based
data-push. There is no Column OR signal but a Row OR is implemented for trigger
purposes. A ladder using 4 tiles and a common data bus is also shown.

e For D@ a simplification to the DPA design would be to only transmit an OR of pixel
row (ie,narrow dimension) addresses. This would reduce the L0 data rate by more
than a factor of 2 primarily because of column address suppression and somewhat

more because of occasional double hits in a row. The wired OR can in principle be -
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-~ 626




bridged over say, 4 chips, and be as long as 4 cm. This has led us to consider a 4 cm
long ladder; the exact specification will be determined based on data transmission
capabilities of the bus.

Maintaining the fully synchronous nature of the L1 trigger in D@ is essential. For
a DPA design, this will result in some loss of trigger data for unusually busy events
wherein we will have to truncate the list of hits. An acceptable cutoff, determined
from simulations, is at a maximum of 4 hits per crossing per readout chip. Once
again, a row OR will suffer much less from these truncations.

D® data acquisition is not dead-timeless. Both the calorimeter and tracker incur
deadtime of about 5us for every L1 trigger. For an L1 rate of < 10kH z, this results
in no more than about 8% dead-time. Hence, unit cells in the pixel readout can
be used for data storage during L1 latency, provided the readout at L1 can be
performed in less than 5us. An example of the data stored in the unit cell would
be its pulse height and a time-stamp (or equivalently, a pointer to a bunch crossing
buffer memory location.)

» Due to limited access for services into the inner tracker, keeping the power load to a
minimum is very important. A desired goal would be-to keep the dissipation below
0.25 watts/cm?. This level has been acheived by various groups designing readout
chips.

For reasons of minimizing mass, the number of cables (eg, kapton) also have to be
minimized. Hence, a general rule of making all busses bi-directional (for downloading
and for readout) is advisable. However, due to speed considerations, the L0 trigger
path will probably have to be separate. Hence, we suggest that each readout unit
compress (ie, sparsify and encode) its information into 8-bit words for transmission
on a common serial bus during L1 readout. For now we consider a 16-bit wide bus
to the end of the ladder where the conversion to a serial transmission can occur. The
trigger bus, however, would be an 8-bit dedicated bus for each ladder.

Use of fiber optics similar to that planned for the LHC would be very useful. As
a rough estimate, the pixel tracker would require one kapton cable per 1.6 x 4 cm
ladder as compared to the run II silicon tracker which sends out one kapton cable
per 12 cm x 2.2 cm ladder. Hence, the cable plant for this pixel tracker would be
about a factor of 4 bigger for each barrel. Even though the number of barrels in
pixels would be less, and some reduction in number of traces is possible, kapton is a

cumbersome medium and fibers are preferrable.
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Keeping these points in mind, we have designed a readout architecture and generated
preliminary specifications. This is described in the next section.

6 Readout Architecture

The following architecture is a blend of various designs already being developed. It is a
column-based architecture adapted for the longer bunch crossing interval. The column
periphery is greatly reduced because the data storage is implemented in the unit cells.
The acquisition sequence is broken up into read and write cycles which do not occur
simultaneously, and hence avoid interference. Furthermore, the digital and analog parts
of the write cycle are also separated in time to reduce cross-talk. Below we describe the
architecture. It is useful to remember that the rows are the narrow dimension and the

columns are the wide dimension.

6.1 Write Cycle

The write cycle is the “live” mode for the detector and consists of the following functions:

Analog Cycle The analog block of the unit cell collects the input charge and fires a dis-
criminator no later than T0 + 38 ns (two ticks of beam clock). This limitation on allowed
time-walk, frees up 5 clock ticks for the digital cycle. -Also, it is larger than the 25 ns
requirement for LHC detectors and hence, it is hoped that there will be some saving in
the power dissipation in the unit cell compared to those designs (time-walk, noise and
power dissipation are all related specifications).

Digital Cycle 1 The presence of a discriminator “true” is recorded by the Row-periphery
via a hard wired OR along the rows. The digital block of the unit cell latches a 6-bit

gray-code number into a local register. This value which corresponds to a bunch crossing

number between 0-31 is available to each cell over common bus lines. The number is
updated at the start of the 3rd tick (38 ns) of the beam clock in order to avoid interference
with the functioning of the analog block. The call also stores its analog pulse height on a
local capacitor.

The “hit” cell can now be dead for the next 32 crossings. The loss due to this is
minimal as shown in our rate simulations. In the rare case that the cell has a latched
value from some previous crossing, it is overwritten. Meanwhile, a digital comparator
compares the latched value to the current crossing number, and resets the unit cell if the
numbers match, indicating that 32 crossings have elapsed. Hence, a unit cell stays disabled
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for 32 crossings after being hit and then resets itself.

In case an L1 trigger is received during these 32 crossings, all hit cells arm themselves
for a "read” cycle. This is described later.

In summary, the digital part of the unit cell has three modes, set”, "reset” and "read”.
During ”reset”, it waits for the discriminator to fire and if so, enters the ”set” mode.
During ”set” it checks every bunch crossing to either a) reset itself if 32 crossings have
elapsed or b) look for an L1 trigger in which case it arms the token stop circuitry and enters
the ”read” mode. During “read” it waits for the arrival of the token to initiate readout.
During both ”set” and ”read” the discriminator is disabled. These logical functions are
performed by the unit cell between T0+38 ns and T0+57 ns (3rd tick).

Digital Cycle 2 This is the trigger cycle which is fully synchronous and occurs between
T0+438 ns and T0+132 ns. During this cycle, the latched hits in the row-periphery are
zero-suppressed, encoded into 8-bit addresses and transmitted off-chip. This sequence has

to be especially fast so as to maximize the amount of data that can be transferred in 95
ns (10 ticks for a 106 MHz clock). Since there is no analog activity during this time, the
circuitry can be made as noisy and power-hungry as necessary. The output can be on an
8-bit bus, but it is desirable to reduce the number of lines and hence multi-level encoding
will be very useful. We have an ambitious goal of encoding and transferring upto 6 hits
in 95 ns. Preliminary circuit designs have shown that it is quite feasible.

6.2 Read Cycle

The read cycle is the main acquisition mode during which the detector is “dead”. It is
initiated by the arrival of an L1 trigger. The bunch crossing clock is halted, the discrim-
inators in the unit cells are disabled and a readout token is initiated. Each latched cell
compares its value to the crossing number and stops the token if they match. After a token
is stopped, the unit cell transmits its own row address and pulse height to the column
periphery. The row-address is burnt-in in the silicon layout and the transfer is serial. The
column-periphery mainly consists of multiplexing logic. For each row-address it attaches
a column-address and sends the data packet off-chip.

The output for digital data is serial. The analog data are sent in parallel on another
line. The sequence of data transmission is shown in table 3.

Since the digital data for each hit will take at least 130 ns (14 bits @ 106 MHz), the
analog bus should have sufficient time to settle itself to a 5-bit value. This value is digitized
off-chip, most likely in a flash ADC at the end of the ladder. Commercial rad-hard ADC’s
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Transfer No. || Clock Tick Digital Bus Analog Bus

1 1 CHIPID
2 2 Col Address 1 | Pulse Height 1
- 9 Row Address 1
3 16 Col Address 2 | Pulse Height 2
- 23 Row Address 2

n+1l 14n+2 Col Address n | Pulse Height n
- 14n+49 Row Address n

n+2 ~ 15n+42 END OF DATA

Table 3: Data sequence from a pixel tile after an L1 trigger is received.

with a 100 ns digitization time are readily available.

At the end of a read cycle, all chips are fully reset and enter the write (or, “live”)
mode. At this point the entire cycle is repeated.

The implementation of such a pixel readout will require the development of a suitable
readout chip. A pixel readout chip called FPIX0 has been developed at Fermilab [11].
This chip is designed specifically for 132 ns operation and has a column-based architec-
ture. Preliminary results from testing are very promising and the important specifications
related to time-walk, noise and power dissipation have been met. A new chip called FPIX1
is being designed [12]. This chip has a readout architecture that is similar to the one de-
scribed above in its functionality but the implementation is quite different. Furthermore,
it sends both row and column addresses for each hit. As mentioned earlier, this gives us
more flexibility in the trigger algorithm but comes at the cost of having to more than
double our transmission bandwidth. Efforts are underway to design a chip compatible
with the needs of the D@ trigger.

7 Summary
We have shown that an inclusive b-jet sample above a moderate py threshold can be

collected in the TeV33 running of DO if we employ a trigger based on pixel detectors.
Preliminary simulations show that the rates will be manageble. Problems due to occupancy
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and radiation damage are well controlled in such a tracker. A conceptual architecture for

this readout and trigger has been defined.
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