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We report preliminary measurements of the central inclusive jet cross section at
p
s = 1:8 TeV

by the D� and the CDF collaborations at the pp Fermilab collider. They are based on an
integrated luminosity of 92 and 87 pb�1, respectively. The cross sections are measured as a
function of jet transverse energy in the pseudorapidity interval 0:1 < j�j < 0:7 (CDF), and the
two pseudorapidity ranges j�j < 0:5 and 0:1 < j�j < 0:7 (D�). D� reports good agreement
with the Next-to-Leading Order QCD predictions currently available. CDF observes an excess
above 200 GeV, which can be accommodated with a modi�cation in the gluon distribution
function at high x.

1 Introduction

High transverse momentum jets are predominantly produced in inelastic non-di�ractive proton-
antiproton collisions by two body scattering of a single proton constituent with an antiproton
constituent. Predictions for the inclusive jet cross section have been made 1;2;3 using Next-to-
Leading Order (NLO) Quantum ChromoDynamics (QCD). These calculations reduce theoretical
uncertainties to approximately 30% 4. We measure the inclusive double di�erential jet cross
section, d2�=dETd�, as a function of the jet ET , de�ned as the energy transverse to the incident
beams. We use the data samples collected during the period 1994-1995 by the D� 5 and CDF 6

detectors at the Fermilab Tevatron Collider. Previous measurements of inclusive jet production
with smaller data sets have been performed and published by the UA2 7 and CDF 8 experiments.
In particular, the CDF collaboration has reported excess jet production at large ET relative to
the QCD predictions.

2 Sample Selection

Jet detection in the D� detector primarily utilizes the uranium{liquid argon calorimeters. Pseu-
dorapidity is de�ned as � = �ln(tan(�=2)), where � is the polar angle of the object relative to
the proton beam. The calorimeter depth in units of interaction lengths is on the order of 7.2 for
j�j < 0:7. It is segmented into towers of �� ��' = 0:1 � 0:1, where ' is the azimuthal angle
in radians. Online, event selection was performed in two hardware stages and a �nal software
stage. The �nal stage selected jet candidates using a fast reconstruction algorithm and imposed
speci�ed thresholds on the jet ET . The software jet thresholds were 30, 50, 85, and 115 GeV
with integrated luminosities of 0.34, 4.6, 55, and 92 pb�1 respectively.

Jets were reconstructed o�ine using an iterative jet cone algorithm with a cone radius of
R=0.7 in �-� space 9. Background jets from isolated noisy calorimeter cells and accelerator
losses were eliminated with quality cuts. Background events from cosmic ray bremsstrahlung or
mis{vertexed events were eliminated by cutting on the missing transverse energy in each event,



E/T . Residual background contamination is less than 1% at all ET < 500 GeV based on event
simulations with imposed noise distributions and on scanning of all very high ET jet candidates10.

CDF calorimeters use lead-scintillator or steel-scintillator/gas as passive and active materials,
respectively. The calorimeter depth is on the order of 5.5 interaction lengths for j�j < 0:7. The
segmentation in �-' space is 0:1 radians �15�=5� in the central/forward regions. Event selection
is done similarly to D�. Trigger thresholds of 20, 50, 70, and 100 GeV were imposed to jets. Jets
were reconstructed using a cone algorithm 11 with radius of R=0.7. Cosmic rays and accelerator
loss backgrounds were removed with cuts on event energy timing and on E/T . The remaining
backgrounds are estimated to be less than 0.5% in any ET bin.

3 Energy Corrections

At D� the jet ET was corrected for o�sets due to the underlying event, additional interactions,
and energy depositions from uranium decay; detector uniformity; detector response; and shower-
ing loss 12. The showering correction compensates for energy (from particles emitted within the
cone) that leaks outside the cone during particle showering inside the calorimeters. The response
was derived from 
-jet events using momentum conservation in the transverse plane. At � = 0,
the mean total jet energy correction factor is 1:160� 0:015% at 100 GeV and 1:120� 0:023% at
400 GeV. The steeply falling ET spectrum is distorted by jet energy resolution. The distortion is
corrected by assuming a trial unsmeared spectrum (AE�B

T ) �(1�2ET =
p
s)C , smearing it with the

measured resolution, and comparing the smeared result with the measured cross section. This
procedure is repeated by varying the parameters A;B; and C until the observed cross section
and smeared trial spectrum are in good agreement. At all ET the resolution, as measured with
dijet ET balance, is well described by a gaussian distribution; � at 100 GeV is 7.5%. Resolution
correction reduces the observed cross section by 13�3% (8�2%) at 60 (400 GeV).

At CDF the measured ET spectrum is corrected for detector and smearing e�ects caused
by �nite ET resolution with the \unsmearing procedure" described in Ref. 13. A Monte Carlo
simulation was tuned to the CDF data and used to determine the detector response functions.
A trial true (unsmeared) spectrum was smeared with detector e�ects and compared to the raw
data. The parameters of the trial spectrum were iterated to obtain the best match between the
smeared trial spectrum and the raw data. The unsmearing correction may be thought as an ET

correction, on the order of 10%, plus an additional 10% (70%) correction to the cross section at
70 GeV (400 GeV).

Figures 1-2 show the energy scale and unsmearing correction factors for the two experiments.
In the case of D� the point-to-point correlation coe�cients of the jet energy response relative
to energy values of 20, 50, 100, and 500 GeV are also shown. The response contributes the
largest uncertainty to the jet energy scale and, therefore, to the inclusive cross section. The
large correlation coe�cients translate into low 
exibility for the inclusive cross section to a shape
change at high ET .

4 Results

The D� fully corrected cross section for j�j < 0:5, shown in Fig. 3, has been averaged over
each ET bin (�ET ) and over the central unit of rapidity (��=1). Figure 3 (left) also shows a
theoretical prediction for the cross section from the NLO event generator JETRAD 3. There is
good agreement between the prediction and the data over seven orders of magnitude. The NLO
calculation requires speci�cation of the renormalization scale (�), parton distribution function
(pdf), and the parton clustering algorithm. For the theoretical predictions shown here � =
Emax

T =2 where Emax

T is the maximum jet ET in the generated event. In Fig. 3 (left) we used
CTEQ3M, one of many possible pdf selections discussed in the Ref. 14. For these calculations,



Figure 1: Left: D� energy scale correction factor and fractional error for � = 0. Nominal, high (nominal +�),
and low (nominal ��) correction factors are shown. Right: The four curves show the point-to-point correlation

of the D� response relative to energy values of 20, 50, 100, and 500 GeV respectively.
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Figure 2: Left: D� resolution correction and error. Nominal, high (nominal +�), and low (nominal��) correction
factors are shown. Right: CDF ET and smearing correction factors.



partons within 1.3 R of one another were clustered if they were also within R=0.7 of their ET

weighted ��� centroid. The theoretical choices are fully discussed in Ref.4. The errors plotted at
each point in Fig. 3 (left) are statistical only and uncorrelated point-to-point in ET . The data has
an overall luminosity error of 6.1%. The band shows the total systematic error (excluding the 6.1%
luminosity uncertainty) as a function ofET . Figure 3 (right) also shows the individual components
contributing to the total systematic error. These include jet and event selection, energy scale,
resolution unsmearing, trigger matching, and luminosity uncertainties. The components were
added in quadrature to obtain the total error. The jet energy scale uncertainty dominates over
the whole kinematic range. Errors are fully correlated point-to-point in ET except for the jet
selection, trigger match, and energy scale components.
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Figure 3: Left: D� inclusive jet cross section averaged over the j�j < 0:5 range. The circles are the data and
the diamonds the theoretical prediction. The solid band shows the total systematic error. Right: individual
components contributing to the total systematic uncertainty on the inclusive jet cross section measurement. The
jet energy scale error dominates; errors are fully correlated point-to-point in ET except the jet selection, trigger

match, and energy scale components.

Figure 4 (left) shows the CDFmeasurements of (D-T)/T versus jetET in the range 0:1 < j�j <
0:7, where D denotes data and T denotes the theoretical prediction. The error bars are statistical
only. Figure 4 (left) allows a comparison of the CDF published inclusive jet cross section 8 (Run
1A in open circles) with the preliminary result using a larger sample (Run 1B in full circles).
The two measurements are in good agreement. The theory is NLO QCD (eks 1), using the
CTEQ3M pdf set. The CTEQ3M set was derived from deep inelastic scattering, early data from
the electron-proton collider, HERA, andW boson asymmetry and Drell-Yan measurements. The
systematic uncertainties of the preliminary measurement are not �nalized; they are expected to
be similar to published results 8. The CDF inclusive jet cross section is consistent with NLO
QCD predictions below ET � 200 GeV. The apparent excess at high ET can be accommodated
with a modi�cation in the gluon distribution function at high x.

Figure 4 (right) shows the D� measurements of (D-T)/T plots in two ranges: j�j < 0:5
and 0:1 < j�j < 0:7. The second measurement has been performed to facilitate the comparison
between the data of the two experiments. The theory is jetrad, using the CTEQ3M pdf set.
The error bars are statistical only, and the dashed band shows the total systematic uncertainty
in the ratio. The D� preliminary result is in good agreement with NLO QCD predictions over
the whole measured ET range. Figure 5 (left) shows (D-T)/T ratios of the D� data and the
NLO QCD prediction (CTEQ4M). The CTEQ4M pdf set includes recent data from HERA, as
well the D� (an early version) and CDF preliminary inclusive jet cross sections. The prediction



and the data are in good agreement over the whole measured ET range.

Figure 5 (right) shows the ratio (D�-CDF)/CDF, where D� means D� preliminary data
points and CDF means a �t to the CDF preliminary measurement. The plot shows the D� sys-
tematic uncertainty propagated on the ratio, and also the fractional error on the cross section for
both experiments. For CDF the band is the uncertainty taken from the published measurement 8

and overlapped onto the preliminary result. The di�erence between the measurements of the two
experiments are well within the systematic error bands, below ET � 300 GeV. It should be noted
that the D� measurement is expected to be 3.5% lower than CDF's, given that the two experi-
ments use a di�erent value for the pp total inelastic cross section in the luminosity determination;
CDF uses its own measurement and D� the world average (CDF and E710 results).
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Figure 4: Left: (D-T)/T versus jet ET (CDF). The theory is NLO QCD (eks) using � = Ejet
T
=2, and the

CTEQ3M pdf set. The open circles show the published measurement (Run 1A) and the full circles show the
preliminary measurement in the 0:1 < j�j < 0:7 region using a larger sample (Run 1B). Systematic errors on the
preliminary measurement are not �nalized. Right: (D-T)/T from D� in the pseudorapidity ranges, j�j < 0:5 and
0:1 < j�j < 0:7. The theory is NLO QCD (JETRAD), using CTEQ3M and � = Emax

T =2. The dashed band is the
total systematic uncertainty on the ratio (luminosity error not included).

5 Summary and Conclusions

CDF and D� have made precise measurements of the inclusive jet cross section. The system-
atic uncertainties are of the same order as, or smaller than, the uncertainties in the NLO QCD
predictions. The D� preliminary measurement has been improved with respect to the result
presented in Ref. 15 (reduced uncertainties and error correlation analysis); it remains in good
agreement with NLO QCD predictions. A quantitative comparison between the D� data and
theory is underway. It will be based on a �2 test using the total error covariance matrix, which
includes correlation information in the non-diagonal elements. The CDF preliminary measure-
ment is consistent with NLO QCD predictions below ET � 200 GeV. The apparent excess at
high ET can be accommodated with a modi�cation in the gluon distribution function at high x.
The di�erence between the measurements of the two experiments are well within the error bands,
below ET � 300 GeV.



Figure 5: Left:(D-T)/T versus jet ET (D�) in the pseudorapidity ranges, j�j < 0:5 and 0:1 < j�j < 0:7. The
theory is NLO QCD (jetrad) using � = Emax

T =2, and the CTEQ4M pdf set. The dashed band is the total
systematic uncertainty on the ratio (luminosity error not included). Right: Cross section ratio (D�-CDF)/CDF,
where D� means D� data points and CDF means a �t to the CDF preliminary measurement. The small circles
are the D� systematic uncertainty propagated on the ratio. The solid and dashed bands are the fractional error
on the cross section for D� and CDF, respectively. For CDF the band is the uncertainty taken from the published

measurement and overlapped onto the preliminary result.
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