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Abstract. We present results on the inclusive jet cross section at
p
s = 1800 GeV

and 630 GeV, the two-jet cross section, multijet physics and the multijet di�erential
cross section from the CDF experiment at the Fermilab Tevatron Collider.



1 The inclusive jet cross section at 1800 GeV and 630

GeV

The inclusive jet cross-section is obtained by measuring the number of events
in a given bin of ET normalized by the integrated luminosity and acceptance.
The published CDF result based on a 19.5 pb�1 data sample showed an ex-
cess of events at high ET [1]. The preliminary results from 87 pb�1 of data
from Run IB are shown in Fig. 1(left) compared to NLO QCD predictions
[2] using a renormalization scale � = ET =2 and the CTEQ3M parton dis-
tribution functions (PDFs). The results are also compared to the previous
data using the same PDF and scale. The two datasets are in good agreement.
The systematic uncertainties are expected to be about the same size as the
published result. Another way to test QCD is to measure the inclusive jet
cross-section at two di�erent center-of-mass energies. The scaling hypothesis
predicts that if the cross-sections are written in a form that makes them di-
mensionless then they will be independent of

p
s. QCD predicts that there

will be scaling violations due to the evolution of the PDFs with Q2 and the
running of �s . The CDF experiment has recorded data at

p
s = 546 and 630

GeV in addition to 1800 GeV. In a previous measurement [3] using data atp
s = 546 GeV, scaling was ruled out at the 95% C.L. but a disagreement

with the NLO QCD predictions was observed in the low ET region at the lev-
el of 1.5-2 �. Fig. 1(right) shows the ratio of the scaled cross-sections plotted
as a function of xT = 2ET =

p
s. The same disagreement that was observed at

546 GeV is observed in the low xT region for the data at 630 GeV. The sys-
tematic uncertainties for the previous measurement at 546 GeV are shown,
these are not expected to change signi�cantly for 630 GeV.
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Fig. 1. Left: The preliminary Run 1B inclusive jet measurement is compared to
the published CDF result and to NLO QCD predictions using the CTEQ3M PDF.
Right: The ratio of scaled cross sections at

p
s = 1800 and 630 GeV.
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Fig. 2. Left: Comparison of data and NLO cross sections in the di�erent rapidity
bins. Right: Extracted �s values as a function of jet ET for CTEQ4M.

Fig. 3. Distributions of cos�� and  for events with � 6 jets compared to theoretical
predictions.

2 Inclusive Two-jet cross section

In this measurement, the two highest ET jets are identi�ed and one is re-
quired to be in the central (0.1� j�j �0.7) region. Because the central region
has the smallest energy scale uncertainty, the central jet is used to measure
the ET of the event. The other jet, called the \probe" jet, is required to have
ET >10 GeV and to fall in one of the � bins: 0.1� j�j �0.7, 0.7� j�j �1.4,
1.4� j�j �2.1, 2.1� j�j �3.0. There are no restrictions on the presence of
additional jets. Fig. 2(left) shows the cross section in the individual � bins
as a function of the central jet ET . JETRAD [4] is used for the theoretical
predictions with renormalization scale � = Emax

T /2. The data are compared
to the predictions using three PDFs, CTEQ4HJ, MRSD0', and CTEQ3M.
The statistical uncertainty is shown on the points; the systematic uncertain-
ty is under study. Comparing the data with NLO QCD allows us to extract
information about the strong coupling constant �s [5]. We determine �s(�)



for each bin of ET , �1, �2 using � = ET =2. The �t region is 50 < ET < 150
GeV and 0.1� j�1j �0.7, 0.1� j�2j �0.7. The result of the �t for CTEQ4M
is shown in Fig. 2(right). The running of �s with ET can be clearly seen.
Evolving back to �s(MZ) yields �s(MZ) = 0:117 � 0:009 (statistical + ex-
perimental systematic uncertainties). Note that due to the interplay between
the gluon distribution and the value of �s in the PDF this cannot really be
considered a measurement in the same sense as the LEP determinations.

3 Multijet physics

This analysis uses a sample of events taken with a total transverse energy
(
P
Ejet
T ) trigger. Inclusive multijet samples are de�ned after jet energy cor-

rections have been applied and backgrounds removed. The data is compared
to predictions from the NJETS LO 2! N Monte Carlo[6] and the HERWIG
parton shower Monte Carlo[7] as well as with a phase-space model.

In its rest frame an N-Jet system can be de�ned by 4N � 4 independent
variables [8]. The data contains 3, 4, 5 and 6 jet events, providing 56 vari-
ables which can be compared to theoretical predictions [9]. Both HERWIG
and NJETS give reasonable descriptions of all 56 variables. Fig. 3 shows the
angular distributions cos �3 and 	3 for events with � 6 jets. Good agreemen-
t between the data and the QCD predictions is observed while the data is
clearly in disagreement with the phase space model.

Fig. 4. Multijet di�erential cross section for (a) Emin

T (20) and (b) Emin

T (100) com-
pared to theoretical predictions.

3.1 Di�erential Cross Section for Multijet Events

We measure the cross section for multijet events as a function of the total
transverse energy �Ejet

T , where the sum is over all jets passing a given Emin
T



[10]. Two values of Emin
T have been used, 20 GeV (Emin

T (20) ) and 100 GeV
(Emin

T (100) ). The higher value is chosen to provide a data sample that better
approximates the NLO QCD calculation. The data sample consists of events
with �Ejet

T > 320 GeV. The data have been corrected for the e�ects of
detector resolution. The data are compared to predictions from HERWIG
with CTEQ2L PDF's and renormalization scale Q2 = stu=2(s2 + u2 + t2)
and to predictions from JETRAD with CTEQ4MPDF's, and renormalization
scale = 0.5�Ejet

T . Figure 4 shows the CDF data compared to the predictions.
The normalization for Emin

T (20) is not well predicted by HERWIG or NLO
QCD. For Emin

T (20) 31% of the events have >3 jets which suggest that O(�4s)
corrections to the NLO 2! 2 calculation may be important. There is much
better agreement with NLO QCD for Emin

T (100) but the agreement with
HERWIG is still poor. This suggests that the NLO calculation can better
describe the data once we are in a region where two-jet events dominate (95%
have only two jets passing the threshold). Poor agreement is to be expected
for HERWIG, because although it includes a parton shower, the underlying
hard scattering cross section is only LO 2! 2. Sensitivity to renormalization
scale is also an indication of the in
uence of higher order terms. Changing
the � scale from �ET /2 to �ET /4 increases the predicted NLO cross section
by 26% for Emin

T (20) and only 7% for Emin
T (100) .
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