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We have performed an experiment in the Antiproton Accumulator at Fermilab to study two-body neutral
final states formed inp̄p annihilations. Differential cross sections are determined in the center-of-mass energy
range 2.911,As,3.686 GeV for the final statesp0p0, hp0, hh, p0g, andgg. The energy dependence of
differential cross sections at 90° in the center of mass is studied to test the predictions of phenomenological
QCD scaling hypotheses which predict power-law dependence.@S0556-2821~97!02915-9#

PACS number~s!: 13.75.Cs, 14.40.Gx

I. INTRODUCTION

We report measurements of differential cross sections for
the annihilation processes

p1 p̄→p01p0, ~1!

p1 p̄→h1p0, ~2!

p1 p̄→h1h, ~3!

p1 p̄→p01g, ~4!

p1 p̄→g1g, ~5!

in the center-of-mass energy range 2.911,As,3.686 GeV.
For reactions~1!, ~2!, and~3! we present additional data at
As54.274 GeV.

The data are from Fermilab experiment E760, in which
high-resolution charmonium spectroscopy was performed at
the Antiproton Accumulator. Circulating antiprotons inter-
acted with protons in a hydrogen gas jet to form charmonium
states that were detected in charged and neutral decay modes.

The experimental neutral trigger was suitable for collecting a
large and unbiased sample of data for the above reactions in
the center-of-mass angular rangeucosu* u<0.6. These data
were taken parasitically so the beam energy sampling was
determined by the charmonium running. Little data have
been previously obtained for these reactions. In this energy
range, there are prior data only for reaction~1!, obtained by
R704, a charmonium experiment performed at the CERN
Intersecting Storage Rings~ISR! @1#. There are no higher
energy data available.

The primary motivation for the study ofp̄p annihilations
to two mesons is the discovery of heavy meson resonances
that couple toN̄N, as predicted by potential models and by
QCD @2#. By studying reactions~1!, ~2!, and~3! we obtain
the following simplifications with respect to elastic and
charge exchangeN̄N scattering: the strong diffractive ampli-
tude present in the elastic channel is absent; there are two
independent amplitudes compared to five for the elastic
channel; theJP(I G) of p0p0 and hh final states must be
even1(01), the I G of hp0 must be 12, and thep0g final
state must haveC2 andJÞ0. Several high statistics experi-
ments have determined differential cross sections and ana-
lyzing powers for annihilations top1p2 @3–5# and differ-
ential cross sections for annihilations top0p0 @6# for 2.0
,As,2.6 GeV. Resonances have been reported based on
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partial wave analyses of these data@7–9#. However the pres-
ence of partial wave amplitudes up toJ54 and the assump-
tions made to resolve intrinsic ambiguities cause different
authors to obtain quite incompatible results. Recent work
@10# offers an alternative nonresonant explanation for the
pronounced oscillation in the differential cross sections and
large analyzing powers observed for these reactions. In this
experiment, done for the purpose of studying charmonia, the
angular coverage is typicallyucosu* u<0.6 and we cannot
contemplate an accurate partial wave analysis.

One can study these data in the context of phenomeno-
logical QCD. Exclusive hadronic reactions are intrinsically

nonperturbative since all of the partons in each hadron must
participate in the interaction so that each parton can assume
its appropriate momentum within the final state hadrons.
However, it is expected that in certain kinematic regimes,
notably large angle~hard! scattering at asymptotic center-of-
mass energies, there are simplifications which allow a per-
turbative approach to be successful.

The ‘‘dimensional counting’’ approximation@11# assumes
that for exclusive scattering reactions, the scaling behavior of
the physical scattering amplitude (s→`, t/s fixed! is the
same as the scaling behavior of the free-quark amplitude in
the Born approximation. As applied to hadron scattering, one
considers a short-distance amplitude in which a single con-
stituent of each hadron plays an active role in the scattering.
The other constituents are accommodated in the final state
hadrons only when they have large components of momen-
tum transverse to the momenta of the parent hadrons. The
resulting cross section is small and falls rapidly with increas-

FIG. 1. E760 detector layout.

TABLE I. Summary of luminosities and trigger efficiencies for
the data used in thep0p0, p0g, andgg analyses.

As ~GeV! E Ldt ~nb21!

ep0p0 ep0g egg

2.911 53.1 0.86 0.89 0.93
2.950 197.5 0.90 0.91 0.93
2.975 423.9 0.87 0.91 0.92
2.979 165.3 0.89 0.92 0.93
2.981 392.6 0.89 0.91 0.93
2.985 200.2 0.89 0.91 0.92
2.990 513.0 0.85 0.91 0.92
2.994 308.9 0.88 0.91 0.91
3.005 171.0 0.88 0.91 0.91
3.050 53.6 0.88 0.89 0.91
3.097 384.4 0.90 0.92 0.92
3.524 4342.4 0.87
3.526 10466.7 0.88
3.527 1016.4 0.88 0.89
3.556 1377.4 0.87 0.88 0.89
3.591 923.8 0.88 0.89 0.90
3.595 826.8 0.85 0.86 0.87
3.613 1167.2 0.86 0.87 0.88
3.616 1048.0 0.84 0.85 0.86
3.619 575.0 0.84 0.85 0.86
3.621 1216.4 0.87 0.88 0.89
3.686 994.6 0.88 0.89 0.90
4.274 332.5 0.90

TABLE II. Summary of luminosities and trigger efficiencies for
the hp0 andhh analyses.

As ~GeV! E Ldt ~nb21!

ehp0,hh

2.911 49.4 0.64
2.950 189.0 0.83
2.975 423.5 0.77
2.979 152.9 0.83
2.981 393.4 0.83
2.985 201.2 0.82
2.990 512.5 0.67
2.994 310.1 0.78
3.005 172.4 0.78
3.097 591.0 0.79
3.526 9883.2 0.77
3.592a 1709.8 0.77
3.617b 3868.9 0.76
4.274 357.8 0.83

aThe sum of stacks with energies 3.591 and 3.594 GeV.
bThe sum of stacks with energies 3.613, 3.616, 3.619, and 3.621
GeV.
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ing s because such constituents are found comparatively
rarely. The free-quark amplitude, when all of the invariants
are large compared to the hadron masses, is;s22(ni1nf )/2,
where ni and nf are the numbers of initial and final state
partons. We then haveds/dt;s22ni2nf f (u) for the large
angle differential cross section at larges. For example,pp
elastic scattering is expected to fall ass210 and meson proton
elastic scattering ass28, in reasonable agreement with data

for As>8 GeV @12#. Applying this prediction to two meson
annihilations of p̄p, we anticipate thes dependence of
ds/dt at fixed large angle to bes28.

An alternative model for these reactions is that of Land-
shoff, in which each constituent of an initial state hadron
scatters on at least one constituent of the other initial state
hadron such that, after scattering, the momenta of the con-
stituents are so aligned that they recombine to make up the

FIG. 2. Kinematical distributions forp0p0 at
2.990 GeV for all cosu* . The lower plots have
two entries per event.E1 and E2 are the mea-
suredg energies forp0 decays. The arrows indi-
cate cuts made for event selection.

FIG. 3. MX and confidence level for fits to
hp0 candidates at 2.990 GeV. The arrows indi-
cate cuts made for event selection.
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final state hadrons@13#. The cross section is small partly
because the phase space available to the constituents after
they have scattered is limited, if they are to recombine. This
model also gives as2n prediction for the fixed angle differ-
ential cross section, where the power depends only on the
constituent-constituent differential cross sections. The pre-
dictions of the Landshoff model are in disagreement with
those based on dimensional counting, giving, for example, a
s28 dependence ofds/dt for pp elastic scattering instead of
s210 and s26 for two meson annihilations ofp̄p instead of
s28. A subsequent calculation by Mueller@14#, which takes
Sudakov suppression into account, modifies the predictions
of this model, givings2n with n intermediate between the
counting rule and Landshoff predictions, for examples29.6

for pp elastic scattering ands27.7 for p̄p to two mesons.
It is expected that both the short-distance amplitude and

the medium-distance Landshoff amplitude will contribute to
exclusive reactions@15#. The energy-dependent relative
phase of these amplitudes, called the chromo-Coulomb phase
shift @16#, is determined by the Landshoff process and is

computed in QCD. Interference between the amplitudes
causes an oscillation in lns with a period of approximately 1,
which is clearly observed in thepp elastic cross section at
90° for lns(GeV!>2. For p̄p annihilation to two mesons, we
expect the period of oscillation to be roughly the same as for
pp andp̄p elastic scattering@15#. Since the two pseudoscalar
meson annihilation reactions have a slower falloff ins than
these elastic scattering reactions and only two helicity ampli-
tudes, one may observe a robust oscillation and be able to
disentangle the contributing amplitudes.

In Sec. II of this paper we present the experimental tech-
nique, in Sec. III the analysis and in Sec. IV the results. We
obtain the approximate power-law behavior of the 90° dif-
ferential cross sections by fitting and compare our measure-
ments with the predictions of the dimensional counting and
Landshoff models. Reaction~5! was discussed in a previous
publication from this experiment@17# dealing withhc and
hc8 decays to twog’s. We find no signal for this process
away from thehc and x2 and determine an upper limit, in
disagreement with the results of CLEO@18#, which measured

FIG. 4. Akinematicsand acoplanarity distri-
butions forp0p0 at 2.990 GeV for cosu*,0.3.
The shaded histograms are simulated feed-down
backgrounds fromp0p0p0 andp0v.

FIG. 5. Akinematicsdistributions forp0p0 in
representative regions of cosu* at 2.990 GeV, fit
to a Gaussian plus quadratic.
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the inverse process using virtualg’s ~2 g physics!. We de-
termine a 90% upper limit of 43 pb for thegg reaction at
2.988 GeV with cosu*<0.4, compared to the CLEO result,
interpolated to the sameAs, of 60 pb.

II. METHODS

A. Technique

Experiment E760 was devoted to high-resolution studies
of charmonium and has been described previously@17,19#. It
was carried out at the Fermilab Antiproton Source where
antiprotons were stored and stochastically cooled in the ac-
cumulator ring at the design kinetic energy of 8.0 GeV. The
beam was decelerated to the desired energy at which time the
hydrogen gas-jet was turned on and data taking was started.
Data were taken for about one beam lifetime~40 to 90 h,
depending on the energy! before dumping the beam. Scans
of charmonium states were performed by accumulating data
at one or more energies for each ‘‘stack.’’

A total integrated luminosity of 30 pb21 was collected in
the center of mass energy range 2.910<As<4.300 GeV. In-
tegrated luminosities for the energies at which two-body
neutral final state events were analyzed are given in Tables I
and II. At individual energies below 3.100 GeV integrated
luminosities are typically several hundred nb21. Above
3.100 GeV, all energies but the highest~4.274 GeV! were
studied with about 1 pb21 or greater.

B. Experimental apparatus

Up to 531011 p̄ were stored and cooled per stack. Both
the beam and the gas jet were operated in dc mode and
antiprotons crossed the;3.531013 atoms/cm2 hydrogen
gas-jet target@20# with a revolution frequency of about 0.6

MHz, giving an instantaneous luminosity of up to 0.8
31031 cm22 s21. The size of the interaction region was de-
termined transversely by the beam size,;5 mm diameter,
and longitudinally by the gas-jet size,;6 mm. Both figures
correspond to 95% containment. For each stack we recorded
the integrated luminosity and characteristics of the antiproton
beam, including the revolution frequency spectrum and the
orbit position, necessary to reconstruct the antiproton mo-
mentum distribution. The antiproton beam momentum reso-
lution wassp /p;231024.

The integrated luminosity for each stack was obtained by
counting the number of recoil protons fromp̄p elastic scat-
tering in a silicon detector located at 86.5° from the beam
direction @21#. The absolute luminosity was determined us-
ing the knownp̄p elastic scattering cross section, the solid
angle subtended by the detector, and the detector efficiency.
The uncertainty in integrated luminosity is approximately
4%.

The E760 detector, shown in Fig. 1, was a nonmagnetic
spectrometer with cylindrical symmetry about the beam axis
@19#, optimized for the identification of charmonium states
decaying toe1e2X or gg and for multi-g final states. It
covered the entire azimuth~f! and polar angle~u! range
from 2° to 70°. It consisted of three sets of scintillator hodo-
scopes, two in the central region~H1, H2! and one in the
forward region~FCH!, a multicell threshold gas Cˇ erenkov
counter for electron identification@22#, several layers of
charged tracking detectors, and two electromagnetic calorim-
eters, the forward lead-scintillator sandwich calorimeter
~FCAL! @23# and the central lead glass calorimeter~CCAL!
@24# covering the regions 2°<u<11° and 11°<u<70°, re-
spectively.

CCAL was the essential detector element for identifying
neutral final states. It was designed to distinguish between

FIG. 6. Acoplanarity distributions forp0p0

in representative regions of cosu* at 2.990 GeV.
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p̄p→gg events and those from processes such as
p̄p→p0p0 and p̄p→p0g, which have cross sections up to
103 times larger than those ofp̄p→gg. Identifying these
processes requires a granularity adequate to identify the two
g’s from symmetricp0 decays, and a low-energy threshold
to detect the low-energyg’s from highly asymmetricp0

decays.1 The central calorimeter consisted of 1280~64 in f
by 20 in u! lead glass Cˇ erenkov counters pointing to the
beam-jet interaction region. The average rms energy resolu-
tion was sE /E56.0%/AE(GeV!11.4% and the effective
energy threshold was 20 MeV. The average rms error on the
reconstructed centroid of an electromagnetic shower was 9
mm, which combined with the uncertainty in the interaction
point to give an angular resolution of 6 mrad inu and 11
mrad in f. The energy calibration of these counters was

obtainedin situ using bothp̄p→c→e1e2 and p̄p→p0p0

events.

C. Trigger

The total p̄p cross section is about 70 mb in our energy
region, corresponding to an interaction rate of about 700 kHz
at the experiment peak luminosity of;1031 cm22 s21.
Events of interest were selected by a fast hardware trigger
~level one!, and then transferred to a set of processors where
a software filter~level two! was applied before recording the
events on tape. The level-one trigger accepted in parallel~a!
final states containing a large mass object decaying either
into an e1e2 pair ~a1! or into two g’s ~a2!, ~b! all neutral
final states where>80% of the even energy was contained in
the central calorimeter~ETOT!, ~c! a sample of events con-
taining only two charged particles consistent with two-body
kinematics, and~d! a sample of minimum bias events. The
data described here comes in on the~a2! and ~b! triggers.

The element common to the~a1! and~a2! triggers was the
requirement~PBG1! for two energetic clusters in the central

1Symmetric refers to decays where the twog’s have similar ener-
gies and therefore a minimum opening angle; highly asymmetric
refers to decays where one of theg’s takes almost all the energy of
the parentp0.

FIG. 7. Analysis of feed-down
backgrounds top0g and gg at
2.990 GeV. See text for descrip-
tion.
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calorimeter, topologically consistent with the kinematics of
the e1e2 andgg final states. To select events of type~a2!,
we required that no charged particles be detected in the final
state, a condition implemented by vetoing on signals from
H1 or FCH, which together fully covered the polar angle
range 2°<u<65° over the complete azimuth. The PBG1 re-
quirement was satisfied by a large fraction of thep0p0 and
p0g events, in which thep0→gg decays are either reason-
ably symmetric or asymmetric. However,hp0 and hh

events rarely satisfy PBG1 because of the larger opening
angles of theh→gg decays. The level-one trigger rate for
~a2! was <50 Hz. To select events of type~b! we also re-
quired that no energy be detected by FCAL~threshold ap-
proximately 100 MeV!. The level-one trigger rate for~b! was
<700 Hz. Both~a2! and ~b! effectively exclude two-body
final states at small polar angle.

The level-two filter was performed by 26 Fermilab ACP
processors. The clustering algorithm used in the ACP was a
simplified version of the one used in the offline analysis
~described below!. Events with a two-cluster invariant mass
>2.0 GeV/c2, or with the total CCAL energy>90% of the
available energy, were written on tape. The level-two filter
rejected;80% of the level-one triggers of type~b!, leading
to a rate to tape of<150 Hz.

III. ANALYSIS

We describe the reconstruction of electromagnetic show-
ers in CCAL, identification ofp0’s, event selection, deter-
mination of the efficiency of the analysis chain, and the
evaluation of backgrounds. The overall efficiency is the
product of the trigger efficiency, the level-two filter effi-
ciency, and the combined efficiency, which includes the ac-
ceptance of the detector and the efficiency for selecting and
reconstructing events offline.

A. Shower analysis

The algorithm for shower reconstruction in the central
calorimeter is fully described in Ref.@17#. It searches for
local maxima~counters with more energy than their eight
nearest neighbors! and forms 3 by 3 clusters around these.
Energy thresholds of 5 MeV for the central counters and 20
MeV for a nine counter region are used. The transverse co-

FIG. 8. MX distribution for hp0 for all cosu* at 2.990 GeV.
The shaded distribution is simulated feed-down background from
p0p0p0, p0p0h, p0hh, andp0v.

FIG. 9. p0p0 differential cross sections ratios
at 2.990 GeV for testakinematicsandacoplanar-
ity cuts to the nominal cuts of 0.015 and 0.03,
respectively.
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ordinate of the cluster centroid is determined using an em-
pirically obtained parametrization of the shower shape.
When two clusters overlap, their coordinates and energies
are resolved using an iterative procedure@25#.

The support structure of the central calorimeter modules
introduced a small amount of passive material representing
2.8% of the surface area of the detector, as seen by the in-
comingg’s. For ag impinging near~or in! a crack, a signifi-
cant fraction of the energy was released in the passive mate-
rial and escaped detection. An empirically derived correction
is applied to the energy of the shower which is a function of
the g impact point with respect to the central counter edges.
At the edges the correction is as large as 45%. The variation
in calorimeter response does not measurably degrade theg
trigger efficiency, which is nearly unity.

B. p0 identification

p0 decays which are nearly symmetric or highly asym-
metric can be mistaken for singleg’s. The symmetric decay
of a high-energyp0 leads to a separation betweeng’s which
is as small as 1.5 calorimeter block widths. In order to iden-
tify such cases, an effective mass was calculated for each
cluster:

mcluster5AS (
i

Ei D 2

2S (
i

pW i D 2

, ~6!

whereEi is the energy deposited in thei th counter of the
cluster,pW i5Ei r̂ i andr̂ i is the unit vector from the interaction
point to the center of thei th counter. The sums are for a 5 by
5 array of counters about the cluster centroid. Clusters due to

symmetricp0 decays have largemclustervalues, and are well
separated from clusters due to singleg’s ~or electrons! as
shown by Fig. 3 of Ref.@17#, where we estimate that identi-
fication of symmetricp0 decays based on anmcluster cut is
more than 99% efficient. Any cluster withmcluster>100
MeV/c2 is split into 2, as described in Ref.@17#, each part
representing an individualg from thep0. There is a modest
misidentification of highly asymmetricp0 decays when ag
is outside the CCAL acceptance or its energy is below the
CCAL threshold. Highly asymmetricp0 decays in which
oneg is undetected lead to ‘‘feed-down’’ backgrounds to the
p0g andgg channels.

C. CCAL timing

When running at high instantaneous luminosities, we suf-
fered a significant pileup rate in CCAL. For example, at
3.526 GeV withL50.731031 cm22 sec21, one out of four
events had at least one cluster from an out-of-time interac-
tion, with an average of 1.5 such clusters per event. CCAL
was not instrumented with time to digital convertors
~TDC’s!. However nearly all clusters with energies above
120 MeV can be identified as ‘‘in-time’’ or ‘‘out-of-time’’
by means of a system of analog to digital converters
~ADC’s! with overlapping gates, described in Ref.@26#. We
are frequently unable to make a timing determination for
clusters with smaller energies, which are then identified as
‘‘undetermined.’’ The efficiency for timing determination
falls to 85% at 20 MeV.

D. Event selection

Depending upon the channel, events are selected which
pass either the PBG1~a2! trigger and/or the ETOT~b! trig-

FIG. 10. p0p0 differential cross-section ratios
at 2.990 GeV for test CCALg energy thresholds
to the nominal threshold of 50 MeV.
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ger. For events passing the ETOT~b! trigger, the following
additional cuts are made for all channels: The summed en-
ergy of all clusters is>90% of the event energy; the summed
momentum parallel to the beam of all clusters is within
615% of the nominal beam momentum; the summed mo-
mentum perpendicular to the beam of all clusters is,350
MeV/c.

For both triggers, a fiducial cut of 11.5°,ug,64.7° is
applied to each cluster in order to reduce edge effects in
CCAL.

1. p0p0

We accept candidates passing the PBG1~a2! and ETOT~b!
triggers with exactly four in-time or undetermined clusters in
CCAL, each withEcluster>50 MeV. For each event, theg’s
are combined in all combinations to formp0p0. The pairing
associated with the smallest value ofA(Du)21(Df)2 is
taken as the event topology. HereDu ~akinematics! is the
differenceu12u1comp, whereu1 is the measured laboratory
polar angle of the more energeticp0 and u1comp is the

same quantity, computed from the measured polar angle
of the otherp0 while assuming thep0p0 hypothesis and
Df ~acoplanarity! is the differencep2uf12f2u, where
f1 and f2 are the measured azimuthal angles of the two
p0’s.

Events are selected asp0p0 events by applying the fol-
lowing kinematical cuts, illustrated in Fig. 2:uDuu
,15 mrad forEc.m.,3.1 GeV anduDuu,11 mrad forEc.m.
.3.1 GeV; uDfu,30 mrad; for eachg pair identified as a
p0, 100 MeV/c2,Mp0,170 MeV/c2, whereMp0 is com-
puted using the cluster energies and transverse coordinates
obtained as described above. If thep0 is the result of a split
cluster, the mass cut is not applied since it is assumed in the
clusterization that the original cluster is a symmetric decay
of an energeticp0. Figure 2 shows theakinematics, acopla-
narity, p0 invariant mass andp0 decay energy asymmetry
for p0p0 events. Each distribution is shown after applying
the cuts described above to the other kinematical distribu-
tions. The dashed lines are the predictions for these distribu-
tions from the Monte Carlo simulation of the experiment~see
Sec. III G!.

FIG. 11. p̄p→p0p0 differen-
tial cross sections in the center-of-
mass energy range 2.9 to 4.3 GeV.
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2. p0g

We accept candidates passing the PBG1~a2! or ETOT ~b!
triggers which have exactly three in-time or undetermined
calorimeter clusters, each withEcluster>50 MeV. For each
event, theg’s are combined in all combinations to form
p0g. The combination associated with the smallest value of
A(Du)21(Df)2 is taken as the event topology, whereDu
and Df are theakinematicsand acoplanarity, respectively,
in analogy with thep0p0 channel. Thep0 mass cut de-
scribed above is applied. A five constraint~5C! kinematic fit
to the p0g hypothesis, using theSQUAW program @27#, is
performed, and events with nominal confidence levels less
than 10% are rejected. The nominal confidence level is com-
puted using the expected distribution of chi squared. Since
the estimated error matrix used is not accurate, we determine
the fit efficiency by Monte Carlo simulation as described
below.

3. gg

We accept candidates passing the PBG1~a2! trigger. Be-
cause low-energyg’s are important for rejecting back-

grounds fromp0p0 andp0g events, all calorimeter clusters
with energies greater than 20 MeV~compared to 50 MeV for
p0p0 and p0g) are considered. We allow any number of
in-time or undetermined clusters in CCAL and none in
FCAL. Exactly two clusters are required to have energies
greater than 100 MeV. For all cluster pairs, we require that
no invariant mass falls between 80 and 200 MeV/c2. Finally,
a 4C kinematic fit to thegg hypothesis is performed and
events with nominal confidence levels less than 10% are re-
jected. The analysis ofgg candidates is described in greater
detail in Ref.@17#.

4. hp0 and hh

For hp0 and hh, we accept candidates passing the
ETOT~b! trigger with exactly four in-time or undetermined
clusters, each withEcluster>50 MeV, and no in-time or un-
determined clusters withEcluster less than 50 MeV. For each
event, the clusters are combined in pairs in all possible ways.

For thehp0 channel, events with one mass falling within
a p0 mass window of665 MeV/c2 and the other in anh
mass window of6160 MeV/c2 are selected. A five con-

FIG. 12. p̄p→p0g differential
cross sections in the center-of-
mass energy range 2.9 to 3.7 GeV.
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straint ~5C! kinematical fit to thep0X hypothesis is per-
formed whereMX is unconstrained. Events with nominal
confidence level less than 5% orMX outside of a640
MeV/c2 h mass window are rejected. If more than one com-
bination satisfies the above criteria, the one with the greater
confidence level is selected. Figure 3 gives theMX and con-
fidence level distributions for these events.

For thehh channel, candidates with both masses falling
within the6160 MeV/c2 h mass window are selected. A 5C
kinematical fit to thehX hypothesis is performed, whereX is
taken as the forward goinggg pair. Events with nominal
confidence level less than 5% orMX outside of a635
MeV/c2 h mass window are rejected. A cut is made such that
events kinematically consistent with the hypothesisp0X8,
with MX8<1.135 GeV/c2 are rejected. This cut is guided by
the simulation and avoidshh events for which a combina-
toric gg mass, with oneg from eachh decay, is fortuitously
small.

E. Trigger efficiencies

We estimate trigger efficiencies for the various channels
on a stack by stack basis. These include the effects of the
charged particle veto for both triggers and the FCAL veto
used in the ETOT~b! trigger.

1. Trigger efficiency forp0p0 and p0g

The p0p0 and p0g events were selected by both the
PBG1~a2! and the ETOT~b! triggers. The ETOT requirement
was highly efficient for these channels, with an efficiency of
approximately 93% atAs52.98 GeV, and taken to be equal
for p0p0 and p0g, while the PBG1 requirement had an
approximately 95% efficiency forp0g but a lower efficiency
for p0p0, about 75% atAs52.98 GeV, because of its topo-
logical requirement. We treat the PBG1 and ETOT require-
ments as uncorrelated and independent of event polar angle
and determine their efficiencies for thep0p0 andp0g chan-
nels at each stack. The PBG1~a2! and ETOT~b! trigger effi-

FIG. 13. Differential cross sec-
tions in the center-of-mass energy
range 2.9 to 3.7 GeV forp̄p→gg
candidates~solid! and feed-down
background estimates~dashed!.
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ciencies include the effects of random particles and event-
associatedg conversions as discussed below.

Because of the charged particle veto, the PBG1~a2! and
ETOT~b! trigger efficiencies are reduced by random charged
particles and by conversions of event-associatedg’s in the
detector, mainly in the beam pipe. The ETOT~b! trigger ef-
ficiency is further reduced by randomg’s converting in
FCAL. The effect of random particles on trigger efficiencies
is estimated fromp0p0 data as follows: Data were taken at
As53.1 GeV with instantaneous luminosity of 3.4
31030 cm22 sec21, using a special trigger without an all
neutral requirement and demanding only that at least 85% of
the total energy was deposited in the central calorimeter. A
low-background sample ofp0p0 events is selected using
severe kinematical cuts and mass cuts on the reconstructed
pions. We are then able to measure the inefficiency intro-
duced by the veto requirements. We find that 13.1% of the
events have either the H1 or FCH trigger bit set. Subtracting
the contributions from Dalitz decays~1.2% for eachp0)
andg conversions in the beam pipe~1.1% perg!, the ineffi-

ciency due to random charged particles in this special run
is found to be~13.122.424.4!%56.3%. From the fraction
of events with the FCAL trigger bit set we estimate the
inefficiency due to randomg’s in FCAL to be 3% for this
run.

The dominant source of random charged particles wasd
rays produced by the antiproton beam in the target, hence
this rate was luminosity and energy dependent. This depen-
dence is studied@26# by measuring the rate of extra hits in
H1 and FCH inp̄p→c→e1e2, p̄p→x1,2→c1g→e1e2

1g, andp̄p→c8→e1e2 events from data samples taken at
different instantaneous luminosities. The random charged
particle rate is found to increase linearly with event rate and
the fit to these data is used to scale appropriately the ineffi-
ciency determined from thep0p0 data sample as described
above. Inefficiencies due to random charged particles in H1
and FCH, randomg’s in FCAL and event-associatedg con-
versions are included in the trigger efficiencies on a stack
by stack basis. The overall trigger efficiencies are given in
Table I.

FIG. 14. p̄p→hp0 differential
cross sections in the center-of-
mass energy range 2.9 to 4.3 GeV.
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2. Trigger efficiency forgg

Only gg events selected by the PBG1 trigger are used in
the analysis. The PBG1 requirement was fully efficient forg
events as described elsewhere@17#. gg trigger efficiencies
including the effects of random charged particles andg con-
versions are given in Table I.

3. Trigger efficiency forhp0 and hh

These events did not normally satisfy the PBG1 trigger.
Therefore, we use only events that passed the ETOT~b! trig-
ger. For the efficiency of the ETOT requirement, we use the
values determined from thep0p0 data.hp0 andhh trigger
efficiencies including the effects of random particles andg
conversions are given in Table II.

F. Filter efficiency

For each channel we require a specific number of on-time
and undetermined CCAL clusters as discussed above. The
efficiency of this requirement is reduced by extra CCAL
clusters from unrelated events and is thus dependent upon

energy and luminosity. We estimate this efficiency by study-
ing thep0p0 data on a stack by stack basis. We select events
which pass the ETOT~b! trigger using only the kinematical
criteria described above and find the filter efficiency to be in
the range 90–96% for all stacks. For thep0p0 and p0g
channels, we use the stack-independent value of 9363 %.
Because of the more stringent extra-cluster requirement ap-
plied to thehp0 and hh channels, the filter efficiency is
reduced and is determined to be 8363 %.

G. Monte Carlo simulation

A Monte Carlo simulation of the neutral channels was
developed to obtain the geometrical acceptance of the detec-
tor, to evaluate the reconstruction efficiency of the selection
and fitting algorithms, and to estimate the ‘‘feed-down’’
backgrounds, where loss of one or moreg’s causes events to
be shifted into channels of smallerg multiplicity, for ex-
ample,p0p0 asp0g.

For each channel we simulate events uniformly in
cosu* , whereu* is the center-of-mass angle. The annihila-

FIG. 15. p̄p→hh differential
cross sections in the center-of-
mass energy range 2.9 to 3.7 GeV.
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tion points are chosen in the interaction region with a distri-
bution based on the shapes of the beam and gas-jet target.
g’s from p0 and h decays are generated and propagated to
CCAL and FCAL.v→p0g decays in channels simulated to
study backgrounds are assumed to be isotropic.g interac-
tions in CCAL are simulated based on the parametrization of
the transverse energy distribution which we use in the offline
analysis to model electromagnetic showers. The energies de-
posited in the blocks and cracks are allowed to fluctuate so
that the experimental energy resolution of CCAL is obtained.
The energy deposit for each block is converted to analog to
digital converter~ADC! counts to which a simulated pedestal

fluctuation is added. The simulated events are subjected to
the same analysis as the data. For each channel and energy,
the resulting binned angular distribution represents the com-
bined efficiency which includes the acceptance of the detec-
tor and efficiency for selecting and reconstructing events.
The Monte Carlo simulation is in good agreement with our
data, as shown below and in related analyses@17,28#

H. Geometrical acceptance and reconstruction efficiency

The experimental angular distributions must be corrected
for the combined efficiency estimated above. Because the

TABLE III. p0p0 differential cross sectionds/dcosu* ~nb! for 2911 MeV<As<2994 MeV.

TABLE IV. p0p0 differential cross sectionds/dcosu* ~nb! for 3005 MeV<As<3595 MeV.
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angular distribution is rapidly varying, correction by a
binned efficiency based on a uniform distribution leads to
distortion. A better correction is based on a shape similar to
the actual angular distribution. We apply an iterative proce-
dure in which we update the angular distribution used to
obtain the simulated combined efficiency until the corrected
angular distribution converges. We first correct the data us-
ing the simulated combined efficiency based on a uniform
angular distribution. The resulting distribution is fit to a six
order polynomial. The resulting function is used to weight
the angular distribution used in the simulation. The proce-
dure is repeated until the corrected angular distribution does
not change. Convergence is typically obtained within three
iterations. As the edges of the detector are approached the
combined efficiency decreases. For each channel and energy
we choose minimum and maximum cosu* for which the dif-
ferential cross section can be reasonably determined as those
points at which the combined efficiency falls by 20%. The
absolute value of the cosu* cutoffs are in the range 0.45 to
0.7.

For thegg channel, the combined efficiency is uniform
from cosu*50 to an energy-dependent maximum cosu* .
These efficiencies are 0.6860.01 forAs,3.1 GeV, and 0.61
60.03 for As.3.1 GeV. They are determined from
background-free samples of p̄p→c→e1e2 and
p̄p→c8→e1e2 selected using only the hodoscopes and the
Cerenkov counter@17#.

I. Backgrounds

1. p0p0

In order to determine the background to thep0p0 chan-
nel, we study annihilations into higher multiplicity channels
by Monte Carlo simulation based on our experimental analy-
sis of the most important of these channels@29,30#. We find
significant contributions from the p̄p→3p0 and
p̄p→p0v→p0p0g channels, in which ap0 or ag is unde-
tected, respectively.Akinematicsand acoplanaritydistribu-
tions for data with cosu*<0.3 and simulated background
events are given in Fig. 4 forEc.m.52.990 GeV. In this an-
gular regime, the simulation accurately matches the small
and slowly varying background observed in thep0p0 data.
For larger cosu* , the simulation accounts for a smaller frac-
tion ~about 60%! of the observed background, which we at-
tribute to uncertainties in the cross sections used in the simu-
lation.

Figures 5 and 6 are~unsubtracted! akinematicsand aco-
planarity plots for four different cosu* intervals at Ec.m.
52.990 GeV. The background top0p0 is approximately
isotropic and is typically 5% at all energies with the excep-
tion of low cross-section bins in which it becomes as large as
10%. For each Ec.m. and angular interval of size
D cosu*50.025, thep0p0 akinematicsdistribution is fit to a
Gaussian representing signal plus a quadratic representing
background. Background is subtracted from each bin in the

TABLE V. p0p0 differential cross sectionds/dcosu* ~nb! for 3613 MeV<As<4274 MeV.
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angular distributions which are then converted into differen-
tial cross sections.

2. p0g

To determine thep0g cross section, the feed-down back-
ground is subtracted from data. The primary contribution is

from p0p0 events in which one of thep0’s decays highly
asymmetrically such that the lower energyg is either below
the energy threshold of the central calorimeter or out of the
detector geometrical acceptance.

To estimate this background, we simulatep0p0 events
uniformly distributed in cosu* and apply the selection algo-

TABLE VI. p0g differential cross sectionds/dcosu* ~nb! for 2911 MeV<As<2994 MeV.

TABLE VII. p0g differential cross sectionds/dcosu* ~nb! for 3005 MeV<As<3613 MeV.
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TABLE VIII. p0g differential cross sectionds/dcosu* ~nb! for 3616 MeV<As<3686 MeV.

TABLE IX. gg candidates differential cross sectionds/dcosu* ~nb!.
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rithm for p0g. The probability forp0p0 to be selected as
p0g is given in Fig. 7~b! for As52.990 GeV as a function of
ug* , whereug* refers to the c.m. angle of theg. Because of
the Lorentz boost, the forward goingp0 has the greater en-
ergy and the opening angle for thegg pair is smaller than for
the backward goingp0. The backwardp0 is more likely to
lose ag out the back of the detector or below threshold and
be reconstructed as a singleg, as seen in Fig. 7~b!. To obtain
the background top0g @dotted line in Fig. 7~c!#, the mea-
suredp0p0 cross section, plotted for cosu* between20.5 to
0.5 as if thep0’s were not identical, Fig. 7~a!, is multiplied

by the probability for misidentification asp0g. This back-
ground is subtracted from thep0g candidates in angular in-
tervals of sizeDcosu*50.025 to give thep0g signal with
statistical errors shown in Fig. 7~d!. The data are corrected
with the combined efficiency forp0g, given in Fig. 7~e!, and
divided by integrated luminosity to obtain the differential
cross section, Fig. 7~f!.

The p0g cross-section determination is sensitive to the
Monte Carlo determination of the misidentification probabil-
ity. We observe that, while thep0g candidate angular distri-
bution is strongly peaked backward, thep0g differential

TABLE X. Feed-down togg differential cross sectionds/dcosu* ~nb! from p0p0 andp0g.

TABLE XI. p0h differential cross sectionds/dcosu* ~nb! for 2911 MeV<As<2990 MeV.
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TABLE XII. p0h differential cross sectionds/dcosu* ~nb! for 2994 MeV<As<4274 MeV.

TABLE XIII. hh differential cross sectionds/dcosu* ~nb!.
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cross section is consistent with forward-backward symmetry
as required by charge conjugation invariance. Figure 7~g!
gives the ratio of the differential cross section for positive
cosu* to that for negative cosu* , which illustrates this point.

3. gg

Backgrounds to thegg channel are discussed in detail in
Ref. @17#. A method similar to thep0g analysis is used to
calculate the feed-down togg from p0g and p0p0. The
probabilities for ap0g or p0p0 event to be selected as agg
event are estimated by simulation. The resulting distributions
are fit to polynomials, Figs. 7~h! and 7~i!. The measured
differential cross sections forp0g @Fig. 7~f!# andp0p0 @Fig.
7~a!# are multiplied, respectively, by the misidentification
probabilities to yield backgrounds togg. The backgrounds
from p0g and p0p0 feed-down are approximately equal,
Figs. 7~j! and 7~k!. The cross sections forgg candidates and

feed-down background are given in Fig. 7~l! in angular in-
tervals of sizeDcosu*50.05. The difference between the
candidate and feed-down cross sections is attributed to the
gg final state. We see a clear signal at 2.990 and 2.994 GeV
due to thegg decay of thehc @17# and at 3.556 GeV due to
the gg decay of thex2 @31#.

4. hp0 and hh

We estimate the background tohp0 from the p0p0p0,
p0p0h, p0hh, andhv channels by simulation in analogy
to the p0p0 analysis. We use our measured cross sections
@29,30# and extrapolate angular distributions where the data
is unavailable. The simulated background accounts for ap-
proximately one-third of the observed background as shown
in Fig. 8. Much of the remaining background is expected to
be combinatoric, for which the wrongg’s are paired. Using a
method similar to that based on theakinematicdistributions

FIG. 16. ds/dt at cosu*50 for p0p0, hp0,
p0g, andhh. The curves are fits to a power-law
form. Results of@6# and @1# are used in the fit in
~b! and those of@6# are used in the fit to~d!.
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for the p0p0 data, at eachEc.m. for angular intervals of
Dcosu*50.05 orDcosu*50.1, depending upon the number
of events, we fit theMX ~unconstrainedgg mass! distribution
to a Gaussian signal plus constant background and subtract
background events. The background level is 4–10 % at all
energies.

The background tohh from p0hh is studied by simula-
tion and found to be negligible. The background as observed
in the MX distribution is fit and subtracted just as for the
hp0 channel.

J. Systematic uncertainty

The overall systematic uncertainty in the differential cross
sections includes estimated uncertainties in the following:
luminosity measurement, 4%@21#; trigger efficiencies, due to
uncertainty in the energy and rate dependence of random hits
in H1, FCH, and FCAL, 1%; filter efficiency, due to uncer-
tainty in identification of out-of-time clusters, 3%; CCAL
energy threshold, see below, 1%; accuracy of the Monte
Carlo simulation in modeling kinematic distributions, lead-
ing to errors in efficiencies and in background estimation,
see below, 3%.

We study the effects of changing theakinematicsand
acoplanaritycuts and CCAL cluster energy threshold on the
p0p0 andhp0 differential cross sections at 2.990 and 3.591
GeV. For p0p0 at 2.990 GeV, Fig. 9 shows the effects of
separately varying theakinematicsand acoplanarity cuts
from 0.01 to 0.025 and 0.02 to 0.04, respectively. The aver-
age differential cross section changes by 3% or less. Figure
10 shows the effect of changing the CCAL threshold from 50
to 100 MeV. The average differential cross section changes
by less than 1%. Since the components of the systematic

uncertainty are uncorrelated, we recombine them in quadra-
ture to obtain a total systematic uncertainty of 6%.

A similar computation for thehp0 and hh systematic
uncertainties includes larger uncertainties in trigger efficien-
cies resulting in a 7% total. The systematic uncertainty for
gg is increased by the use of a CCAL cluster energy thresh-
old of 20 MeV, to which the feed-down background is sen-
sitive. This threshold has an uncertainty of about 5 MeV. We
simulate the effect of a 5 MeV increase and find thatgg
cross sections decrease by approximately 12%@17#.

IV. RESULTS

In Figs. 11–15, we plot the differential cross sections
ds/dcosu* for the channels studied in the center-of-mass
energy range 2.911<As<4.274 GeV. For thegg channel,
we give the differential cross sections for the candidate
events and for the simulated feed-down background. These
results are tabulated in Tables III–XIII. In Fig. 13, in the
2990 and 2994 MeV plots, we clearly observe an excess
cross section for cosu*<0.3 due to thegg decay of thehc
~see Ref.@17# for details!, and in the 3556 MeV plot, due to
the gg decay of thex2 ~see Ref.@31# for details!. At other
energies, the simulated background consistently accounts for
the data, and we therefore obtain an upper limit for con-
tinuum annihilation togg, discussed in Ref.@17#.

The differential cross sections for these reactions have
distinctive features. Forp0p0 annihilations with 2.911<As
<3.097 GeV,ds/dcosu* falls with increasingu* to a mini-
mum at cos*50.16, rising to a secondary maximum at
cosu*50. The cross section at small cosu* decreases rapidly
with As, increasing the depth of the minimum. For 3.524
<As<3.686 GeV, ds/dcosu* is nearly constant for

FIG. 17. sn(ds/dt) at cosu*50 for p0p0, hp0,
hh, andp0g, wheren is obtained from fits to a
power-law form.
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cosu*<0.4 and decreases more slowly withAs. No deep
minimum is observed. The forward-backward symmetrical
angular distribution forp0g annihilations falls with increas-
ing u* to a deep and broad minimum at cosu50.0 and is
approximately energy independent. The forward-backward
symmetrical angular distribution forhp0 annihilations falls
to a minimum at cosu*;0.3, rising to a secondary maximum
at cosu*50.0. ForAs>3.526 GeV, a first minimum is ob-
served at cosu*50.45, the secondary maximum is at cosu*
50.35, and an additional minimum appears at cosu*50.0.
ds/d cosu* for hh falls to a deep broad minimum and is
nearly uniform for cosu*<0.4 with qualitatively little energy
dependence of the angular distribution.

The dynamics of these reactions thus differ substantially.
For p0p0 the growth of a deep minimum in the large angle
cross section forAs<3.097 GeV suggests a diffractive ef-
fect. For hp0 we observe the apparent onset of additional
partial wave amplitude~s! as we pass from our lowAs to
higherAs regime.

In Fig. 16, we present the differential cross sections,
ds/dt at cosu*50, againstAs. For each reaction we give the
best fit to the formds/dt5Cs2n. Figures 16~a! and 16~d!
include the R704 data and the lower energy data (s<2.5
GeV! of Ref. @6#. The fits to the high statisticsp0p0 data are
very poor, x2/d f.30, reflecting the departures from the
simple s2n dependence discussed in Ref.@15#. The fits are
mediocre,x2/d f.3, for thehp0 andhh channels but quite
good,x2/d f,1, for thep0g channel, where statistical errors
are large due to the subtraction of the large background from
the signal. We observe from the figures that, despite poor
fits, the fitted lines qualitatively describe the energy depen-
dence of the data reasonably well. Comparing the fits to the
E760 data to the predictions of the models, we find
s27.1860.05 for reaction~1! compared to thes28(s27.7) pre-
diction of the dimensional counting~modified Landshoff!
model. For reactions~2! and ~3! we obtain best fits of
s214.160.1 ands210.760.2 compared to the predictions of both
models of approximatelys28. For reaction~4! we measure
s27.260.7 compared to the dimensional scaling prediction of
s27. We observe that reactions~1! and~4! are in fair agree-
ment with the power-law predictions while for reactions~2!
and ~3!, those containinghs, the differential cross sections
fall much faster withs than predicted.

In Fig. 17, we givesnds/dt at cosu*50 against lns

where we factor out the best fits2n dependence. While the
scaled differential cross sections are not energy independent,
we cannot clearly identify the predicted oscillations. How-
ever, the world’s data spans little more than one cycle of the
expected oscillation (l lns;1). Further discussion of models
for the large angle differential cross section is found in Ref.
@32#.

Significant departures froms2n dependence of the large
angle differential cross section may be expected in our en-
ergy regime, due to interferences, the possible appearance of
resonances, and our relatively smalls andt. We observe that
the dimensional-counting predictions hold better for reac-
tions containing pions andg’s than for those containingh’s.
As may be expected from the asymptotic assumptions of that
model, the modests and t are less critical for reactions with
lighter final state hadrons. Data at higher energies would be
valuable to further explore this trend. Unfortunately the
reach of the Fermilab Antiproton Accumulator is limited to
As<4.3 GeV.

V. CONCLUSIONS

We have measured differential cross sections for
p̄p→p0p0, hp0, hh, p0g, andgg at center-of-mass ener-
gies in the range 2.911<As<4.274 GeV, in the angular
rangeucosu* u<0.5– 0.6, where the upper value depends on
reaction and energy. The large angle differential cross sec-
tions ds/dt for the p0p0 andp0g channels approximately
follow the s2n dependence predicted by parton models with
the correct values forn. However, while thehp0 and hh
differential cross sections show as2n dependence, the pow-
ersn are significantly larger than predicted. Our data are too
low in energy and too sparse to demonstrate the oscillation
predicted from the interference of short-distance and Land-
shoff amplitudes.
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