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Abstract 

We present preliminary results from an analysis of jet data collected during 
the 1994-95 Tevatron Collider run with an integrated luminosity of 93 pb-’ . 
Measurements of dijet mass spectra in Fp collisions at fi = 1.8 TeV are 
compared to next-to-leading order QCD calculations. 
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I. INTRODUCTION 

The production of hadronic jets is the dominant contribution to high transverse momen- 
tum (pi) processes in proton-antiproton (pp) collisions. High pT jets have been observed 
since the early phase of experimentation at the CERN pp collider and their production 
properties are well described by perturbative Quantum Chromodynamics (&CD). Theoreti- 
cal predictions for the inclusive jet cross section (and hence the inclusive dijet cross section) 
have been made using next-to-leading order (NLO) QCD [l-3]. These O(as3) calculations, 
which include the possibility of a third radiated parton, reduce theoretical uncertainties to 
-30%. We measure the inclusive dijet mass spectrum in the D0 detector [4] at the Fermilab 
Tevatron Collider at fi = 1.8 TeV. Comparison of this measurement to NLO calculations 
tests QCD over five orders of magnitude. 

II. JET AND EVENT SELECTION 

Jet detection in the DO detector makes primary use of the uranium-liquid argon 
calorimeters which cover pseudorapidity 171 5 4 ( 7 = -ln(tan(e/2)) where 0 is the po- 
lar angle relative to the proton beam). The calorimeters have electromagnetic and hadronic 
single particle resolutions of 15%/a (GeV) and 50%/o (GeV), respectively. They are 
transversely segmented into projective towers of Aq x A4 = 0.1 x 0.1, where 4 is the az- 
imuthal angle, and are divided longitudinally into eight to eleven segments depending on 
q. The electromagnetic modules (EM) include the first four longitudinal segments and the 
coarse hadronic modules (CH) the final longitudinal segment. The intervening segments 
comprise the fine hadronic modules and the intercryostat detectors. The total calorimetric 
depth exceeds seven nuclear interaction lengths for Iv]< 0.5. The calorimeters are also seg- 
mented into trigger tiles of A7 x A4 = 0.8 x 1.6 and trigger towers of A7 x A4 = 0.2 x 0.2. 
The event vertex is determined using tracks reconstructed in the central tracking system. 
The detector includes two trigger scintillator hodoscopes located on each side of the in- 
teraction region at 1.9 < 171 < 4.3. Timing distributions of particles traversing the two 
hodoscopes indicate the occurrence of a single inelastic interaction or of multiple inelastic 
interactions during a single beam-beam crossing. 

Event selection occurred in two hardware stages and a final software stage. The initial 
hardware trigger selected an inelastic particle collision as indicated by the hodoscopes. The 
next trigger stage required transverse energy above a preset threshold in the calorimeter 
trigger tiles. S 1 t d e ec e events were then digitized and sent to an array of processors. Jet 
candidates were then reconstructed with a fast cone algorithm and the event logged to tape 
if any jet & exceeded a specified threshold. During the 1994-1995 data run, the software 
jet thresholds were 30, 50, 85, and 115 GeV with integrated luminosities of 0.366f0.020, 
4.76f0.13, 56.0f3.4 and 93.0f6.1 pb-l respectively. To avoid saturating the data acquisi- 
tion bandwidth, only a fraction of the lower threshold triggers were accepted. 

Jets are reconstructed offline using an iterative jet cone algorithm with a cone radius of 
R=0.7 in q-4 p s ace [5]. The algorithm uses preclusters formed from 1 GeV seed towers. 
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The jet ET is defined as the sum of each cell ET within the cone. The & -weighted rapidity 
and azimuth of the jet are calculated and the cone is centered on this axis. The jet ET and 
direction are then recalculated until the cone direction is stable. The final jet directions are 
calculated using the components of the jet energy vector. If two jets share energy, they are 
combined or split, based on the fraction of energy shared relative to the & of the lower 
& jet. If the shared fraction exceeds 50% the jets are combined and the directions accord- 
ingly recalculated. For the 1994-1995 data, prior to reconstruction, isolated energetic cells 
(mainly due to calorimeter noise) were removed from the event. This occurred for 3% of 
100 GeV jets and for 10% of 350 GeV jets. In some cases this procedure removed energy 
that was not due to noise. To correct this, any removed cell located within R=0.7 of a 
jet axis was restored to the jet if all of the restored cells had no more than 50% of the 
final restored jet energy. The restored jet rapidity was recalculated using the ET weighted 
rapidity of the jet and restored cell. 

Background jets from isolated noisy calorimeter cells and accelerator losses were elim- 
inated with quality cuts. The fraction of energy detected in the EM modules for any jet 
must be between 5% and 95%. Also th e ratio of energy in the second most energetic cell in 
a jet to the most energetic cell must be greater than 0.10 (this cut is not imposed on jets 
which include restored cells). Background from the Main Ring accelerator passing through 
the CH modules is eliminated by requiring that the fraction of the jet energy in the CH 
modules be less than 40%. It is required that the two leading ET jets pass these quality cuts 
for the event to be accepted. Background from cosmic ray bremsstrahlung is eliminated by 
requiring the magnitude of the summed transverse energy in an event, ] & 1, be less than 
70% of the leading jet ET. Residual contamination from the backgrounds is estimated to 
be less than 2% at all ET < 500 GeV based on Monte-Carlo simulations and scanning of all 
very high jet & candidates [6]. Th e overall jet selection efficiency for Iv] < 0.5 has been 
measured as a function of jet J!?T and found to be 97 & 1% below 250 GeV and 94 f 1% at 
400 GeV. 

At high instantaneous luminosity more than one interaction in a single beam crossing 
is probable. The event reconstruction retains, at most, two vertices. The quantity 3-1~ = 

lEj,mts&Jetl was calculated for both vertices. The vertex with the minimum ~-IT was selected 
as the event vertex and used to calculate jet & and 7. The selected vertex was also required 
to be within 50 cm of the detector center. The event vertex requirement is 90 f 1% efficient, 
independent of ET. 

III. ENERGY CALIBRATION 

The transverse energy of each jet has been corrected for an offset, 0, due to underlying 
event, multiplepp interactions pileup and noise; the fraction of particle energy showering, S, 
outside the jet cone; and calorimeter hadronic energy response, R. The corrected jet energy, 
.E’jet, can be related to the measured jet energy, E,,,,, by Ej.=t = [E,,,, - O]/[(l - S) x R]. 
The offset to the jet energy were extracted from the energy densities as a function of 7 using 
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minimum bias events at low luminosity and zero bias events at high luminsoity. The un- 
derlying interaction correction for each jet is determined using the instantaneous luminosity 
observed at the time the jet was recorded. 

The out-of-cone showering correction compensates for energy (from particles emitted 
within the cone) that leaks outside the cone during calorimeter showering. This puts the 
experimental measure of jet energy on an identical footing to the theoretical NLO treatment 
which includes parton radiation inside the cone. Similarly, S must compensate for particles 
emitted outside the cone but which shower some energy inside. 

The absolute energy calibration of the electromagnetic calorimeter is determined using 
dielectron and diphoton decays of the 2 [8], J/4, and 7r” resonances. The response of the 
calorimeter to electrons is linear to 5 1% for energies above 10 GeV [7]. The response of 
the calorimeter relative to the electromagnetic calibration, the hadronic response correction 
is based on the $T balance in a photon-jets event sample. The photon candidates, desig- 
nated “r”, include direct photons and jets with a high 7r” /q fraction that have fragmented 
into photons. The “y” candidates were selected by requiring a reconstructed electromag- 
netic deposition, candidate isolation, and shower shape consistent with that of a test beam 
electron [7]. The latter two requirements ensure that these “7” candidates have electromag- 
netic response similar to the events used in the electromagnetic calibration. The hadronic 
response for “y” events can be derived from data using the conservation of momentum: 

R = 1 + [n& - &1/ET7, where n& and Ep, are the transverse direction vector and energy 

of the 7 and $T is the missing ET vector. Figure 1 shows the measured hadronic response 
as a function of the uncorrected jet energy. 

D0 Preliminary 

200 300 

Ejet WV) 
FIG. 1. The measured hadronic response versus jet energy. The outer bands show the limits 

of the measured response for high energy jets at the 68% confidence level. The solid circles show 
the measured data and the open star shows a MC generated data point. 
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IV. RESOLUTION UNSMEARING 

The jet energy scale corrects only the average response of a jet. The steeply falling 
dijet mass spectrum is distorted by jet energy resolution and to a negligible extent by the q 
resolution. The observed mass spectrum is corrected for resolution smearing by assuming a 
trial unsmeared spectrum 

-0 F(M’) = A. Ml-” (1) 

which is convoluted with the mass resolutions to obtain the’smeared spectrum: 

f(M)=/F(M’)(r(M’-M,M’)dM’ (2) 

Hence the number of events in any mass bin is given by: 

F; = 
I 

Mmax f( M)dM 
M min 

The data are fitted using a binned maximum likelihood to determine the values of A, Q and 
,0. The unsmearing correction for each mass bin is then given by the ratio: 

JigZ F(M)dM 

F; 
(4) 

The mass resolutions were calculated using the measured single jet resolutions [6]. The 
mass resolution depends on the ET and q distribution of the two leading ET jets in each event. 
Hence, the resolution is determined using a Monte Carlo event generator (PYTHIA [9]). For 
each event generated the individual particle jets (partons for the JETRAD program) are 
smeared by the measured single jet resolutions [6]. Th e unsmeared and smeared dijet masses 
are then calculated and used to determine the mass smearing ( MSmeitred/Munsmeared). 

Figure 2 shows the unsmearing correction as a function of mass. The magnitude of 
the correction is approximately 4% at 200 GeV/c2 and drops to approximately 3% at 500 
GeV/c2 before rising to 8% at 1 TeV/c2. 
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FIG. 2. The smearing correction applied to the data when the two highest ET jets satisfy 
] q ] < 1.0. The central curve shows the nominal unsmearing correction and the upper and lower 
curves show the f 1 sigma systematic uncertainties on the correction. 

V. INCLUSIVE DIJET MASS DISTRIBUTION 

For each event that passes the quality cuts, the dijet mass can be calculated, assum- 
ing that the jets are massless: M;, = 2. ETI . ETA . (cosh(Aq) - cos(A4)). Each event is 
weighted by the reciprocal of the efficiency of the quality cuts applied to the data, w;. 

The inclusive dijet mass cross section is given by 

Ad2a N; . w; . C; 

AMdqdqz = L; ’ cvertexi -AMJJ-A~I-A~~ 
(5) 

where N; is the number of events in a mass bin, C; is the unsmearing correction, ,!Z; is 
the integrated luminosity, evertex is the vertex efficiency, AMJJ is the width of the mass 
bin and Aqi,s is the width of the eta bin for jets 1 and 2. The cross section is calculated 
for the pseudorapidity range lq1,2 ] < 1.0 in contiguous mass ranges 200, 270, 350 and 550 
GeV corresponding to the various software jet thresholds. The final observed cross section 

corrected for jet and event selection efficiency is shown in Fig. 3. The combined systematic 
errors are also shown in Fig. 3, ranging from N 10% at 200 GeV to N 20 - 25% at 850 GeV. 
The systematic error is dominated by the uncertainty due to the energy scale with smaller 
contributions due to the unsmearing (- 0.5% - 2.5%), jet selection (l%), vertex selection 
(l%), vertex cut (l%), and the luminosity matching (5.47 o and 2.8% for software thresholds 
of 30 and 50 GeV). The luminosity scale uncertainty (6.6%) has not been added to the 
systematic error. The data are plotted at the mass weighted average of the fit function for 
each bin (Mcenter = J MF(M)dM/J F(M)dM). 

Figure 3 also shows a prediction for the inclusive dijet mass spectrum from the NLO 
parton event generator JETRAD [l]. Th ere is good agreement between the prediction and 
the data over five orders of magnitude. The data and theoretical calculation are binned 
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-6 
10 ? 

-7 
10 1 

Ad20/AMdq,dq2 lql< 1 .O 
q  
5 0 Jetrad 
a 

a CTEQ3M, p = O.SE,max, RS,,=1.3 
q  a6.6% Luminosity Error not Included 

* 
a- 

& 
el- 

-w 
i!F 

DO Preliminary ww 
111 > 

200 400 600 800 1000 

MJJ (GeV/c2) 

FIG. 3. Ad2u/AMJJdq1dq2 for Iql,2) < 1.0 (solid circles). The solid curves represent the plus 
and minus la systematic errors (excluding the 6.6yo luminosity error). The last point represents 
a ma88 bin with a range of 800 to 1400 GeV. Also shown is the NLO JETRAD prediction (open 
squares). 

identically in MJJ bins. The NLO calculation requires specification of the renormalization 
and factorization scale (II = 0.5 x ~~~~ where ET is the maximum jet ET in the generated 
event), parton distribution function (PDF) (CTEQQM [lo]), and a parton clustering algo- 
rithm. Partons within 1.3 R of one another were clustered if they were also within R=0.7 
of their ET weighted q, 4 centroid. The value of 1.3 R was determined by overlaying jets in 
data from separate events and determining the separation at which the jet reconstruction 
algorithm could resolve the individual jets. Variation of the PDF (CTEQdM, CTEQHJ [ll] 
and MRSA’ [12]) can alter the prediction by up to 30% depending on MJJ. Variation of p 
between 0.25EpaX to 2Epax can alter the predictions normalization by up to 30% with 
some MJJ dependence. An alternative renormalization scale choice is the center of mass of 
the interacting partons (cl = A& = Ada) w ic results in a shift of 20% with MJJ h h 
dependence for A = 0.25 - 1.0. 

Figure 4(a) shows the ratio ( Data - Theory ) / Theory for the JETRAD prediction based 
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on the CTEQ3M PDF. Given the experimental and theoretical uncertainties the prediction 
is in excellent agreement with the data. Figures 4(b-d) h s ow the effect of varying the choice 
of renormalization scale and PDF. 

1ql-c 1 .O: Jetrad: CTEQ3M, p = 0.5EfFaX,Rsep=l .3 

(a> 
D0 

500 1000 500 1000 

MJJ (GeV/c2) 
FIG. 4. The difference between the data and the JETRAD prediction divided by the theoretical 

prediction. The points represent the calculation using the CTEQ3M PDF. (a) The shaded region 
show the plus and minus la systematic errors (excluding the 6.6% luminosity error). (b) The 
effect of changing the renormalization scale is shown: p = 0.75 x Epax (solid curve), 1.0 x Epax 
(dashed curve) and 2.0 x E, max (dotted curve). Note that the theory curve for ,X = 0.25 x EFax 
cannot be plotted on this scale. (c) ~1 = 1.0 x ,/m (solid curve), 0.5 x dm (dashed curve) 
and 0.25 x +ZE (dotted curve). (d) The effect of choosing a different PDF: MRSA' (solid curve), 
CTEQhJ (dashed curve) and CTEQJM (dotted curve). 

To examine the inclusive dijet cross section more closely, the data are separated into two 
rapidity regions: 1 vi,2 1 < 0.5 and 0.5 < 17,~ 1 < 1.0. The (Data - Theory)/ Data ratio is 
plotted for these pseudorapidity ranges in Fig 5(a) and (b). In both of these ranges, the 
data and the JETRAD prediction show similar agreement. The data in the pseudorapidity 
range 0.5 < Iqi,s I < 1.0 is further divided into two samples. The first contains events where 
the jets have pseudorapidities of opposite sign (OS) and the second sample contains events 

11 



where the jets have same sign pseudorapidities (SS). Figure 5(c) shows the 0.5 < Iqi,2 I < 1.0 
OS data/theory comparison which shows the same trends as the 0.5 < 1771,s 1 < 1.0 data. 
Figure 5(d) h s ows the comparison for 0.5 < 1 vi,2 I < 1.0 SS. Here the (Data-Theory)/Theory 
plot shows a different trend to that of the other data sets. However these differences are 
within the systematic uncertainties. 

D0 Preliminary 

0.4 (b) OS<lql<l .O 

(d) 0.54ql<l.O SS 

500 1000 

MJJ (GeV/c2) 
FIG. 5. The difference between the data and the JETRAD prediction divided by the theoretical 

prediction. The points represent the calculation using the CTEQ3M PDF. The shaded region show 
the plus and minus la systematic errors (excluding the 6.6% luminosity error) (a) 1 771,2 I < 0.5, (b) 
0.5 < (qi,21 < 1.0, (c) 0.5 < lq1,21 < 1.0 OS and (d) 0.5 < Iqi,2 1 < 1.0 SS. 

VI. CONCLUSION 

This analysis is still in progress; it will be finished when the calculation of the correla- 
tions in the systematic uncertainties as a function of MJJ are completed. 

In conclusion, we have measured the inclusive dijet mass spectrum for a pseudorapidity 
range of Iqi,2 I < 1.0 and 200 < MJJ < 1400 GeV at fi = 1.8 TeV. The QCD NLO model, 
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using three different PDF’s is in excellent agreement with the shape of the observed inclusive 
dijet mass spectrum. 
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