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Abstract

We have searched for a heavy neutral gauge boson, $Z'$, using the decay channel $Z' \rightarrow ee$. The data were collected with the DØ detector at the Fermilab Tevatron during the 1992–1993 $p\bar{p}$ collider run at $\sqrt{s} = 1.8$ TeV from an integrated luminosity of $15 \pm 1$ pb$^{-1}$. Limits are set on the cross section times branching ratio for the process $p\bar{p} \rightarrow Z' \rightarrow ee$ as a function of the $Z'$ mass. We exclude the existence of a $Z'$ of mass less than 490 GeV/c$^2$, assuming a $Z'$ with the same coupling strengths to quarks and leptons as the standard model Z boson.

PACS numbers: 13.85.Rm, 12.60.Cn, 14.70.Hp.

Keywords: Experimental; Limits; New gauge bosons; $Z'$. 
I. INTRODUCTION

Additional heavy neutral gauge bosons are generically called \( Z'T \) and heavy charged gauge bosons \( \mathrm{W}'T \) are predicted by numerous extensions to the standard model. One of the earliest of these extensions is the left-right model, the addition of a right-handed gauge group to the electroweak sector giving \( SU(2)_R \times SU(2)_L \times U(1) \) [1]. A left-right model embedded in a supersymmetric \( SO(10) \) group generates \( W' \) and \( Z'T \), possibly detectable at present colliders [2]. \( E_6 \) is the next natural symmetry group for a unified theory beyond \( SO(10) \). It generated much theoretical interest because it was the simplest unifying group inspired by superstring theory [3]. In one version, \( E_6 \) decomposes into a form of \( SU(2)_R \times SU(2)_L \times U(1) \) called the alternative left-right model that also predicts a \( W' \) and \( Z' \) that could be detected at present colliders [4]. There are many superstring-derived unified models that contain additional \( U(1) \) symmetry groups possibly leading to detectable additional neutral gauge bosons [5].

Reported searches for \( Z' \) typically set a limit on the \( Z' \) mass based on a particular model. A reference model \( Z' \) with the same coupling strengths to quarks and leptons as the standard model \( Z \) boson and with decay to \( W \) and \( Z \) bosons suppressed is traditionally used for this purpose. There is no theoretical prediction for a \( Z' \) of this type but it is a useful standard reference [6]. Except where noted, all mass limits in this paper refer to a \( Z' \) of this type. Many specific \( Z' \) models are expected to have smaller cross sections than this model, so the mass limit for a specific \( Z' \) can be substantially less [7].

Indirect limits on \( Z' \) production coming from weak neutral current experiments [8] precision measurement at the \( Z \) pole and the \( W \) mass measurement are combined with a direct collider limit to exclude \( Z' \) with mass less than 750 GeV/c\(^2\) at the 95% confidence level (CL) for a specific \( E_6 \) model \( Z'T \), the limit can be as low as 160 GeV/c\(^2\) [6]. Previous direct searches in \( p\overline{p} \) collisions have set a limit \( m_{Z'} > 505 \) GeV/c\(^2\) (95% CL) [8]. Previous direct searches for \( W' \) have set a limit \( m_{W'} > 720 \) GeV/c\(^2\) (95% CL) [9]. This result restricts \( Z' \) from a left-right model to \( m_{Z'} > m_{W'} > 720 \) GeV/c\(^2\) (95% CL) depending on theoretical assumptions [2]. In this paper we present the results of a search using the DØ detector [10] for a heavy \( m_{Z'} > m_{Z} \) neutral gauge boson decaying through the channel \( Z' \rightarrow e\overline{e} \).

II. EXPERIMENTAL METHOD

The data were collected at the Fermilab Tevatron during the 1992–1993 \( p\overline{p} \) collider run at \( \sqrt{s} = 1.8 \) TeV from an integrated luminosity of 15\( \pm 1 \) pb\(^{-1}\). We search for the Breit-Wigner peak of a \( Z' \) superimposed on the invariant mass spectrum expected in the standard model from \( Z \) continuum and Drell-Yan production \( Z, \gamma^* \) decaying to electron-positron pairs \( e\overline{e} \). We set a limit on the cross section times branching ratio \( \sigma B \) for the process \( p\overline{p} \rightarrow Z' \rightarrow e\overline{e} \) and use this limit to set a lower bound on the mass of a reference model \( Z' \).

The DØ detector consists of a central tracking system \( \Gamma \) a calorimeter \( \Gamma \) and a muon spectrometer. The central tracking system detects tracks from charged particles within the pseudorapidity range \( \eta < 3 \) [11]. The calorimeter is hermetic with coverage to \( \eta = 4 \). It employs depleted uranium absorber and liquid argon ionization layers. The electromagnetic (EM) section consists of the four innermost concentric layers with segmentation \( 0.1 \times 0.1 \) (\( \Delta \eta \times \Delta \phi \)) in layers 1, 2, 3, and 4 and 0.05 \( \times \) 0.05 in layer 3 at shower maximum. It is 21...
radiation lengths in depth. The calorimeter is in three units: a central barrel (CC) and two end caps (EC).

III. EVENT SELECTION

The trigger for the data sample requires two isolated EM clusters with transverse energy \( E_T > 20 \text{ GeV} \) [12] and shape consistent with that of an electron which come from two 0.2 \( \times \) 0.2 \( (\Delta \eta \times \Delta \phi) \) EM trigger towers with energy \( E > 7 \text{ GeV} \). Candidate events are reconstructed off-line and the electron energy is corrected by using the \( Z \) boson mass for calibration. To be included in the final sample, candidate events are required to have two electrons with \( E_T > 30 \text{ GeV} \). This value is chosen to be safely above the trigger threshold but to retain substantial \( Z \) signal and be nearly fully efficient for \( Z^* \) with mass above the current limit. The fiducial region for electrons in the CC is \( |\eta| < 1.1 \text{ and } 1.5 < |\eta| < 2.5 \) in the EC. In the CC, energy clusters located within 0.01 radians in \( \phi \) of module boundaries located every 0.2 radians in \( \phi \) are excluded.

The principal background to \( Z^* \) Drell-Yan and possible \( Z^* \) in the data is QCD multijet events in which jets are reconstructed as electrons. Fake electrons can arise from jets in which a neutral pion carrying most of the jet energy overlaps with a charged particle from the charge exchange interaction of charged pions near the front surface of the EM calorimeter and from converted photons principally from neutral pion decay. In addition, heavy quark decays can produce real electrons. The following selection criteria are imposed on the EM energy clusters to reduce the background from fake electrons and real electrons within jets. A more detailed description is available in Ref. [13].

The electron energy is determined by a clustering algorithm using energy deposited in the EM section and the first hadronic layer of the calorimeter. The EM fraction is defined as \( E_{\text{EM}} / (E + E_{\text{other}}) \) where \( E \) is the electron energy and \( E_{\text{EM}} \) is the electron energy in the EM layers of the calorimeter and \( E_{\text{other}} \) is associated energy from the hadronic layers of the calorimeter not included in the electron clustering algorithm. The requirement is EM fraction > 0.9.

Isolation is defined as \( (E_{T,R=0.4} - (E_{T,R=0.2} + E_{T,R=0.0}))/E_{T,R=0.2} \) where \( E_{T,R=0.4} \) is the transverse energy in the calorimeter within a cone of radius \( R = 0.4 \) in \( \eta, \phi \) space from the energy weighted center of the cluster. \( E_{T,R=0.0} \) is the transverse energy in the EM layers of the calorimeter. The requirement is isolation < 0.15.

A covariance matrix of 41 parameters describing the electromagnetic shower shape as a function of position in the calorimeter is determined from simulated electron showers. The covariance matrix may be diagonalized with a unitary transformation. In this basis, the parameter \( \chi^2 \) is defined as \( \chi^2 = \sum_{i=1}^{41} (y_i - \overline{y_i})^2 / \sigma_i^2 \) where \( y_i \) are uncorrelated variables in the data describing an electromagnetic shower and \( \overline{y_i} \) and \( \sigma_i^2 \) are the mean and variance determined by the simulation. The requirement is \( \chi^2 < 200 \).

We further require that at least one of the energy clusters have a matching track in the central tracking system with significance \( S < 5 \). Track match significance is defined in the CC as \( S = ((|\Delta \eta / \delta \Delta \eta |^2 + (|\Delta \phi / \delta \Delta \phi |)^2)^{1/2} \) where for each variable \( \Delta \eta \) is the mismatch between the track and the energy weighted center of the cluster and \( \delta \Delta \eta \) is the resolution of that variable. For the EC, \( \delta \Delta \phi \) substitute \( \delta r \) for \( \Delta \eta \) where \( r \) is the cylindrical coordinate.
Additionally, at least one of the electrons must be in the CC. For $m_{ee} > 150 \text{ GeV}/c^2\Gamma$ almost all rejected events would have one electron in each of the end cap calorimeters. For this forward-backward topology, the estimated QCD background exceeds the expected $Z'$ signal. For $m_{Z'} = 500 \text{ GeV}/c^2\Gamma$ the topological cut reduces the acceptance for $Z'$ by $\approx 7\%$.

The total acceptance for the $Z$ boson including all selection efficiencies is $25\%$. For a $500 \text{ GeV}/c^2\ Z'$ the total acceptance is $43\%$.

IV. BACKGROUND

There are 886 events selected using the above criteria. The QCD multijet background remaining in this data sample is determined from data. An event sample is selected by requiring one apparent electron which passes the preceding electron identification requirements and one jet which satisfies the kinematic and fiducial requirements for electrons. The contribution of real electrons from $W$ and $Z$ boson decays in this sample is small. The cross section for apparent electrons in dijet events obtained from this sample is divided by the exclusive dijet cross section for jets with $E_T > 30 \text{ GeV}$ to get the rate for apparent electrons per jet $\epsilon/j$. The rate per jet for apparent electrons with a matching track is $0.4 \ (0.9) \times 10^{-3}$ in the CC (EC) and $1.8 \ (2.5) \times 10^{-3}$ without a track requirement. The predicted number of QCD multijet events in the data sample can be calculated from the rate $\epsilon/j$ and the inclusive dijet cross section assuming that the probability of a given jet being identified as an electron is uncorrelated within a multijet event. Making appropriate allowances for the different rates in the CC and EC and for electrons with and without a matching track requirement the predicted background is $38 \pm 3$ events. Physics background processes in the data sample including $Z \to \tau\tau \to ee\Gamma$ are negligible.

V. MONTE CARLO

Physics processes are simulated using the PYTHIA Monte Carlo (version 5.7) [14] with MRS D-1 parton distribution functions (pdf's) [15]. The pdf sets MRS D0 and CTEQ 2M [16] are used to evaluate the uncertainty due to the choice of pdf's. The principal physics background to $Z'$ production is $Z$ and Drell-Yan production $q\bar{q} \to Z \to ee$ and $q\bar{q} \to \gamma^* \to ee$. The interference between these two processes is included in the Monte Carlo. The Monte Carlo output is smeared for detector energy and angular resolution. The energy resolution is given by

$$\frac{\sigma_E}{E} = \alpha + \frac{\beta}{\sqrt{E_s(\text{GeV})}} + \frac{\delta}{E(\text{GeV})},$$

where $E_s$ is $E_T$ for CC and $E$ for EC. The energy and angular resolution used are shown in Table I. To model the detector acceptance realistically the $z$ position of the event vertex is generated using a Gaussian shape centered at 8.5 cm with a standard deviation of 27 cm reflecting the distribution seen in the data.

Trigger and electron identification efficiencies are different for the CC and EC. This difference is introduced into the Monte Carlo by giving different weights to events with both
electrons in the CC and events with one central electron and one in the EC. The weights are chosen to reproduce the proportion of these two types of events observed in the data after QCD background is subtracted. The smeared $Z$ and Drell-Yan invariant mass spectrum and the QCD dijet invariant mass spectrum are shown in Fig. 1. The number of simulated events is normalized to the number of observed events after QCD background is subtracted. The dielectron invariant mass spectrum from data is compared to the sum of $Z$ and Drell-Yan Monte Carlo plus QCD background spectra in Fig. 2. The agreement is good. In the absence of $Z'$ for $m_{ee} > 170$ GeV/c$^2$ we expect 8.2 ± 0.4 $Z$ and Drell-Yan plus QCD background events. Twelve events are observed in the data.

A combined $Z'TZ'T$ and Drell-Yan signal is also modeled by Monte Carlo. $Z'$ is produced by $q\bar{q} \rightarrow Z' \rightarrow ee$ so it interferes with $Z\gamma*$ signals. Because of the interference effects it is not possible to generate a $Z'$ signal independently. The difference between the $Z', Z, \gamma^*$ and $Z, \gamma^*$ Monte Carlo signals is the $Z'$ signal. $Z'$ signals are generated for $m_{Z'} = 100$ to 600 GeV/c$^2$ in order to set a limit on $Z'$ production over this range.

The $Z'$ width $\Gamma_{Z'}$ is assumed to scale with the $Z'$ mass $\Gamma_{Z'} = (m_{Z'}/m_Z)\Gamma_Z$. This scaling is what would be expected for a reference model $Z'$. For $m_{Z'} \geq 400$ GeV/c$^2$ the decay channel to top quarks is assumed to be open. Choosing this scaling is a conservative assumption since in $E_6$ and left-right symmetric models the $Z'$ width would be substantially narrower than this [17]. The width of a $Z'$ from a superstring model is in general expected to be less than 2.5% of the $Z'$ mass [18].

The kinematic and fiducial acceptance for the $Z'$ is taken from the Monte Carlo. The trigger and reconstruction efficiencies within the acceptance are assumed to be the same for $Z'$ as for the $Z$. This is substantiated by data from test beam electrons up to 150 GeV and by simulation of high energy electrons. There is a 3% uncertainty in the ratio of the kinematic and geometric acceptance for the $Z'$ to that of the $Z$ which arises from the choice of parton distribution functions, radiative corrections, and statistical precision in the Monte Carlo.

VI. LIMITS

A binned likelihood approach with Poisson statistics is applied to the invariant mass distribution to obtain an upper limit on the process $p\bar{p} \rightarrow Z' \rightarrow ee$. The procedure is the same as that in Ref. [19]. The probability density function for the $Z'$ is constructed using the invariant mass region where substantial $Z'$ signal is expected. The lower bound of the invariant mass region is given in Table II. The binning is chosen so that the number of expected $Z'$ events is approximately equal in each bin. Ten bins are used. The limit on expected $Z'$ events $N_{Z'}\Gamma$ is expressed as a 95% CL limit on $\sigma B(Z' \rightarrow ee)/\sigma B(Z \rightarrow ee)$ using

$$\frac{(\sigma B)_{Z'\rightarrow ee}}{(\sigma B)_{Z\rightarrow ee}}_{95} = \frac{A_{Z}}{A_{Z'}N_{Z}}N_{Z'}.$$

The acceptance for $Z'T A_{Z'} \Gamma$ is given by

$$A_{Z'} = \frac{(\sigma B)_{Z', \gamma^* \rightarrow ee} - (\sigma B)_{Z, \gamma^* \rightarrow ee}}{(\sigma B)_{Z' \rightarrow ee}}.$$
where the acceptances are for the invariant mass region included in the probability density function. $A_Z/N_Z$ is given by
\[
\frac{A_Z}{N_Z} = \frac{(\sigma BA)_{Z,\gamma^*\rightarrow ee}}{(\sigma B)_{Z\rightarrow ee, N_{Z,\gamma^*}}},
\]
where $N_{Z,\gamma^*}$ is equal to the number of observed events after QCD background is subtracted. The acceptances in this case are for the full invariant mass spectrum. The uncertainty in $A_Z/(A_Z/N_Z)$ is incorporated in the probability distribution. This uncertainty consists of the 3% uncertainty in $A_{Z'}/A_Z$ and the 4% uncertainty in $N_{Z,\gamma^*}$.

The 95% CL limit on the ratio $\sigma B(Z' \rightarrow ee)/\sigma B(Z \rightarrow ee)$ plotted as a function of the $Z'$ mass together with the value of this ratio for a reference model $Z'$ are shown in Fig. 3. Table II gives the 95% CL limit on this ratio, the limit expressed as expected $Z'$ events, and the observed events for the different $Z'$ masses considered. The theoretical cross section ratio is determined using Born level cross sections [14] and a second order scaling factor $K^2$ [20]. $K^2$ is applied to the Born level cross section as a function of the 4-momentum transfer $q^2$. There is a 3% uncertainty in the theory due to the choice of pdf's. This uncertainty is not incorporated into the 95% CL limit curve since that limit is independent of the cross section for any specific $Z'$ model. The effect of this error on the mass limit would be negligible.

**VII. CONCLUSIONS**

We have searched for an additional neutral gauge boson from the process $p\overline{p} \rightarrow Z' \rightarrow ee$. This process is excluded at the 95% CL for the area above the limit curve in Fig. 3. From the intersection of the limit curve and the theory curve we exclude the existence of a $Z'$ boson with the same coupling strengths to quarks and leptons as the standard model $Z$ boson for $m_{Z'} < 490$ GeV/c$^2$ (95% CL).
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[11] The DØ detector is described in cylindrical coordinates $r \phi z$ with the $z$ axis coincident with the beam and $z = 0$ at the nominal center of the interaction area. The spherical coordinates $\theta$ and $\phi$ are also used. Pseudorapidity is defined as $\eta \equiv \tanh^{-1}(\cos \theta)$.
[12] Transverse energy $E_T$ is the projection of the energy taken as a vector in the plane orthogonal to the beam direction.
FIG. 1. The expected backgrounds to $Z'$: $Z$ and Drell-Yan (open circles) and QCD multijet (solid squares).
FIG. 2. Observed dielectron events (discrete points) are compared to the combined $Z$, Drell-Yan, and QCD background.
FIG. 3. 95% CL upper limit as a function of $m_{Z'}$ for $\sigma B(Z' \rightarrow ee)/\sigma B(Z \rightarrow ee)$. The expected theoretical value using standard model $Z$ couplings is also shown.
### TABLES

<table>
<thead>
<tr>
<th></th>
<th>Constant $\alpha$ (%)</th>
<th>Sampling $\beta$ (%/$\sqrt{\text{GeV}}$)</th>
<th>Noise $\delta$ (GeV)</th>
<th>$\delta \theta$ (radians)</th>
<th>$\delta \phi$ (radians)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CC</td>
<td>1.0</td>
<td>13.0</td>
<td>0.4</td>
<td>0.058</td>
<td>0.014</td>
</tr>
<tr>
<td>EC</td>
<td>0.3</td>
<td>16.0</td>
<td>0.4</td>
<td>0.027</td>
<td>0.031</td>
</tr>
</tbody>
</table>

**TABLE I.** Parameters used to smear the Monte Carlo for energy resolution and angular resolution for electrons.

<table>
<thead>
<tr>
<th>$m_{Z'}$ (GeV/$c^2$)</th>
<th>$m_{ee}$ min., binning</th>
<th>observed events</th>
<th>95% CL, $N_{Z'}$</th>
<th>95% CL, $\sigma B_{Z'}/\sigma B_Z$ ($\times 10^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>95</td>
<td>226</td>
<td>30.09</td>
<td>33.32</td>
</tr>
<tr>
<td>200</td>
<td>170</td>
<td>12</td>
<td>9.38</td>
<td>6.61</td>
</tr>
<tr>
<td>300</td>
<td>255</td>
<td>1</td>
<td>3.86</td>
<td>2.65</td>
</tr>
<tr>
<td>400</td>
<td>340</td>
<td>0</td>
<td>3.02</td>
<td>2.11</td>
</tr>
<tr>
<td>500</td>
<td>425</td>
<td>0</td>
<td>3.02</td>
<td>2.17</td>
</tr>
<tr>
<td>600</td>
<td>510</td>
<td>0</td>
<td>3.02</td>
<td>2.26</td>
</tr>
</tbody>
</table>

**TABLE II.** For each $Z'$ mass: minimum $m_{ee}$ of the fit region, the number of observed events, the 95% CL expressed as expected $Z'$ events, and the 95% CL expressed as $\sigma B(Z' \rightarrow ee)/\sigma B(Z \rightarrow ee)$. 
