14. The Fourth International Workshop on SCI-based High- Performance Low-cost Computing.

Proceedings. 1995.

Table 1. Comparison of fixed point DSP basic parameters

Parameters | ADSP2100 | TMS320C50 |  DSP56000

-Instruction 50ns 35/50ns 50ns(40MHz)
execution

- MIPS 20 30 30

-RAM, kB 2/P,1/D 10 50

- Com. Port 2 1 1

Table 2. Comparision of floating point DSPs.

Parameters | ADSP-21060 TMS32C40/C32 C80 | DSP96002 1860
-Number of uP 1 1 4DSP+ 1 1
-Instr.exec. +1RISC

time,ns 20 60/50 - 50 20
- MIPS 40 25/20 2BOPS 20 30
- MFLOPS 120 50/60 - 60 100
- RAM (32 bit), K 128 2 4*2K-DSP 2 8

4K-RISC

- Number of reg. 32(16) 8 - 8 30
- Com. Port 2 4/2 - 0 0
- DMA bandwidth

MB/s 240 100 400 80 0
- FFT complex,ns 0.46 1.54 - 1.05 0.75
- Divide 32 bit,ns 150 360 - 350 440
float.point,cycles 6 9 - 7 22
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The Adaptation of Control System Software According to
Experimental Characteristic Features at the Pulsed Thermonuclear
Installation ANGARA-S,

V.I. Zaitsev, A.V. Kartashov, Yu.N. Lusin, A.I. Nebogin,
Yu.V. Papazyan, A.N. Savochkin '

Troitsk Institute for Innovation and Fusion Research, Russia.

Abstract.

High pulsed power installations such as Angara-5 are used for different kinds of experiments, e.g. nuclear
fusion, high current Z-pinch and X-ray generation. These various experiments have differences including timing,
measurement circuits, sensor types and other parameters of the measurement and control system (MCS). Software of
such a system must be flexible enough to be quickly tuned for all kinds of experiments, and special software
satisfying this requirement has been developed.

All the MCS parameters are stored in appropriate database files (DBF). A special utility similar to usual
database management programs provides presentation and editing of these parameters. The interaction between DBF
and local system software is performed by means of a special dispatcher program. Such a set of tools allows one to

- reconfigure the system immediately before the experiment. Both MCS parameters and data obtained are stored in the
main DBF and can be used during data processing. The present paper describes the software structure and

configuration tools.

1. Introduction.

The features of the Angara-5 measuring and control systems were discussed at ICALEPCS’91 [1]. The
program of the installation includes different types of experiments. Each type usually consists of a few tens of real
cycles (shots), of which the installation construction allows several per day. In the course of each experiment, and
especially when a new experiment is being prepared there is a need to correct the measuring environment. Examples
are to change the set of detectors and MCS equipment modifications. In connection with any hardware change it is
necessary to correct MCS software as well, and it is desirable to produce this correction without a delay in the
experimental program.

The Angara-5 MCS software structure and special tools that allow fast and easy modification of the
measurement environment according to the experimental requirements are presented in this paper.

2. MCS information structure.

Information streams in the MCS structure are shown in Fig. 1. Signals from sensors and detectors are
transmitted in analog form by coaxial cables to local systems where analog-to-digital conversion is performed. There
are several local systems, each dealing with a certain set of signals. Data are sent by means of a computer network to
a supervisor computer for later processing, presentation and storage in a database. The main database is accessible for
several applications, chiefly ones doing mathematical and statistical analysis and process modeling. A computer
network gives one the possibility of reading data on his personal workstation. There is also a reverse information
stream from the supervisor to control the local systems and the installation as a whole.

There are three general stages determining the information characteristics - detectors, cables and local
systems. There are a few hundred distinct detectors in the Angara-5 installation. Each is described by its own
purpose, sensitivity and frequency band. Signals from detectors are transmitted by coaxial cables to data acquisition
systems which are located in a special shielded enclosure The cable length may be up to 80m, and because a general
process of the installation has typical time 10°® seconds it is necessary to take account of time delay and high
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frequency signal damping during cable passage. For this purpose each cable line has two parameters - time/length and
bandpass. These parameters are sufficient for reconstruction of signals [2].

MCS measurement equipment includes a digital waveform recorder, time and amplitude measurement
devices etc. Each type of device is described by means of a parameter set, i.e. sensitivity, time and amplitude
coefficients, digitizer least count etc. Angara-5 MCS uses about 200 gauges of different types, each one having a
specific parameter set.

The full description of the measurement equipment used in a particular experiment, combined with data
from the installation, is stored in the main database for use in data processing. However it is a difficult job to make
up such a description for each experiment type. Moreover there are often changes in experiments and no time to
carefully correct this description. For this purpose a special tool, the measuring environment description program
(DSR) was designed. DSR combines all gauge characteristics in a special database and allows one to check and
correct the parameters just before the shot.

3. MCS description database management.

Fig. 2 illustrates schematically the structure of the measurement environment database and its usage during
an experiment. All parameters of detectors, cables and gauges are contained in corresponding sections of the database.
Also stored are typical signal parameters - amplitude, waveform, etc., for the information of the operators.

The DSR program is a database manager which performs the following:

- enter and to edit the MCS component parameters;

- create the description file (experiment scheme) of a certain experiment's measurement environment;

- output the experiment scheme as a document. '

. MCS overview

ig.

The component parameters are entered by means of the special tables and sorted in accordance with their
functions and locations inside the system. A program can indicate a signal name for reference if the component is
used in the current configuration; thus it is possible to view signal parameters at once. Such tables were prepared for
each component type and are in spreadsheet form.

The experiment scheme composition is a most interesting and critical part of DSR. Fig. 3 illustrates the
process, where the main point is to bind the signal to measurements and MCS components in the chain. The
concept is realized made by means of a four column table, as indicated in the figure, which contains names and codes
of signals used in the current experimental session. The DSR automatically takes all component parameters from the
database and saves them in a special file, called the 'experiment scheme.' This file contains a full description of the
measurement environment and is used in the main control program (dispatcher) at experiment time. There are several
advantages to such a procedure: ' ,

- all the MCS component parameters are located in the same record which one can easily edit if required;

- an experiment scheme has no surplus information;

- MCS preparation for a new experiment type does not require much time; moreover some changes can be

made just before a shot;
- the main database record contains the minimum of information, including only experimental data and the

description of gauges used.

Fig. 3 Experixheht scheme composition
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The DSR program creates the experiment scheme document which reflects the current MCS state. The
parameters of all detectors, cables and devices are contained in additional forms also provided by DSR.

The main control program on the supervisor computer uses the computer network Ethernet (Decnet-2.01
software) for distributed system control according to the appropriate experiment scheme. The user protocol is
designed for interaction between the supervisor and local systems. Its main functions are:

- to control the communication channel (open, close and obtain status);

- to send the experiment scheme to the local systems;

- to send the current shot number and prepare all systems;

- to acquire data from local systems.

The local system programs receive the experiment scheme and set devices to their required states. After a
shot one performs data acquisition, storage and transfer to the supervisor, where the data are stored in the main
database with the measurement environment description (experiment scheme file).

4. Conclusion.

The experience gained from DSR usage has shown the following:

- the time of MCS preparation for an experiment is reduced considerably;

- there were no errors caused by operator mistakes in parameter entry;

- the DSR software, together with utilizing adjustable configurations of local systems [3], provides
flexibility and convenience during the control of an experimental session.

The software structure presented here allows one to include additional local measurement systems into

Angara-5 MCS with minimum effort.
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Microcontrollers applications for IHEP accelerator control.

Yu.Bardik, E.Kallistratov, A.Makhnachev,
A.Matiouchine, G.Obukhov

1. Introduction

About 14 years ago Intel introduced the MCS 51 family of 8-bit microcontrollers. They are still on the market,
keeping compatibility with their successors, which have expanded in functionality and improved in speed. This family is
suitable for use in the most popular embedded control applications. The last members of the MCS 51 family provide very
high performance and superior code density.

Dallas Semiconductor designed a few 80C32-compatible chips based on the Dallas ngh Speed core. As a result, every
8051 instruction is executed between 1.5 and 3 times faster than the original one for the same clock rate. The DS80C520
is the fastest of them. It offers a maximum clock rate of 33 MHz, yielding a single-cycle instruction execution time of
121 ns (8.25 MIPs).

As was mentioned above, the 8-bit 8051 micro is now 14 years old, and characteristic of many teenagers, is expected
to experience a quick surge in growth. Two 16-bit derivatives soon will be widely available. The 3-stage CPU
architecture of the new MCS 251 microcontrollers (Intel) boosts 8-bit performance five times by just swapping chips and
up to 15 times by incorporating new instructions and addressing modes. Philips Semiconductors has announced the
sampling of the XA-G3 microcontroller, the first member of Philips' extended architecture family. The G3 is a powerful,
general-purpose microcontroller that is code compatible with the 80C51. With a 30 MHz clock, the XA-G3 has a typical
instruction execution time of 100 ns.

It is very important that all mentioned microcontrollers are fully code- and pin- compatible with the MCS 51
microcontroller family, so one can increase significantly performance without reworking the old design. On the other
hand the speed and efficiency of these micros allow easy handling of a broad range of highly-demanding embedded
requirements in the control, timing and computation functions.

2. Field-bus controller VBC

The field-bus controller VBC designed in IHEP is a typical example of latest generation microcontroller applications
for accelerator control. The VBC supports the MIL-1553-STD-B communication, which has been extended in CERN to
meet the specific requirements of accelerator control. The VBC is a one-board VME module based on the 8-bit
microcontroller DS80C320 from Dallas Semiconductor. The VBC simulates all functions of the NBC [1] and may
replace the latter without any hardware or software adjustments.

The DS80C320 micro is pin-compatible with the standard 80C32 and offers the same timer/counters, serial port, and
/0 ports. The DS80C320 provides several extras in addition to greater speed. These include a second full hardware port,
seven additional interrupts, programmable watchdog timer, dual data pointers, power-fail interrupt and reset. The
DS80C320 is extremely familiar to 8051 users but with a maximum clock rate of 25 Mhz provides the speed of a 16-bit

Processor.
The VBC micro makes a link between the 1553 bus protocol and data exchange with the VME CPU. These data pass

through a 16 Kb dual port memory (DPM) and are synchronized with an interrupt to the host computer. A control and
status register (CSR), accessed either from the host CPU or the microcontroller, allows to identify each interrupt. The
DS80C320 performs three real-time tasks: receive/transmit, slow polling and fast polling [2]. It allows the avoidance of
wasting host CPU time. The fast serial communication (1Mb/s) is performed under full control of the microcontroller.
Although the NBC is based on a conventional 16-bit microprocessor, the performance measurements show similar

timing responses for the VBC and NBC, which are mostly defined by the serial protocol itself. Nevertheless this
experience has shown that high grade 8-bit micros may force out 16-bit microprocessors today in many control
applications, providing simplicity of design, low cost and high performance.

The high speed microcontrollers can replace conventional logic-based state machines. This idea has been implemented
in the development of different /O modules for U-70 controls.

3. General structure of microcontroller-based modules
The general structure of microcontroller-based VME modules consists of a DPM, a CSR, an MCS 51 family

microcontroller and application dependent peripherals. All modules provide some logical compatibility; that means a
uniform scheme of register field and DPM allocation within a module's address space, plus a mandatory defined format for

the device control and status register (CSR).
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Each module allocates the 32 Kb of VME address space that are shared between the module's register field (the
lowest 256 bytes) and the DPM. The dual port memory is divided into 4 areas: the Command Area, the Reading Buffer,
the Polling Area and the Error Buffer.

The Command Area is used by the host to write a sequence of actions (commands) followed by data. Tables of
vectors for function generators, scan-lists for multichannel ADCs and settings for timers are placed in this area.

The Reading Buffer contains some data captured by the microcontroller during command execution and prepared for
the host. They are the results of analog to digital conversions, contents of counters or any data requested by the host.

The Polling Area is a special command area that is filled by the host if a microcontroller performs periodic input
signals polling and then compares results with some predefined conditions placed in the same area. The polling is a
typical control task for modules having a number of analog or digital input channels.

The Error Buffer is used by a microcontroller to report about any faults that occur during command area execution.

These areas have different sizes in different 'O modules but accesses to each of these areas are performed under
software control using the same CSR flags.

4. Module register assignment

Within the module's registers, the lowest 8 are reserved for functions that apply to the whole module. These are: the
Interrupt Vector Register (IVR), the Control and Status Register (CSR), the Module Reset Register (MRR) and the
Module Identification Register (MIR).

The 16-bit IVR allows the assignment of the module interrupt to one of seven interrupt levels and to program the
vector number, supplied with the interrupt acknowledge VME cycle. This register could only be accessed from the VME
side in read or write mode.

A host writing action in the MRR results in a complete reset of the module including the microcontroller.

The 16-bit read-only MIR contains very useful information for the host: crate number(C), module number(M), and
identification number(l) -- the unique bit pattern assigned to each type of modules.

The CSR is a dual port register accessed either from the VME bus or the internal microcontroller bus. It is used to
synchronize the data exchange through the DPM between host and microcontroller. The content of the CSR reflects the
DPM organization. Setting POLL by the host CPU starts the polling action. Detecting any changes by microcontroller
activates the CHG flag together with INT. Setting GO by the host causes the microcontroller to execute the sequence of
actions written in the Command Area. The ERR flag shows that the Error Buffer is filled with information concerned the
last detected fault. The active DFH (Data for Host) flag means that data in the Reading Buffer is ready for the host.

The host sets two additional flags INE (Interrupt Enable) and TST (Test), enabling a VME interrupt or activating an
internal test. The microcontroller status is shown by HALT and module status by RDY.
Other bits of the CSR are reserved for future assignment.

5. Technical parameters of the microcontroller based I/0 modules

The logical compatibility of I/O modules leads to the standard hardware implementation of the essential part of the
module, including VME interface, DPM, CSR and microcontroller with support. This provides the facility whereby I/O
functional modules covering a different range of tasks may be largely developed around a common structure, with the
resulting benefits in development time, documentation, training overheads, etc.

The set of VME microcontroller-based I/O modules includes the scanning ADC (VSA), the two-channel function-
generator (VFG) and the timing generator (VTG). In the following are some technical parameters of these modules
emphasizing the microcontroller application.

The VSA is the 12-bit, +/- 10V, 16-channel differential/32 single-ended ADC with 24 Kb of data store buffer.
Everything from the selection of sequences of channel sampling, sampling rate and operating mode, to the size of data
stored are software programmable. The high speed microcontroller DS80C320 allows a maximum sampling rate of
Sus/channel.

The VFG is a 16-bit, +/- 10V, two-channel function-generator intended for power supply control. The 8-bit DS80C320
provides a maximum rate of 50 ps/point, as has been requested for this application. The microcontroller spends most of
this time computing the next point. An estimation shows that a compatible microcontroller with 16-bit internal structure,
such as Intel's 80C251SB, can significantly improve the maximum rate up to 10 us/point using the same algorithm.

The VTG is a timing counter board providing the user with 8 general purpose, 16-bit timer/counters with a maximum
rate of 4 MHz and 16 channels with 1 ms resolution and 1 ps accuracy. Each counter is fully programmable from a user-
defined start value up to that selected from one of the range of sources. The contents of each counter may be read and
stored at any time without disturbing the counting process. The board can also work as an 8-channel pulse-width
modulator PWM) or in a combination of PWM and timing channels. The 8-bit DS80C320 simulates the 16 slow
channels in software, simplifies the setting of the fast channels and controls the PWM outputs. This module may
generate, in one of the applications, a setting value (PWM output) and two timing pulses for & power supplies.
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Conclusion

The microcontrollers of the last generation can be successfully used for the development of high performance VME
modules as has been shown here. The present approach gives to designers some advantages, the most important of which

are:
1. Much of the hardware development portion of the project may be reduced to the design only of function-dependent parts.
This obviously results in big savings of development time and money and reduced technical risk.

2. More of the development budget is applied to product-specific software development.

3. The same basic product design could be fitted with different types of compatible microcontrollers allowing faster
product operation with similar features or enhancing features while maintaining acceptable performance.
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DISTRIBUTED SIGNAL MULTIPLEXOR at FERMILAB

Charlie Briegel, Dean Still
Fermilab
Accelerator Division Controls Department
MS 347
P.O. Box 500
Batavia, IL. 60510 USA

A set of 1 GHz multiplexors is distributed at remote locations which enable signals to be routed to a variety of
instrumentation equipment. The commercial multiplexor provides up to 20 1X4 switches per location and can be

controlled via GPIB.

Control of the multiplexors utilizes MOOC (Minimal Object Oriented Communications) which provides the
skeleton software for communication to an application program. The control of a route across distributed
multiplexors can be effected by turning ON a device. The route has various mechanisms for reserving or usurping
the ownership of the multiplexors which make up the signal's route. The application and front-end software

implementation is described.

The hardware consists of a VME crate, a 68040 processor running vxWorks OS, and GPIB interfaces including
transparent support of a remote GPIB connected via Ethernet to the front-end computer.

1. OVERVIEW

A reoccurring goal in the control room is to measure a signal on the appropriate scope for a test. A distribution
panel with a maze of wires is commonly used to acquire this signal. The cable is manually connected to the scope
from the source which may span multiple distribution panels from remote locations. While this method works for
stable connections or short-term tests, it does not adequately address today's dynamic needs for acquiring various
signals to a shared set of instrumentation. In this case, depending on the sequence of events, a different set of signals
need to piped to a set of instruments as the sequence evolves and then data is acquired. A reliable and efficient

method for distributing these signals is required.

A commercial multiplexor was purchased which provided a variety of options. Fermilab purchased only one type of
multiplexor card; a 1 GHz 1X4 multiplexor with 4 sets of multiplexors per card, 5 card slots per box, a total of 20
1X4 1 GHz multiplexors per box. The control system interface is via a GPIB connection and utilized existing
software and hardware infrastructure to manipulate the switches. Four boxes were acquired; two were located in the
Main Control Room (MCR), one was located in Booster in the RF area, and one was located in the Main Ring in

the RF area.

Minimal Object Oriented Communications (MOOC) is the underlying software used to implement support for GPIB
communications. MOOC hides the layers of software required for communications and invokes methods to fulfill

data acquisition requests and settings from the control system.

2. MOOC

This infrastructure enables classes to be individually loaded and initialized so a system can be individually tailored.
Although the classes start independently, the GPIB class is inherited, so backward references will be made to this
base class. Classes which inherit the GPIB class can provide hidden functionality to the user, or derived calculations
from GPIB devices. MOOC and the pre-existing GPIB class minimizes the effort needed to create the
MULTIPLEXOR class and enables the user to concentrate on the problems of interfacing to a particular GPIB
device. The following is a portion of the startup script for the vxWorks node.
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shellPromptSet (""GPIB->")

# a bunch of loads were deleted for this document...

# specify the controller type per 0-31 gpib address range
# and IP host for ENET boards
GPIB_obj("NI_1014","")
GPIB_obj(""ENET_GPIB","host_name"")

#Create the gpib class

GPIB_obj_init()

# specify the gpib address of the MUXes
MULTIPLEXOR_obj(6)

MULTIPLEXOR_obj(7)

MULTIPLEXOR_obj(44)

#Create the multiplexor class
MULTIPLEXOR_obj_init()

# Slam: wake up VAX task for download of MUX settings
MiscBoot()

3. GPIB Class

A class was written to support up to eight separate GPIB controllers from a single VME processor. The supported
controllers reside on the VME bus, an Industry Pack (IP) interface, or Ethernet through an Ethernet to GPIB
interface. The Ethernet to GPIB controller enables distributed connectivity from a central location via a TCP/IP
connection. This connection is treated as another GPIB bus controller and the network connection is maintained

inside the driver interface.

The GPIB class supports transparent access to the device by enabling the console user to send and receive strings of
data which is normally ASCII text. The class provides semaphore protection so only one user can access a GPIB
controller at a given time. The semaphore provides hardware encapsulation of a single command. The sequence of
commands to the device are not protected by the class and no logical ownership of the device is provided. When
protection is required, the application is set to single-user execution.

The GPIB class provides control so an application can reset the controller, clear the GPIB device, trigger the device,
set the REN line for the GPIB bus, or put the device in LOCAL. Digital status is returned to reflect the serial poll

of the device. _
4. MUTIPLEXOR Class

The multiplexor class effectively inherits the GPIB class and adds functionality. While the GPIB class is still
available to the user, this new class and its corresponding devices provide a higher level of functionality. The user is
unaware of the GPIB commands required for reading, setting, control, or status of the device.

There are three types of devices associated with this class.

1. The 1X4 multiplexor contains 4 devices which can be closed (ON) or opened((OFF). The multiplexor provides
BBM (break before make), so closing a device will automatically open all the other three devices associated with the
multiplexor. The status will return the state of the device. Currently, these devices can be manipulated without any
constraints. All changes to the device are saved internal to the box and are recalled at initialization time of the class.

This device type is intended for diagnostics.

2. The status of all the switches can be read by a single device which uses a nibble to represent the status of the four
switches. So five 16-bit words are returned, one for each card in the box. This device cannot be set and is intended
for status display of the box. The device can be reset, which places all the switches into a previously saved state.

3. The set of multiplexors can be manipulated by setting a device to ON. This device has a data structure associated
with it which specifies a route for a signal to get to an instrument. The route can be read or set as an array of four
byte structures. There can be up to 512 such devices, consisting of up to 20 multiplexors per route specification.
Further, the device can return the status and ownership of each multiplexor specified in the route in an array of

structures.
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When a device is turned ON, the route is searched to determine that no other device of this type is currently using
any of the multiplexors. If all the multiplexors are available, then the path is created by sequentially closing the
multiplexors which make up the route. At the same time, the user can request ownership of the device for 5
minutes, 15 minutes, 1 hour, 8 hours, forever, or go to war with other users (LIFO). If the device is not available,
the application can raise its priority by sending a request to turn ON the device as a super-user and over-ride any
previous ownership. When the device is turned OFF, the path remains closed until someone requests one of the
multiplexors The OFF command simply implies the multiplexors in this device's route are available. A reset to the
device opens all multiplexors along the route.

This class provides ownership and easy manipulation of a set of multiplexors. A software program such as a
sequencer can simply turn ON this type of device, collect the data for the signal on the instrument, then move on to

the next measurement.
5. USER INTERFACE

A console user interface layer provides access to the GPIB class device by specifying only the node and address,
where the address specifies both the controller (0-7) and the GPIB device address (0-30). The console user interface
finds the corresponding device name and utilizes generic communication mechanisms to manipulate the device. The
user needs to know where the device is located. Existing applications for GPIB devices allow commands to pass to
the device without any programming and can easily be adapted to provide specific support for a device.

The MULTIPLEXOR class supports generic data acquisition services in the Fermilab control system. This enables
these devices to appear as generic parameters for pre-existng applications. The underlying GPIB commands to
manipulate the multiplexor are hidden from the user.

A specific application was written to specify and display the multiplexors associated with the route for a given
device. The device name for each multiplexor was used to specify the route. When the device's route is set, the

information is automatically forwarded by MOOC to the central database. When the processor is booted, the data
base is downloaded automatically. The following shows the application displaying a route specification.
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Mux switch device [

6. COMMENTS

The implementation currently consists of approximately 40 signals and approximately 12 scopes. The Main Ring
RF box is not connected to the control room, due to a limited number of wires between RF and MCR. The system

should expand when more operational experience is acquired.

The physical routing of signals to scopes and maintaining these paths is not an easy task. The maze of wires is not
significantly reduced and the wires must still be connected appropriately to the multiplexors. This multiplexor does
not provide any testing mechanism to understand the connectivity. The visualization of the connections will be
enhanced by using a graphical interface for documenting the routes.

The Ethernet to GPIB controller enables distributed boxes to be centrally controlled. This is an essential part in
providing ownership and enabling the routes to be accurately controlled. '

The protection of the system could be improved The multiplexors can be manipulated directly without any
protection thorough the GPIB class or the first device type of the MULTIPLEXOR class. The intended method to
manipulate the multiplexors is through the last device type of the MULTIPLEXOR class which is protected. If
necessary, all other mechanisms could be blocked or provide feedback to the existing protection mechanism.

There is no mechanism to prevent an inappropriate signal (i.e. hxgh voltage) to be routed to an instrument. The ease
by which the signal can be routed increases the possibility of causing damage to an instrument. A digital volt meter
(DVM) accessible within the multiplexor could characterize the signal and perhaps prevent inappropriate connections.
It might be interesting to use the multiplexor to mulitplex a DVM to test signals before they are switched onto

equipment.
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Application of a TMS320C31 chip for DSP/Embedded System

Shuchen Kate Feng, Rolf Olsen, Phil Pietraski, and D. Peter Siddon
National Synchrotron Light Source, Brookhaven National Laboratory
Upton, NY 11973, USA

The TMS320C31 chip from Texas Instruments is ideal for DSP and Embedded System Applications. Its
powerful instruction set, high speed and innovative architecture enhances the performance of DSP applications. Its
JTAG IEEE 1149.1 emulation port and microcomputer/boot-loader function facilitate computer simulation, debug-
ging and embedded-system development. To date, the speed of this low-cost chip ranges from 27MHz to 50MHz.

At NSLS, we have incorporated a TMS320C31 chip and an SN74ACT8990 test bus-controller with an open-
target-interfaced emulation porting kit for VME-bus-hosted emulation and AT-bus-hosted emulation. Using the AT-
bus-hosted emulator for development, we have designed and implemented a fifteen-channel-counting device for
NSLS beam line data acquisition. The implemented device is a stand-alone counter which can be controlled via front
panel keypads with display or by a host computer over an IEEE-488 interface. Some technical hardware and software
details in designing the emulation as well as the counter will be described. Other commercial scan-path emulators for
the TMS320C31 will be listed as alternatives which could be considered depending on a project time frame, financial

plan and design needs.

1. Introduction

At the beginning of this project, we decided to update the processor used for the embedded systems developed
by the NSLS Beam Line Group from a 2MHZ 6502 microprocessor we used in our in-house-designed motor control-
ler [1] to a faster microprocessor. Making good use of the existing resources in NSLS was a sensible approach to the
upgrade. NSLS had a site-wide-licensed emulation porting software kit [2] for the Texas Instruments TMS320 DSP
family. The kit emulated the TMS320-based device through the JTAG IEEE 1149.1 emulation port in conjunction
with an SN74ACT8990 test bus controller. The kit contains source codes, which allows users to apply emulation
technology (i.e. scan and debug) directly to their product in diverse hardware and software platforms. In our applica-
tion, we designed an AT-bus-hosted emulation board installed on a PC to interface the AT-bus with the JTAG bus. As
to the emulation software, we compiled the emulation porting software on a 486 PC MS-DOS platform. We adapted
the TMS320C31 chip to utilize its microprocessor mode during development for on-line emulation and its boot-
loader mode for a stand-alone, embedded device. Using that emulation scheme, we developed a stand-alone, fifteen-
channel-counting device for the NSLS beam line data acquisition.

2. The emulation hardware and software architecture

The emulation porting kit written in C language can be compiled easily under MS-DOS/Windows, OS2,
SUN-OS, SUN-solaris, HP -UX, etc, by changing the compiling option in a makefile. The emulation hardware plat-
form can be based on an AT bus, SBus, VME bus, and soon. A few definitions in header files can be tailored easily
to fit different emulation hardware platforms. The TMS320C31 chip allows complete emulation via a serial scan path
to the SN74ACT8990 chip through a 12-pin header. One needs to design interface hardware to communicate
between the emulation hardware platform and the JTAG IEEE 1149.1 emulation port using a 44-pin surface-mounted
SN74ACT8990 test bus controller[2]. The block diagram in Fig. 1 depicts the design concept of our TMS320C31
emulation hardware hosted on an AT-bus.

This in-house-designed emulation system is inexpensive and versatile, particularly in the situation when
developers need to implement the application on diverse emulation hardware and software platform. However, there
are other commercially-built emulators for the TMS320C31 on certain emulation hardware platforms. Texas Instru-
ments markets DSP development hardware and software for PC and SCSI-hosted workstations. White Mountain
DSP [3] markets emulators for PC and SBus-hosted Sun workstations. Those commercially built emulators provide
convenience and time-saving for development on a fixed platform.
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Figure 1: AT-bus-hosted emulation hardware for a TMS320C31 based device

All the emulation systems, custom-built or commercially-built, have similar graphical-user interfaces that
help users to develop, test and refine C programs and assembly language programs. It provides effective and flexible

functions such as breakpoints, single-step, user halt and memory display.

3. Features of the developed counting device

The developed fifteen-channel-counting device can be configured as one group of fifteen-channel counters,
or three independent groups of five-channel counters. Each group can count a specified amount of time based on the
internal clocks, or a specified amount of external events from any channel in the same group. The counters can be
controlled via a front panel keyboard with display, or by a host computer over an IEEE-488 interface. The following

is a list of the additional features:

« Flexible choice of a preset channel in any group

¢ Clocking time based in milliseconds from 20 to 1000000 (e.g. 106), or in seconds (default) from 1 to

10000000 (e.g. 107)
« Maximum external event counts is Oxfffffff (32 bits resolution ~= 4x10° )
» Readout of counts during counting
» GPIB data transfer interrupt rate is capable of up to 1.2 MHz
» Overflow flag displayed on a front panel and readable through GPIB

» Maximum counting frequency for input is 4MHz
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4. The design of the developed counting device

Combining the advantages of hardware, firmware, and software designs, a GPIB data transfer interrupt rate
for the counting device of up to 1.2 MHz has been achieved. Figure 2 shows the prototype unit now in use on beam
line X16B at the NSLS.

Figure 2: The prototype counter now in use on beam line X16B at NSLS

4.1 Hardware Design

‘We chose the 33MHz TMS320C31 chip as the system microprocessor not only because of its low-cost but
also because of its performance. It is an ideal chip for DSP applications as well as general-purpose microprocessor-
based applications. Its powerful instruction sets reduce the software overhead drastically by a factor of fifty as com-
pared with the previous 2MHz microprocessor we used.

We use six surface-mounted AM9513A System Timing Controllers [4] to master the fifteen-channel count-
ing. In addition, the system has several programmable logic devices[5] to program the counting synchronization, tim-
ing, overflow latching, device decoding and a wait state mechanism. The propagation delays of the programmable
logic devices are all under 35 nanoseconds. Using PLDs with direct /O, propagation delays are more favorable in
this high-speed application. The wait-state mechanism was designed to handle slow timing peripherals such as the
display unit and keypads which are used for local display and control.

A surface-mounted National Instrument GPIB-TNT4882 chip [6] on the board communicates between the
counting device and a host computer via a GPIB connection. Its 8-bit 16-deep FIFO buffers data between the GPIB
and the CPU, which increases the GPIB data transfer throughput.

All the hardware components are mounted on a 6.35 inch x 9.25 inch, six-layered board. The ground and 5-
volt signal each occupy an individual plane. Figure 3 shows the hardware structure of the counter board.

990

TP e N f s



TMS320C31-33 Emulation Interface
System Circuit
Microprocessor
64 KW Boot EPROM System Timing Controller
64KW RAM PLDs
GPIB controller » GPIB communication
to a host computer
Key encoder, Display
signals - 10 connect with keypads and a display unit

Figure 3: Hardware structure of the counter board

4.2 Firmware Design

There are four 64Kx8 27512 EPROMSs and one 64Kx32 RAM module[7] with 20ns of access time. During
the emulation/development stage the software is downloaded to the fast RAM directly from the PC host for on-line
simulation and debugging.  After development, the finished code and a bootloader were programmed into the inex-
pensive, slow, erasable EPROM. On power-up, the TMS320C31 downloads the codes resident on the EPROM to
the fast RAM for real-time execution. The boot loading time for a 64K 32-bit word code is only 60 milliseconds.

4.3 Software Design

SPOX [8] is a real-time DSP operating system for TMS320 DSP chips. We decided not to use the SPOX
OS because of its large memory requirements (43K 32-bit words) and the possibility of increased software overhead
from features we did not need. Rather, a primitive microkemnel is sufficient for our counter application. We wrote our
own real-time kernel in assembly language in the time-critical lower layers (e.g. /O drivers and interrupt handlers)
to maximize efficiency. The use of C for the uppermost layers facilitated sophisticated function development without
significant software overhead. The C crosscompiler from Texas Instruments includes mathematical functions, type-
conversion functions and other geperal utilities in its library. However, it did not contain functions for stream I/O
interfaces (e.g. scanf, and printf). One could get the source code from public domain sites or purchase the C compiler
for TMS320C31 from Tartan [9]. Including kernels, stack pointers and dynamic variables, the complete codes for
the counting device take 12.5K 32-bit words, which leaves plenty of room in the RAM for further development. Fig-

ure 4 shows the software development flow.
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Figure 4: Software development flow of the counting device

5. Discussion

5.1 Emulation Scheme

The current emulation system has a restriction of 27K 32-bit words of memory for emulation due to the
640K memory limitation of DOS. If one uses Microsoft Windows, the amount of memory one can configure in the
memory map corresponds directly to the amount of memory in the PC. However, one can easily migrate the AT-bus-
hosted emulation board from a PC to an HP workstation equipped with an EISA slot. As soon as one recompiles the
emulation porting kit under HP-UX, the application software for the counting device can be ported to HP-UX with-
out many changes because of the portability of C. To do so, one needs to get a C crosscompiler for TMS320C31 run-
ning under HP-UX from TI. Migrating the emulation system to an HP workstation not only overcomes memory
restrictions but also allows multi-tasking, which facilitates development and testing. The use of a NSLS PC-based
UNIX system (e.g. LINUX [10]) would require TI to port their crosscompiler, which so far has not been done.

5.2 Expansion of the counting device

One can expand the counting device by adding our previously in-house-designed motor controller boards
into the same chassis. An optimal solution is to design additional interface circuits to the motor boards on the counter
board without modifying the motor boards. That will result in a device with a maximum configuration consisting of a
fifteen-channel counter and a thirty-two channel motor controller.
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Abstract

The presented systems are aimed at increasing the accelerator radiation safety. They are built as standalone hardware
distributed systems. The Beam Dynamic Interlock System prevents the beam transfer to the next stage of the accelerator
complex if that stage is not ready for the operation (e.g., magnetic field is out of range, bad vacuum, etc.). The Beam
Abort Triggering System reacts immediately to an emergency situation at the accelerator by triggering the kicker magnets
to dump the beam. Conventional computer control means are only used for post-mortem diagnosis and self testing during
beam pauses. This paper describes the conception and components of UNK Beam Abort Triggering System under
development and Beam Dynamic Interlock System of U-70/UNK Transfer Line, which was successfully launched in
1994,

- L. INTRODUCTION

The THEP Fast Ejection System (FES) extracts beams to external targets of channels 8,21,22,23 [1] and UNK-I, via the
Beam Transfer Line (BTL) [2]. Fig.1 gives a schematic layout of the beam ejection area. A finite probability of pulsed
transfer line malfunctions can cause appreciable radiation losses, exceeding tolerable levels. To avoid such a situation
permanent monitoring of the magnet excitation currents is used. If operating variables are out of preset range the fast
ejection must be interlocked for the corresponding line. The problem at hand is solved by the Beam Dynamic Interlock

System (BDIS).

A second aspect of accelerator radiation safety is concerned with the necessity of a single-turn ejection (emergency
ejection) of the beam from the UNK-I to the beam absorber when the danger of radiation losses arises. The so-called
beam abort is executed by kicker-magnet 10KM1 within the energy range of 70 GeV to 600 GeV [3,4]. The triggering
pulse for 10KM1 is generated by the Beam Abort Triggering System (BATS) which acquires and processes the emergency
signals from threshold devices distributed along the ring. The radiation monitors are mainly used due to their fast reaction
to emergency and preemergency situations. In the framework of the given paper main components of both BDIS and
BATS are outlined.

II. BDIS

The main components and structure of the BDIS are shown in Fig.2. This system is distributed, as dynamic permission
signals are created at the Ejection Building (EB) and at 3 Surface Buildings along the BTL. These signals are input
parameters of the BDIS. They are yielded by permanently monitoring in hardware the excitation currents of the pulsed
magnets (window monitoring). The output of the BDIS is the dynamic permission signal for the KM14 and KM16
triggering.

In addition, a fraction of the BDIS inputs is used for monitoring the status of vacuum valves and the pressure at the beam
pipes. At the EB some inputs are connected to the radiation monitoring system of the experimental area.

At the heart of the BDIS is a module called Concentrator and Analyzer of Dynamic Permissions (CADP). It has 8 inputs
with Diode Optoelectronic Couplers (DOC) for galvanic decoupling that is important for such a distributed system. A
built-in time-delay analyzer permits time monitoring of input signals with reference to ejection time with an accuracy of
up to 2 ms. A mask register gives an opportunity to disable any input on operator command. That is very useful while
modes are changing or during comissioning. A Multibus-I interface allows one to identify inhibition sources and to test
the BDIS itself. An emergency switch for the operator is provided.
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II. BATS

The system monitors and acquires all local alarm signals (LAS). Their sources are distributed over 16 Auxiliary Buildings
located mainly along the UNK ring at typical distances of about 1.8 km from each other. The following original signals
are used to generate the LAS: '

« the RM signals; ,

o beam position monitor signals; _ _

« signals from pick-ups of dampers of coherent beam transverse and longitudinal oscillations;
« signals from pressure monitors of the Vacuum System;

» signals “Failure” of the Timing System, etc.

The LASs are generated by the threshold devices associated with the corresponding systems and are sent to a Concentrator
- Repeater (CR). The inputs of the CRs are optically isolated from all external devices. All CRs are interconnected by
means of an independent loop (coaxial cable). Activity of the BATS takes place during the period between beam injection
and beam transfer to the 2nd UNK stage. A Driver Generator (DG), located in the Main Control Room, feeds a 1 MHz
pulse train into the loop and receives it. The presence of any LAS at the input of any CR interrupts the train propagation.
Having detected train disappearance, the CR of the Abort System building promptly outputs a kicker trigger pulse.

Such an algorithm ensures a time lag between firing of an LAS and the trigger pulse of less than 100 ms including the time
propagation delays. Thus the kicker trigger pulse is generated only by hardware. All the CRs are linked to a Multibus-I
backplane for post-mortem diagnosis, selftesting in no-beam states and masking any CR input on operator command. It
is important to notice that the BATS provides for injection inhibition after an ejection trigger pulse has been generated.

As it was mentioned above, the fastest response is ensured by the RM signals. That is why the associated threshold
device was given special attention. The simplified block diagram of the Alarm Level Discriminator (ALD) of radiation
losses is given in Fig.3. The signals from the RMs, located near septum magnets, scrapers and other so- called “narrow
places”, are individually input to Current - to - Voltage Converters (CVC). Their rise time is about 05 ms over an input
current range of 15 nA - 15 mA. The output voltage of the CVC is compared with a predetermined reference. When that
reference is exceeded, that comparator creates the LAS. A counter registers the event time for post-mortem processing.
The reference levels are changed during the period of beam circulation, taking into account the rising risk of radiation
as the beam energy increases. That energy is provided by using timing pulses at the major points of the UNK-I magnet
cycle. .

IV. CONCLUSION

The created BDIS was successfully used during the launching of the BTL in March 1994. The main principles of
the BDIS have been confirmed by long-term operation of dynamic interlocking at the FES of U-70. Prototypes of the
modules for the BATS have been tested. The electronics modules of the both systems are packed in Euromechanics. The

systems are expected to be extended to UNK-II as well.
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A NEW LAN CONCEPT FOR LEP MACHINE
NETWORKS

A STEP TOWARDS LHC
Louis GUERRERO, Patrick LIENARD, CERN, Geneva, Switzerland.

Abstract

The LEP networks, implemented in 1987, are based on two Token-ring backbones using TDM as the transmission
medium. The general topology is based on routers and on a distributed backbone. To avoid the instabilities introduced by
the TDM and all the conversion layers it has been decided to upgrade the LEP machine network and to evaluate a new
concept for the overall network topology. The new concept will also fulfill the basic requirements for the future LHC
network. The new approach relies on a large infrastructure which connects all the eight underground pits of LEP to the
Prevessin control room (PCR) with single-mode fibres . From the bottom of the pits, the two adjacent alcoves will be
cabled with multi-mode fibres. FDDI has been selected as the protocol. This new concept is based on switching and
routing between the PCR and the eight pits. In each pit a hub will switch between the FDDI LMA backbone and the local
Ethernet segments. Two of these segments will reach the alcoves by means of a 10Base-F link. In a second phase of the
implementation, this scheme will provide for workgroup organisation and bandwidth allocation. The technological
choices make a future evolution towards ATM and 100Base Ethernet possible and allow us to preserve a large part of the
investment. This paper describes the implementation of this scheme.

1. INTRODUCTION

Since 1974, starting with the SPS machine, networking has always been central to the CERN SL division controls
system. When the LEP machine studies were made it was decided to adopt standard protocols. LAN evolution was not
clear at that time. To cope with requirements for safety as well as machine performance and operation, delicate decisions
had to be made, leading to the use of separate networks for the services (water, cooling, ventilation etc.) and for the
machine operation and beam observation. These two networks are known as LEP SERVICES (LSV) and LEP MACHINE
(LMA). It was decided to use the IBM Token-Ring protocol and the CCITT Time Division Multiplexing (TDM) as the
transmission medium. During the past years these networks have undergone many changes [1] to reach the higher
performances always required by users. For many reasons, these basic decisions were never revised. Preparation for the

projects LEP 200 and LHC have led to fundamental changes.

This paper outlines these new ideas and concepts and gives a description of the present state of the LMA network after
the first phase of improvements. The steps necessary to complete the project are outlined.

2. THE LEP MACHINE NETWORK IN 1994

2.1 LAYOUT AND CONCEPTS.

The LMA network is interconnected with the Prevessin control room (PCR) and the “rest of the world” by means of a
router running the TCP/IP suite of protocols as well as the Apollo Domain one. As shown in figure 1, the LMA backbone
was made of a Token-ring running over the TDM and interconnected with local Ethernet segments in alcoves by means
of translation bridges. Although this worked satisfactorily for many years it bore some weaknesses which became critical
with the increasing network load and the requirements for higher performance.
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2.2 RELATED PROBLEMS.

Figure 2 represents the relationship between the Token-ring and the TDM at a site level. It shows the boundaries of the
two systems where the problems mentioned below can be identified.

PREVESSIN CONTROL ROOM
LOCAL LEPMACHINE NETWORK
e ———————-

ETHERNET
TO TOKEN-RING
DRIDGE

FDDI
BACKBONE
Prévessin Contrel

Reem

ROUTER

24 Sites

TOKEN-RING TO an d TOKEN-RING TO
i T B e
- Bridges
LOCAL LOCAL
(ris.1 LEP MACHINE LAYOUT AS IN 1994. )
FROM L —_ 10
e——— T :'ﬂ p—— lei T
LR BA, X LR
BA, LM - DM TDM S B
T0, EN L —_ EN § FRoM
L X —_ L
— 3
LOCAL ETRERNET
( Fig. 2 LEP MACHINE LAYOUT IN A SITE AS IN 1994. )

o INCOMPATIBILITY BETWEEN ‘TDM 'AND THE TOKEN-RING.

Levels of incompatibility can be identified as :

1) We use an 8.448 Mb/s channel of the TDM to sample the Token-ring which has a 4 Mb/s bit rate These rates
not being multiples of each other, some buffering is needed to enable the frequency conversion. We decided to make this
conversion at the Token-ring to Ethernet bridge level. It has worked perfectly up to now but it is incompatible with

industrial products.

999



2) The TDM transmission system uses the HDB3! code. The IBM Token-ring uses a biphase technique called
Differential Manchester. The necessary conversion between these two codes was made by a home-made code converter
[2]. In fact, this was not a true conversion since it only considered the positive part of the electrical signals, but it allowed
a simplified design. Some very exceptional patterns are not correctly translated. This introduces some frame errors and
penalties on the bandwidth by creating unnecessary re-transmissions. Reliability of the whole system is decreased by the
failure potential of this additional interface.

3) During the insertion phase of a Token-ring station the insertion relay of the concentrator bounces. This
introduces synchronization errors on the TDM. As it is almost impossible to discriminate between these and real losses it
becomes difficult to manage the TDM synchronization signals.

o  BANDWIDTH WASTING AND LIMITATIONS.

Bandwidth is always a great concern in transmission systems and using an 8.448 Mb/s channel to transmit a 4 Mb/s
protocol appears wasteful. It was imposed by the necessity to sample the Token-ring twice per bit, due to the Manchester
encoding It also means that to increase the transmission rate of the Token-ring to 16 Mb/s would oblige us to raise the
TDM rate to 140 Mp/s (a sampling rate of 34 Mb/s times four levels of multiplexing). This represents a real technical and
financial limitation which eliminated the use the Token-ring as a means of improving performance.

o TRANSLATION BRIDGES.

In the 1994 topology, as a result of the historical evolution of the LMA network, a packet traveling from the PCR
network to a computer attached to a local segment in an alcove had to be translated three times, introducing longer
transmission delays and some penalty on the bandwidth. The traffic increase sometimes resulted in critical bridge
congestion, often made worse because broadcast propagation could not be limited. In addition, the introduction of a great
number (25) of bridges increased the potential of failure.

e FAULT DEPENDENCY.

Using the TDM as a medium for the Token-ring meant that a fault on the TDM, either at the line terminal or at the
multiplexer level, broke the ring integrity. An incident on the Token-ring has also severe repercussions on the TDM
transmission. This interdependency made recovery from a fault and the management of both systems very difficult.

3. THE NEW CONCEPT
3.1 INTRODUCTION.

The introduction of diskless local computers, the generalised use of X terminals and of the SUN Network File System
(NFS) protocol rendered the system described above inadequate by the end of 1993. Fortunately this situation had been
anticipated [1] and the infrastructure needed for the future was already well established. The new network had to
eliminate all the above-mentioned problems, i.e., it had to be independent of the TDM. The decision to use an optical
fibre-based network was made even if the protocol to be run on it was not firmly decided: technology was again at a
decision point and we were too early for the market.

3.2. THE FIBRE LAYOUT.

The installation of optical fibres started in 1985 to implement the TDM transmission over the long distances of LEP. At
that time, the equipment available was essentially multi-mode so the cables were composed mainly of multi-mode (MM)
fibres with only a few single-mode (SM) ones. We reinforced the single-mode infrastructure for LEP 200 in 1992.
Thereafter, we had a comfortable number of SM fibres linking the PCR to each pit. In early 1994, we started the
installation of SM fibres from the surface down to the equipment alcoves round the ring pits. The major problem to be

1 High Density Binary code of the 3™ order, CCITT G703 recommendation.

1000




solved in using fibres in the accelerator environment was to protect them from radiation degradation. Earlier tests had
been made by putting some fibres in the central drain under the floor of the LEP tunne] [1] and they were found to be
virtually unaffected after one and half years. The decision was made to apply the method to the whole network. Insertion,
pulling and extraction of the fibre cables involved considerable engineering work around the drain-pipe. The fibres run in
surface trenches to each pit and then go down to the underground site where they are connected to the electronics and
then run from there through the drain-pipe to connect to both of the adjacent alcoves. In the drain, the cables are
composed of 6 SM and 6 MM fibres. Eisewhere, the cable compositions vary according to the sites but are never less than
these figures. The types of fibre in the cables are 10/125 pm for the SM and 50/125 um for the MM. The surface layout is

shown in Fig. 3.

3.3 THE ARCHITECTURE.
THE CHOICE OF THE PROTOCOL.

. In 1994, The ATM?2 implementations were proprietary solutions and ATM standards specifications had not yet reached
stable levels. We decided to use FDDI3 which was offering, and still offers today, a more stable protocol for packet
transfer. Nevertheless we had to choose a solution that prepared for the future and protected the current investment. This
required us to anticipate a migration towards ATM in the future.

(Fig. 3 LEP SINGLE MODE FIBRE LAYOUT. )

THE LAYOUT.

Our first approach towards the new network architecture was again based on routing. It soon became evident that we
should take advantage of the latest switching technology which provides an increase of bandwidth, bandwidth allocation
and virtual LAN (VLAN) facilities. Preserving the investment should also be easier. This led to the topology of figure 4
which shows a central hub in the PCR, switching FDDI links and eight peripheral hubs switching Ethernet links from
each FDDI link. For reasons of economy we decided on a Single Attachment (SA) type of FDDI connection. Thus, two
pits could connect to the same Double Attachment (DA) port of the central hub and share the same logical ring (see figure
5). Although this solution is less reliable than one based on the dual (counter-rotating) ring and DA type of connections, it
saved a large amount of money (about 30%) for the electronics and the SM fibres. Another advantage of this layout will
be the possibility of equipping the alcoves with FDDI instead of 10Base-F Ethernet. Finally, installation of dedicated
servers on the LMA backbone was also foreseen at the PCR location.

2 ATM™: Asynchronous Transfer Mode retained by CCITT and supported by ATM Forum.
3 FDDI : Fiber Distributed Data Interface, ANSI X3T9 or 1SO 9314 standards.
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THE ELECTRONICS.

The specification for the new network equipment called for:
- switch and bridge FDDI
- switch and bridge Ethemet from FDDI
- route multi-protocols, essentially the IP protocol suite and to be transparent to Apollo Domain
- have multi-mode and single-mode types of connection for FDDI
- deliver full bandwidth on each port
- allow bandwidth allocation
- feature VLAN facilities
- offer modules equipped with 10Base-2 and 10-F Ethernet ports
- are modular and scalable
- are compliant with SNMP
- are committed to ATM
It also included several options. Among them were:
- full-duplex Ethernet

- TPPMD* FDDI
- 100 Mb/s Ethernet with a preference for 100VG-AnyLANS, our workstations being HP ones

4 TPPMD : Twisted Pair Physical Media Dependent.
5 100VG-AnyLAN is defined by IEEE 802.12 standard.
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(Fie.s LEP MACHINE LAYOUT AS FROM MARCH 1995. )

All these features together led us to think that we had no chance of finding such a product on the market, but we knew
several firms were ready to make some announcements in the year to come. We issued a call for tender and surprisingly
found two firms with products closely following the specification.

PowerHub 7000 (PH) from ALANTEC was selected because it completely fulfilled the compulsory requirements and the
optional features were also available, apart from the 100VG requirement.

The PH is expandable and scalable from 1.6 to 3.2 Gb/s total channel bandwidth. Its multiple-port shared memory
provides and shares bandwidth at the chip level. This means that the PH software can forward packets using any
bridging, routing or filtering method which can be expressed by a programmed algorithm. It also provides many network
management features such as statistics gathering, security filtering and port monitoring. Furthermore, new features can be
added at will, at any time and adaptation to new standards is easy.
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NETWORK MANAGEMENT.

The LEP network, like LEP Services and the SPS accelerator networks, uses SNMP® and RMON7 protocols, via the HP
OpenView Interconnect management product and the HP Metrics statistics and analyser tool, to control all the network
equipment. These were all retained for the new project. In addition, we needed and obtained an easy but powerful
configuration tool for VLAN implementation. HP OpenView is a very flexible product which allows easy integration of
other vendors’ products. ALANTEC offers Power Sight, a network management utility, which is totally compatible with
OpenView.

4. THE STAGE OF IMPLEMENTATION IN 1995
4.1 PRESENT STAGE.

LAYOUT.

At the end of the LEP annual shutdown (end of March 1995) fibres had been installed down all the pits except pit 3. For
the latter we had either to find radiation-resistant fibres or a special path to pull normal ones. Alcoves were linked to the
pits with fibres in the drain-pipe, except between pits 1 and 4 where special engineering was needed to clear the drain.

ELECTRONICS.

PowerHubs were installed down all the pits, except pit 3, with the following configuration:
- one chassis with one power supply
- one packet engine
- one universal FDDI module equipped with one A or B type SM port (two sites sharing the same logical ring)
and one B or A type MM port allowing local FDDI ring extension
- one universal Ethernet module equipped with four 10Base-2 ports and two 10Base-F ports

The PowerHub in the was installed with the following configuration :

- one chassis with three power supplies

- one packet engine

- one dual FDDI MM module connecting the PCR backbone and offering an attachment for LMA local

servers

- two dual FDDI SM modules connecting (switching) all the pits to the PCR backbone
The alcoves from pits 1 to 4 via 8,7... were all equipped with a 10Base-F link originating in the pit PH and using optical
to copper converters to create the local Ethernet segment.

CONFIGURATION.

One of the MM ports on the PCR PowerHub was configured as the router port between the PCR and LMA subnets. All
other ports of the PH are members of the LMA subnet and as such have received the same IP address. All ports are
bridged. All the ports of a PH in a pit are bridged and have the same IP address per hub. Thus, only bridging is
implemented nowadays without using VLAN, unless one considers the whole LMA network as a workgroup.

FIRST IMPRESSIONS.

To date, we have accumulated six months of experience and had to face several small problems :
- the power supplies did not comply with European standards
- some rare losses of a FDDI connection disturbed the PCR backbone
- some rare IP routing lock-out on the PCR port isolated the LMA subnet

6 SNMP : Simple Network Management Protocol.
7 RMON : Remote MONitoring protocol.
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We have been testing some new power supplies proposed by ALANTEC and they have proved satisfactory, so we are
now ready to install them. Upgrading the FDDI and OS software versions seems to have solved the problem of losses. We
have now been running the latest version for over a month without any trouble.

At this stage, after a six months’ operation, we have gained appreciably in reliability and performance. Time was too
short to make measurements on the network but in normal operation of LEP we have gained about a factor of three on the
response time of a standard 64-byte ICMP8 echo message crossing all the network. Statistics show extremely low error
rates over long periods, for example:
PCRPH:
FDDI : 1 800 million packets over 605 hours with 45% peak utilisation showed zero errors on
Xmit/Rev buffers and zero packets dropped. '
US25PH:
FDDI : 69 million packets over 410 hours and 43% peak utilisation, zero dropped .
Ethernet port 13 : 7 million packets with 21% peak utilisation showed 21 Xmit buffer errors,
1 Frame Check Sequence error, 1 Frame Alignment error and 262 collisions. All other ports
have 0 error counters.
US25 is the worst case today of all the PHs installed.

42 COMPLETION OF THE FIRST PHASE

During the 1995-96 shutdown the drain-pipe preparation will be completed between pits 1 and 4 via pits 2 and 3. Then we
will be able to pull the fibres in the drain. We now have a solution for the connection of pit 3 with normal fibres. The first
phase will be completed by the end of the shutdown as we already have the electronics to equip these remaining sites.

5. FUTURE STEPS

The second phase will involve implementing VLAN over the network. Before doing this we need to gain confidence in
the whole first phase, so it will certainly not take place before 1997. Studies could start in 1996.

During the 1996 shutdown we also plan to implement the same topology for the LEP Services network. Studies have
already be undertaken for the SPS network.

+

6. CONCLUSION

Due to a lack of Token-ring components on the market and to a non-standard network implementation (the TDM being
used as a communication media) the LEP machine network was inadequate for the requirements foreseen for LEP 200
and LHC. A new network conception had to be evaluated, based on today’s standards and on an optical fibre
infrastructure. It has been (and will be) a difficult job to install the fibre infrastructure but the effort was worthwhile as we
have gained a solid base for many years. The decision to implement switching over FDDI and Ethernet appears to have
been confirmed by market trends. Choosing the PowerHub brought, very quickly, more than the expected improvement in
performance and reliability. The choice of ALANTEC offers us VLAN techniques today, good management tools and
confirms that our decision on the HP network management product was also correct. Not only can we meet LEP machine
users’ requirements for many years but also we have prepared for future migration towards ATM. Associated with the
category 5 cabling we had already installed in the PCR, switching will also provide us with a solid base for multimedia

communications.

8 JCMP : Intemet Control Message Protocol.
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CANDIDE
" A fieldbus system to control detector front-end electronics.

W.P.J.Heubers, R.G.K.Hart, H.Boterenbrood, P.Rewiersma, L. Weverling
NIKHEF, National Institute for Nuclear and High-Energy Physics
P.O.Box 41882, 1009 DB Amsterdam, The Netherlands

The CANDIDE system is developed to control and monitor the front-end electronics of a subdetector prototype for
the ATLAS inner tracker. CANDIDE was based on the Controller Area Network (CAN), which is developed by
Bosch from Germany for the automotive industry. Low cost, reliability and real-time capabilities were important
issues in the selection of this fieldbus for the control of the front-end electronics. Prototype CAN nodes, based on the
Philips 80C592 micro controller, have been built to control functions such as setting discriminator thresholds,
masking noisy channels and monitoring temperature sensors of the channels in the ATLAS subdetector. This paper
describes the implementation of a network of these prototype CAN nodes. Additionally, the integration of a generic
fieldbus controller into the Cortex distributed control system (CICERO project) is discussed.

1. Introduction.

ATLAS is a high-energy physics detector to be used in the Large Hadron Collider at CERN and is planned to be
operational around the year 2004. At present the detector control system for the ATLAS project is in the phase of
determining the user requirements. Prototypes are built and tested in'the laboratories and in test beam runs at CERN.

Section 2 gives a brief outline of the organization of a detector control system and in some more detail the
subsystem for the front-end controls. In section 3 a description is given of the Controller Area Network (CAN) and
section 4 presents the CANDIDE system, based on this fieldbus. Section 5 outlines a contribution to an R&D project
initiated by CERN [1], concerning the definition of a generic fieldbus controller that has to be integrated into the

Cortex (object-oriented) control system.

2. Detector control.

From a control system point of view the ATLAS detector is a large scale system,that can be described as a set of
devices, such as the inner tracker detector, the calorimeter, the muon detector and systems like the data acquisition
system and the gas system. Each of these devices and systems can be decomposed into subsystems with their own
functionality and degree of autonomy. This hierarchical organization of the detector control system is illustrated in
figure 1.

For each subdetector (device) the control and monitoring of the front-end electronics can be considered as a
subsystem of the overall detector control system. In case of malfunction of the front-end electronics, an alarm
generated by this subsystem must be reported to the detector control system. Typically for each channel (or set of
channels) in the detector, slow control functions, such as setting a discriminator threshold or masking noisy
channels, could be implemented. Besides these control commands, it is necessary to monitor continuously the status
of certain parameters in the front-end system (e.g. voltage trip levels and temperature), which generates possible
alarms. The number of detector channels in a high-energy physics detector like ATLAS can be very large.
Depending on the type of (sub)detector several thousand (sets of) channels, geographically distributed in the
detector, have to be controlled and monitored.

The environment in which the front-end electronics operates puts special requirements to the system. The detector
is only accessible during maintenance periods. This puts demands on the reliability and fault-tolerance of the control
system. The control path must be redundant and independent from the functioning of the data acquisition system
itself. Another important constraint concerns the radiation. This is especially a problem in the inner part of the
detector where all electronic components must be radiation hard.
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Fig. 1. An example of the hierarchical organization of a detector control system.

3. The CAN fieldbus.

A fieldbus or serial bus is in principle an industrial communication network to which a number of geographically
distributed nodes are connected. Fieldbuses are meant for low level equipment control functions like monitoring
sensors and controlling actuators. The fieldbus network is able to transport relatively small messages in a fast and
reliable way to exchange information between the different nodes. Fieldbus nodes often have some degree of local
intelligence, implemented in a micro controller chip, in a PLC system or even in a PC. Low-cost, compactness,
reliability and real-time capabilities (requiring response times to be short and deterministic) are important features
for selecting a fieldbus system. See reference [2] for a tutorial on fieldbus applications in physics laboratories.

The CAN (Controller Area Network) fieldbus was selected for the controls of a prototype subdetector for
ATLAS. The CAN fieldbus was developed by the German company Bosch, initially for the automotive industry, but
nowadays CAN is used extensively in industrial fields as well. One major reason for selecting CAN was that the first
two layers of the ISO/OSI reference model are available as an open industrial standard as defined in ISO/DIS 11898
[3]. This standard does not cover the transmission medium (twisted pair or optical fiber) and the transmission speed
(between 5 Kb/s and 1 Mb/s, depending on distance and the medium). The CAN protocol specifications define
multi-master mode, multicasting, a message priority scheme and a high degree of fault-tolerance. Integrated circuit
manufacturers such as Philips, Motorola and Siemens offer both stand-alone protocol controller IC's and integrated
protocol controllers on a micro controller chip.

The application layer of the ISO/OSI reference model is covered by the CAN Application Layer CAL [4]. The
layers between the data-link layer and the application layer are not implemented in fieldbus networks for
performance reasons, although management control functions available with CAL do offer services concerning
network management, layer management and identifier distribution (figure 2).

The CAL application layer defines a set of services, called CAN-based Message Specification (CMS). With CMS
the applications can specify CMS-objects like variables, events and domains and specify services upon these objects
such as 'write variable', ‘notify event' or 'download segment'. CMS is derived from the ISO/IEC 9506 standard MMS,
an application layer standard designed for the remote control and monitoring of industrial devices (such as PLC's).
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‘4. CANDIDE.

CANDIDE (a CAN Diverse Interface for Detector Electronics) is developed to control and monitor the front-end
electronics of prototype micro-strip gas counters (MSGC). It was foreseen that the forward trackers of the ATLAS

detector would be partly implemented with MSGCsl.

A general-purpose CAN node GPCAN [5] has been designed around the P87C592 micro controller from Philips
and has been implemented as a piggyback board . This micro controller includes EPROM and RAM memory, a
CAN protocol controller, a 10-bit ADC with 8 multiplexed outputs, two 8-bits PWM outputs and five 8-bit VO ports.
The piggyback card is placed on a GPCAN motherboard, that contains additional functionality such as a serial DAC
and a CAN bus connector. A PC with a CAN controller from Softing GmbH was used for the development of the
system. The configuration to be used in the test beam runs was hosted by a Sun workstation interfaced by a CV002
VME module from MicroSys Electronics GmbH. The VME module is connected to the actual CAN network by an
optical link as is shown in figure 3.

The application software is not implemented with the CAL standard, but instead a custom-made message format
was defined, with a maximum frame length of 130 bits. A transmission speed of 125 Kb/s on the bus resulted in a
maximum transfer time of 1.04 ms per message. :

1Recenr.ly the ATLAS collaboration took the decision to use silicon strip detectors instead of MSGC's.
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Figure 3 Detector front-end control with a CANDIDE fieldbus system

5. Integration in the control system.

As outlined in figure 1, the fieldbus networks are used for low-level, real-time control of the detector front-end
electronics. In a large detector control system as needed for the ATLAS detector, it is foreseen that both fieldbuses
and PLC systems will play an important role in the low-level control of other parts of the detector system as well
(e.g. vacuum and magnet systems). Although the aim is to apply within the scope of this project 'standardized
systems' as much as possible, it is hard to avoid using different PLC and fieldbus systems for different subsystems,
because of complexity and time scale constraints. The control system must be able to integrate these heterogeneous
subsystems into the overall detector control system.

CICERO is a research project at CERN [1] that will outline and provide the main building blocks of a generic
control information system in order to reduce costs and maintenance efforts of future experiments there. The
CICERO group has designed and partially implemented an integration framework (‘software bus') called Cortex [6].
The Cortex system has two parts: an off-line part in which the configuration of the control system is described and
an on-line part where information and commands must be distributed to the components of the system. Cortex has to
be flexible enough to support the addition or removal of components without deteriorating the operation of the
system. For this purpose Cortex maintains a repository to handle the logical description of the architecture and to
describe the exchange of information between the different components.

Industrial fieldbus and PLC systems often come with their proprietary configuration tools. Most of these tools use
a graphical editor to design the fieldbus or PLC configuration and to generate files that contain tables with the
configuration information. At the moment there is no standard available for the configuration formats of fieldbus and
PLC systems, as there is no generally accepted standard available which specifies the application interface, although
in some cases suppliers publish their interface specifications and make them available as an open standard to other
suppliers. Examples of these are the ISO/DIS 119898 standard that defines the CAN Application Layer for the CAN
fieldbus and the ISO/IEC 9506 standard that specifies the Manufacturing Message Specification for PLC systems.

Work has started to design a generic fieldbus controller for the object-oriented Cortex system as it is defined by
CICERO. From this generic or virtual controller, other controllers can be derived for specific fieldbus
implementations. These derived controllers will inherit attributes and methods as they are defined by the generic
fieldbus controller. One interesting topic in this respect is how to convert the proprietary configuration formats into
the Cortex repository. As far as the application layer is concerned, the Can Application Layer (CAL) is a good
candidate for the implementation of a prototype Cortex fieldbus controller.




6. Future directions.

Although the initial application for the CANDIDE system, the micro-strip gas counter detector for the inner
detector of ATLAS, is canceled, nonetheless the project will continue. A modified version of CANDIDE will be
built to control the electronics of a prototype muon detector that is part of the outer detector of ATLAS. For this
purpose a CAN node is being developed that can control up to 16 high-voltage channels in the front-end system. The
intention is to interface the application software for this prototype using the CAN-based Message Protocol CMS as
defined in the standardized CAL.

A study on the integration of these fieldbus applications into the higher-level layers of the control system will
continue within the framework of the CICERO research project.

7. Conclusions.

The use of an industrial fieldbus to control the front-end electronic system of a large detector like ATLAS seems
to be a good choice because of its reliability, compactness and low-cost and because of the industrial support. The
design constraint to separate the data path from the control path can be easily achieved by implementing a fieldbus
network. The CAN fieldbus is an excellent choice, not only for its reliability and its real-time capabilities, but also
because its availability as an open standard. The CAN application layer provides a complete anid well-defined
interface to access and manage the fieldbus network configuration. One pomt not yet resolved,concemns the radiation
hardness of the industrially avallable micro controllers. Radiation hardness is a maJor issue, especially in the inner

parts of ATLAS .
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The Timing System of the IHEP Accelerator Complex
V.V. Komarov, LV. Lobov, A.V.Popov, Yu.S. Tchernoousko

1. INTRODUCTION

The main purpose of the timing system is generation of timing information, its transmission to technical systems and
its reception and transformation into a form convenient for users. The timing information includes a 1-ms clock, main
events corresponding to special points in the magnetic cycle, PLS-telegrams, values defining types and numbers of magnetic
cycles, astronomical time and data carrying the current parameters of the accelerator (beam intensity and magnetic field).

The main parts of this system are (Fig. 1):

- the Timing Message Generator (TMG),

- the Repeaters (REP),

- the Timing Message Receivers (TMR),

- the Multichannel Timers (MT).

rse e+ ——— (TE
ZZ = rer rer | =Z2
’ | 1 1
Crate £ I
Btd. 10XX Bld. 10X X
Fig.1. Timing structure

2. DISTRIBUTION.

Timing information is transferred as two-word messages through a network which has a multistar ring topology. The
transfer standard is MIL1553. The nodes of the timing network are repeaters. They are placed in every technical building and
divide the transmission line into more than 20 segments, including beam transfer lines, of 1.6 km each. Vitality of the
system depends on the quality of a transmission medium, which is based on 9 mm 75 Ohm coaxial cables and methods of

their connection with the repeaters in each segment.
Three versions of segment organization were studied, Fig.2:
- a single cable,
- two cables in parallel,
- two cables combined by a transformer in a special way.
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Probabilities of the faults for each scheme in the case of cable damage correspond to
Py = 1-(1p)", Po= [1-(1-p)"%, P3 = 1-(1p)",
where:  n - the number of segments,
p - the probability of one cable damage in any segment.
For p<<1 these equations become:
Py =np, P2-n2p2’ P3-np2

The third scheme of communication was chosen because its probability of failure is lower than in the other two cases
by factors of p and 1/n respectively. Multidrop buses corresponding to MIL 1553 standards are used in buildings.

3. SYNCHROTRAIN

The stream of timing messages forms the UNK Global Synchrotrain (GST), that has a periodic character. The basic
time unit of this train is a frame of 1 ms duration. Each frame is divided into 10 time slots which are spaces for messages,
Fig. 3. The message in slot number 0 is available to all users (broadcast mode of transmission) Messages in the slots
numbered 1 - 9 belong to individual users or fulfill specific functions (address mode of transmission).
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These timing messages follow the MIL 1553 standard and consist of two words - a command word and a data word in MIL
1553 terminology. The first byte of a message is for control; it defines addresses of accelerating stages to which the
transferred information belongs and the type of information to follow. The next three bytes contain data itself. The entire

data format is spelled out in Table 1.

4, COMPONENTS.
Most of timing modules were designed to the MULTIBUS-1 standard.

4.1 Timing Message Receiver.

The TMR (serial number ED00050) is a part of all equipment controllers. It receives messages and processes them in
two ways: ,

-hardware decoding of the 1-ms clock and up to 8 events, output to users being via external connectors,

-data storage of "beam intensity", "magnetic field", "astronomical time" and "events" in special registers, readable
via the bus.

Two levels of interrupts initialize crate controller programs. The first level informs the processor of an absence of the
GST, the second one combines the signals of decoded events, astronomical time and faults in the received information.

A built-in message generator permits checking of the functioning of all the nodes of the receiver.

Output-event pulses are synchronized by the 1-ms clock. The set of selected events is held in PROM (PAL16LS8).

4.2 Multichannel Timer (MT)

This module (serial number ED00110) is used in equipment controllers to form additional pulses delayed from start
event pulses and/or resynchronized by other clocks. It consists of 6 independent preloaded timer channels; each of them has a
16 bit capacity and is able to count up to a 2 MHz clock rate. It is possible to use any of the 7 clocks: three of them are
produced by a generator (1MHz, 100 kHz and 10kHz), the other four are external. Cross connection of the timers' inputs and
outputs in the connector in a special way allows the formation of any of the three orders of pulse generation (Fig. 4). The
pulse signals produced are used to start controlled equipment via external connectors and/or to initialize crate controller
programs via the interrupt mechanism. A built-in diagnostic scheme allows the testing of any timer channel of the module.
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The serial number of the REP is ED00140. This is a part of a UNK retransmission station and it works under the control of
a crate controller. The main function of the module is shape restoration and distribution of the GST signal to users.

Another is to supervise the availability of the signal in both the cables of the transmission line and to receive test messages.
The crate controller changes the addresses of the MIL 1553 decoder and checks a predefined sequence of test messages. The
module also receives astronomical time messages and registers hardware faults. The crate controller programs are initiated
via two levels of interrupts.

4.4 Timing Message Generator (TMG)

This device consists of four types of module:

- crate controller (PC-16, based on the Int8086),

- 0.5 Mbyte RAM (DM-16),

- multiplexer (ED00150) and

- timing message transmitter (ED00100).

The DM-16 keeps the working table of events for the UNK supercycle. The timing message transmitter coordinates the
running of the crate controller program via four interrupt levels, receives table data and data from the two multiplexers (4

channels, 16 bit words), forms timing messages according to defined requirements and transmits them. The multiplexers take
technical data (beam intensity, magnetic field, astronomical time) from the corresponding measuring systems in parallel.

5. DIAGNOSTICS.

An important requirement in the design of the UNK timing is the ability to find out when and where something goes
wrong within the system. Special devices and built-in means allow one to inspect streams of data in the timing network and
to check the functioning of the timing modules.

There are three levels of timing message control:
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On the global level a special device (Checker) compares the messages at the input with the same messages at the output
of the ring transmission line.

At the level of the repeaters, the availability of the GST signal in both the cables is monitored and special test messages
are checked.

At the level of the timing message receivers, checks are made of the availability of the GST signal in the multidrop
lines and the correctness of the message decoding. In addition the operation of the timing modules is reflected in status
registers that can be read, and most of their working functions can be simulated.

6. DELAYS.

The time delay of the GST signal along the ring transmission line depends on the length of the cable and number of
repeaters used:
Tdel = tcabl * L + trep * n,
where: tcabl = 5 ms per km,
trep = 0.25 ms per unit, defined by the process of GST signal shape restoration.
For the whole of the ring transmission
Tdel = 5 * 20 + 0.25 * 16 = 104 (ms).

The influence of the seasonal change of temperature on the cable is the major cause of time delay instability. Given this it
will be 1.2 ms, if the changes of temperature are no larger than 60 C.

The process of GST signal decoding in the TMRs causes a time jitter of both the 1-mS clock- and the event-pulses relative
to the corresponding frames. This jitter can amount to 80 nS.
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Controller Area Network (CAN) — a Field Bus Gives Access to the Bulk of
BESSY I Devices

J. Bergl, B. Kuner, R. Lange, I. Miiller, R. Miiller,
G. Pfeiffer, J. Rahn, H. Ridiger

Berliner Elektronenspeicherring-Gesellschaft fiir Synchrotronstrahlung m.b.H.
(BESSY), Lentzeallee 100, D-14195 Berlin, FRG *

Abstract

The superior properties of the CAN fieldbus will be widely utilized for BESSY IL. Literally any power converter, the
PLC of the radio frequency, vacuum valves and gauges etc. will be interfaced by embedded controllers attached toa CAN
segment. Furthermore it is envisaged to set up a feed forward insertion device compensation scheme that is based on a
specific CAN installation. Today a unified data link layer (called SCI: Simple CAN Interface) simplifies the development
of communication software between CAN chips of different manufacturers on the embedded controllers or the VME
master. The usefulness of the specific subset CAN Message Specification (CMS) of the CAN Application Layer (CAL:
proposed standard) protocol is under study.

Introduction

The control system at BESSY I has used the CAN field bus for controlling many power supplies for two years. The
installation has proven to be robust and reliable in a very noisy environment [2]. This excellent experience has resulted
in the extended use of CAN as the field bus in the BESSY II control system. DESY also uses the CAN bus for device
control, so it is planned to combine the efforts of the two laboratories in this field. BESSY II is designed to use insertion
devices to provide high brilliance synchrotron light. This leads to some special control system demands. One is to
implement an insertion device (ID) compensation scheme that guarantees a correction of the machine orbit every 100 ms.

I. A Field-Bus-Based Control System Solution

The BESSY II control system will be distributed over the storage ring, the synchrotron and the transfer line. At the
- primary IO level, VMEbus computers attached to an ethernet with EPICS as the control system software will be placed
at strategic places around the storage ring and the synchrotron.

A first goal is to incorporate intelligent actuators and provide a high flexibility in connecting distributed hardware to the
primary IO level. Therefore a secondary IO level based on the CAN field bus will be installed. Only a small amount of
equipment will be directly interfaced by VME cards.

A. Embedded Controller Concept

The main power supplies require analog signals with 16-bit resolution and low thermal drift. Therefore the DAC has to
be placed as close as possible to the power supply. Each power supply at BESSY II will be equipped with an interface
card that consists of the DAC, an ADC and digital IO. The interface card carries an embedded controller board based
on the Intel i80386EX processor. This ensemble fits directly into a slot in the power supply. Furthermore the embedded
controller provides the CAN interface using the Intel 82527 full CAN chip. This solution leads to power supplies fully
controllable via the CAN bus with short distances between the interface and power supply electronics.

For software development the C programming language has been chosen. The embedded controller is fully hardware
compatible with an 80x86-PC. Therefore the software can be used on both platforms with minimal modifications. A CAN
interface card for 80x86-PCs using the i82527 CAN chip is also available.

B. ID Compensation

*eMail: bergl@bii.bessy.de, kuner@bii.bessy.de, lange@bessy.de, muelleri@bii.bessy.de, mueller@acc.bessy.de,
pfeiffer@bii.bessy.de, rahn@acc.bessy.de, ruediger@bii.bessy.de
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Figure. 2. Embedded Controller Schematic Diagram

To compensate the influence of the IDs on the beam in the storage ring a feed forward correction scheme has to be
implemented. Every 100 ms it reads the gap information of all IDs and distributes the information to all power supplies
(about 200) involved in the correction scheme. In this approach the ID compensation master takes the gap information of
the IDs connected by separate 100 Kbit CAN segments. An additional 100 Kbit CAN segment will be used to distribute
the gap information to the IOCs controlling the power supplies involved.

The chosen CAN interfaces at the VME level control two CAN segments and are capable of mapping automatically a
specific CAN read object to a CAN write object on the other bus segment. Using that feature the CAN interface forwards
objects from the 100 Kbit CAN segments to the 1 Mbit segments without wasting CPU resources on the 10Cs. The
embedded controller for each power supply holds a experimentally-determined correction table to alter the setpoint with
respect to the GAP information. The deterministic message transfer time combined with the multicast capability of the
CAN bus allows an implementation where the time needed for distributing the gap information does not depend on the

number of power supplies involved.

M. CAN Communication
Within the BESSY II control system the CAN field bus will serve a variety of tasks: In addition to the ‘normal’ device

control it will interface underlying intelligent subsystems (like measurement PCs, PLCs), can be used for downloading
configuration data and possibly object code to the embedded controllers, carries the ID compensation data and can be
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used for synchronization of JOC tasks. These different communication tasks require different protocols to be used in
parallel on one CAN segment.

The CAN interface has to be implemented on three platforms: The IOC (Motorola MVME with VxWorks/EPICS and
commercial 68000-based CAN cards), the embedded controller (i80386EX without OS with a single on-board CAN chip
— see fig. 2) and a PC used for measurement and debugging (80x86 using DOS and an AT bus CAN card).

A. SCI - a Protocol Independent Data Link

SCI, the Simple CAN Interface, is the specification of a library that embodies a standard for accessing CAN interface cards
independent of the actual hardware. Programs that use this library to access the CAN field bus will be portable between
different CAN cards and even different operating systems. SCI is intentionally kept simple and it largely represents the
data-link layer of the OSI model.

SCI is prepared to handle several CAN ports which are distinguished by port numbers. The ports may be realized on one
or more interface cards, not necessarily from the same vendor. Different interface cards may have to be accessed through
different drivers, but these differences are hidden by SCI.

SCI is capable of multithreading. In order to facilitate this function, each thread that opens the library is provided with
a unique pointer. This pointer, which is a parameter for all SCI functions, is used to distinguish different threads. The
properties of a COB!- identifier, data length, timeout and type, where type can be one of read, write, remote-read and
remote-write - - are defined when it is initialized. SCI then returns a pointer to an internal structure that is allocated
and initialized per object. All other functions use this sci_object pointer as a handle to a certain object. Read and write
functions exist in order to transfer data to and from CAN objects.

Reading can be done in three basically different ways: Immediate read gets whatever data is stored on the CAN hardware
for a certain object. Read with timeout gets new data or — if there is no new data — waits for the COB to arrive. Install
a callback function that is called when new data arrives for an object is the asynchronous mode to retrieve data. On
multitasking operating systems this callback is called from within a signal handler.

\ Communication Object, message with a unique tag.
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B. CAN Integration into EPICS

B.1 Concept

The requirements of portability and reusability are fulfilled best by a layered interface structure. This allows the parallel
use of different protocols through well- defined interfaces into the protocol layer and collects the platform dependencies
in another layer. Thus the support for a protocol can be implemented fully independent from hardware and OS properties.
Fig. 4 shows the task level structure of the CAN interface in front of its layer structure.

Above the low level CAN library SCI is the OS/hardware dependent CECIL (Common EPICS CAN Interface Layer). The
tasks and functions in this layer set up the data transfer between the CAN segments (through SCI) and a COB oriented
cache structure which is an interface to the next layer handling the different protocols. This layer consists of a small set
of functions for each protocol to be run over the CAN bus. These functions include initialization, reading and writing
data in protocol specific format (the upper interface) as well as reading and writing data in SCI conformal format (the

lower interface).

EPICS device support writes and reads data to/from the cache using the upper interface functions of the appropriate
Protocol Function Set. For output records the write request is fed into a queue. The CANrequester dequeues it, gets
the data through the lower interface of the protocol layer and calls SCI to send the message. For asynchronous record
processing an EPICS callback may be requested. On an incoming message SCI calls the CANbroker task. The CANbroker
gets the COB, stores it through the appropriate protocol function and eventually requests an EPICS callback, which gets
the data out of the protocol layer and moves it to the EPICS record. To avoid any mutual influences between field bus
links there is one three task ensemble for each CAN segment connected to the VME. '

B.2 Protocols

It is intended first to implement the following three protocols:
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« flatCAN, a very basic protocol for reading and writing raw messages over the CAN bus, will be used to interface
commercial CAN nodes that do not support our message transfer standard.

« lowCAL is a subset of the CiA2 CAL (CAN Application Layer) [1]. CAL is a huge protocol suite defining an open
CAN environment, including services for message transfer, network management, on-line address distribution as well as
remote configuration of certain layer parameters. Our lightweight lowCAL subset defines only the message specification
as well as the encoding rules for the variable types used in BESSY II device control. This will be the protocol used for
communication with the embedded controllers.

« CANal (CAN arbitrary length) specifies two protocol variants for sending data of arbitrary length such as tables, config-
uration data or object code: A multicast transfer which is not confirmed and a point-to-point transfer which is confirmed
and allows partial re-transfer of data.

C. Status

SCI has been implemented on an HP9000/743 (HP-RT) and on an MVME162 (VxWorks 5.2). It is being implemented
at the moment on the i80386EX Embedded Controller and the 80x86 (DOS).

The CAN-EPICS interface has been designed with the protocols, layer interfaces and data structures being defined already.
We are beginning to implement it under VxWorks and in parallel to develop the embedded controller software.
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A Cost-Effective Way to Operate Instrumentation Using the Motorola
MVME162 Industry Pack Bus and HiDEOS

J.B.Kowalkowski
Advanced Photon Source
Argonne National Laboratory

ABSTRACT

The HiDEOS software package has been implemented at the Advanced Photon Source to run the Motorola
MVME162 embedded controller together with a variety of industry pack modules. The HIDEOS-based MVME162
controller acts as an intelligent second slave /O processor in a VME crate. The implementation consists of vxWorks
running the EPICS control system package with HIDEOS running the MVMEI162 in stand-alone mode with no addi-
tional operating system. Use of Industry Pack modules provides an inexpensive way to control a large number of
serial ports, add a GPIB controller, or add a large number of analog and digital /O modules at a reasonable cost.
HiDEOS only utilizes software available in the public domain, allowing users to operate the MVME162 and sup-
ported Industry Pack hardware at no additional software cost. The HIDEOS package has been interfaced and inte-
grated into the EPICS control system toolkit and handles the backplane communication with tasks under vxWorks
and adds an object-oriented model to EPICS device support. Being object oriented, HIDEOS contains Industry Pack
control classes that make it easy to add support for new Industry Pack modules.

INTRODUCTION

The software package HiDEOS [1] is currently being used at the Advanced Photon Source for GPIB, digital/analog
input/output and serial communication to instruments. A library was added to create a standard interface to the EPICS
control system toolkit [2]. The primary target is the Industry Pack (IP) Bus availabie on the Motorola MVME162
because of the low-cost IP modules available to the user. HIDEOS was chosen as a development platform because of
its ability to hide complex issues, such as the IP Bus Controller and interprocess communications from the device
driver creator, and to distribute processing among several processors.

One of the objectives of this development effort was to create generic support routines, accessible through the higher-
level EPICS control system, that perform transactions with an instrument on a serial or GPIB link. With this set of
tools, users can add new instruments and control them through EPICS without writing any embedded application pro-
grams. Existing scripting language interfaces to EPICS can interact with the existing embedded system.

A VME-embedded system main processor can be under substantial load in a large accelerator application. Adding a
number of serial-linked instruments to the system can create a large additional load on the main CPU, especially if the
instrument requires a complex protocol. A second goal of this development effort is to allow additional general-pur-
pose, low-cost processors to perform the actual transactions to the GPIB and serial links. By allowing this type of sys-
tem to be assembled, the main processor load, which is implementing most of the actual control algorithms, can be

reduced.

A third goal was to keep the cost of purchasing and running serial ports and GPIB connections low. The Industry Pack
modules have helped fulfill this goal. The cost of serial ports on IP modules can be less than $50 per serial port. A
GPIB interface module can be added for $200. By using HiDEOS, drivers can be provided to users with no licensing
fees. A site running EPICS and owning a vxWorks license can easily add the HiDEOS subsystem for basically the

cost of hardware plus setup time.

ARCHITECTURE OVERVIEW
The control system software includes three major pieces: EPICS, vxWorks, and HiDEOS. With the implementation

discussed here, EPICS and vxWorks reside and operate on the main embedded system processor and the main portion
of HiDEOS resides and runs on a second slave processor in a VME crate. The main control procedures are written in

1022



EPICS which runs under vkWorks. EPICS handles the interaction with remote users and the running of high-level
control algorithms. The job of HiDEOS is to operate the IP modules, run protocols or user algorithms and operate
instruments connected to the IP modules. It also has the responsibility of running the backplane communications
between processors. A portion of HIDEOS runs on the main processor under vxWorks and works together with

EPICS to communicate with the slave HIDEOS board.
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Users interact with EPICS components without any knowledge of the HIDEOS portion and they usually sit on an eth-
ernet LAN away from the VME control crate. As shown in Figure 1, the crate contains two processors: the main con-
troller and the HIiDEOS slave MVME162 board. All communications between the two CPUs is made through the
HiDEOS package. EPICS allows device support routines to be attached to control system primitives called records. A
record can contain an arbitrary number of device support routines of which one is active at a time. The EPICS data-
base designer generally chooses the device from which the primitive is to get data. The user is generally free to imple-
ment device support in any fashion; there are really no hard rules on implementing device drivers. HIDEOS has a
fairly rigid method defined for writing drivers or software modules which communicate using messages. The cou-
pling library sits between the two systems and serves as a simple place for users to add code to the system. A simple
generic EPICS device support routine communicates with the coupling library. The coupling library uses the HiD-
EOS interface library to push messages into HIDEOS and get results in the form of messages. HIDEOS backplane
communication tasks reside on both CPUs and exchange messages. CPU-2 receives commands in the form of mes-
sages and distributes them to the running HiDEOS device drivers. This is a very flexible architecture, allowing users
to choose the location from which an instrument will be operated. User code can exist as part of the coupling library,
where the main processor executes it under EPICS, or as HIDEOS software modules on the slave processor. In addi-
tion, users can atiach to existing HIiDEOS drivers and utilize their services. Figure 1 shows a series of drivers that

could be running in a system.
INDUSTRY PACK MODULE SUPPORT

The primary supplier of IP modules for the APS has been Green Spring Computers. A few have come from Systran
Corporation. An MVME162 can accommodate up to four IP modules on the IP bus. The HIDEOS package comes

with drivers for the following modules:
o IP-Serial - 2 serial ports (RS232/RS422/RS485)
» IP-488 - GPIB '
« [P-OctalSerial - 8 serial ports, (RS232/RS422/RS485)
o IP-QuadSerial - 4 serial ports
« IP-PrecisionADC - 12 bit 16 channel ADC
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* Systran-DAC128V - 12-bit DAC

«IP-16DAC - 16 channel, 16-bit DAC (under construction)

«IP-16 ADC - 16 channel, 16-bit ADC (under construction)

«IP-ADIO - 48-bit digital 'O, 13-bit ADC, counter/timers (under construction)
« Systran-DIO - 48-bit digital /O (under construction)

The IP bus standard defines an ID memory space which contains manufacturer and model codes. HIDEOS contains a
database of all supported IP module make and model codes and provides a way to create a driver for each of them.
During the boot process, HIDEOS probes the ID space of each IP bus slot on the MVME162. For each module that is
found, the make and model codes are compared to those in the database. If a match is made with a database entry,
then a HiDEOS driver is created and given a name that includes information about the slot where it exists. This dis-
covery process allows HiDEOS to be self-configuring for IP modules; a driver will be started for each of the services
that needs to be available on the IP bus.

All IP drivers are written under HiDEOS using C++ and the HIDEOS methodology of task writing. Application
developers required to create IP device drivers are given several tools through HiDEOS to simplify their effort. The
driver creator must conform to the HIDEOS IP module manager database rules in order to have the driver automati-
cally started during the boot process. HIDEOS provides a tool for slot management which allows the user to easily
manipulate the IP bus. Some common features are the ability to enable and disable interrupts from an IP slot and find
the memory addresses of the different IP memory spaces.

EPICS INTERFACE

All HiDEOS drivers are named with a character string. The character string in the case of an IP module driver is pre-
fixed with a single character indicating the slot in which the module exists. A typical example is the GPIB module. If
the user installs a GPIB IP module in slot B of the MVME162, then the string “b-GPIB” will refer to the driver that
operates the module. Many of the IP modules have several channels or ports, such as the quad-serial. In this case the
string must include the port or channel using the C language style array index operator. If the user wants to communi-
cate with port 3 of the quad-serial IP module installed in slot C, then the name string will be “c-Serial[2]” (indexing
starts at zero). The current implementation of HIiDEOS requires the user to know the card in which the HIDEOS
driver resides. The main processor is zero, the first slave processor is board one. The reason for this is that a user must
know exactly where an instrument is attached. To summarize, the HIDEOS IP naming mechanism requires the user to
know up to four simple pieces of information: the card in which the driver exists, the slot in which the module exists,
the name of the module and the port or channel of the module (if needed).

The naming of a user-supplied HIDEOS process or protocol driver differs slightly from the above scheme. This type
is not associated with an IP module, so no slot character is required. Generally these processes do not have multiple
ports or channels, so that portion is also not required. Usually only two pieces of information are required: the card
where the HIDEOS process is running and the name of the process.

When EPICS database records are created for use with a HIDEOS driver, the database designer fills in the card num-
ber where the HiDEOS driver exists and the above name information in the optional parameter field. The coupling
library will parse the parameter field and verify the existence of the HIDEOS driver during EPICS boot time.

EPICS is written in C and HiDEOS requires C++. A problem with-vxWorks 5.2 is that is does not supply a loader
capable of loading C++ object modules correctly. HIDEOS provides a wrapper on top of the vxWorks 1d() function
called 1dpp() which correctly loads C++ modules. The functionality added to 1d() is the ability to run global construc-
tors and supply the default new and delete operators.

The coupling library discussed earlier hides many of the ugly details of EPICS device support and HiDEOS driver
support from a user in a base class. The user is required to create three functions: a start I/O, a complete /O and an
initialization function. The start /O is invoked by EPICS when a record requires an I/O transaction to be started on a
HiDEOS driver. The complete /O function is invoked by EPICS when the HIDEOS driver completes the transaction
started earlier. The initialization function is invoked when the EPICS record is being initialized. The HIDEOS/EPICS
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interface package includes the coupling library, along with code which does string transactions, ADC/DAC IO, and
GPIB transactions using various EPICS records.

APPLICATIONS

User applications developed so far fit into three categories. The first category includes applications which use existing
EPICS and HiDEOS support software. All that is required is to create EPICS database records and specify the param-
eters correctly. The second category includes applications requiring code to be added to the EPICS/HiDEOS coupling
library. This type of application will usually communicate with existing lower-level HIDEOS drivers. The third cate-
gory requires a HIDEOS driver to be written and run on the second processor. For the purpose of this paper, all appli-
cations will require EPICS database records. Some of the more complex applications fit into categories two and three.

Many instruments and sensors can be operated using the first application category. These are important because the
user does not need to write any code. An example application of this type is reading from a supported ADC using an
EPICS analog input record or writing to a DAC using the analog out record. Another example is writing and reading
strings directly to a serial link through EPICS string out/in records. Generally only the simplest of serial-controlied
instruments will be able to make use of this method. GPIB devices can be operated in this fashion using the EPICS
GPIB library. Figure 2 illustrates two simple example applications which fall into the first category.

FIGURE 2. Simple Applications
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Instruments or IP modules which require simple transactions to operate and return status information fit into the sec-
ond category. Here a simple piece of code must be added using the coupling library which will in turn be added to
EPICS device support. Simple serial-controlled instruments will usually require delimiters to be added to outgoing
transactions and require a time-out; incoming transactions will require delimiters to be stripped and data interpreted.
This category usually requires a small, simple program to be developed and added to the EPICS/HIiDEOS support
library which exists under the coupling library of Figure 1.

Multi-function or multi-state instruments such as digital voltmeters, motor controllers, temperature controllers, and
PLC usually require a complex protocol to operate. These instruments can be attached to IP modules with existing
drivers such as the serial highway or GPIB. A new HiDEOS program will sit between the EPICS/HiDEOS coupling
interface and the IP driver to actually operate the instrument. This type of configuration typifies the third application
category and requires the largest code development effort. Examples of such a setup are the GE FANUC [3] interface
and the Love temperature controller developed for the Experimental Facilities Division of the APS.

In Figure 3, the GE FANUC sends a string of characters representing the current state of the PLC. The existing HiD-
EOS IP serial driver accepts the string and passes it to a GE-FANUC protocol driver which deciphers it and decides
whether or not to inform the EPICS control system of any state changes. The EPICS/HIiDEOS device support proce-
dure converts the data to EPICS-acceptable format and notifies other EPICS database records of change-of-state
information. The GE FANUC provides data to the HIDEOS processor continuously at 19,200Kbps which would puta
large load on the main processor if it were not configured in the two processor fashion.
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The Love controllers operate on a RS485 multi-drop network. The HiDEOS Love controller protocol driver polls the
controllers for temperature and status reading using the Love protocol. The data is converted to a simple transaction
that can be sent to the EPICS/HiDEOS support module where EPICS database records are updated.

FIGURE 3. Bigger Applications
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CONCLUSION

This development effort has demonstrated that HIDEOS can be integrated into an existing system. Interacting with
HiDEOS using its interface library is straightforward providing the user has an understanding of the HIDEOS system.
Addition of the coupling library was an important part of the development, as it allows easy access to commonly used
pieces of both systems. The current complete system has a considerable number of important IP modules and sample
applications developed, with more to be added. HIDEOS is explained in more depth in [4].

The learning curve for understanding the HIDEOS system and using its facilities can be high for a user not familiar
with object-oriented programming and design in C++. Understanding each component which must be modified or
added to EPICS and vxWorks start-up scripts is difficult. Like EPICS, the HIDEOS package cannot just be picked up
and used without first understanding a set of fundamental principles.
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Optic Data Link for Tevatron Synchronization System

A. Mason and V. Rytchenkov *
Fermi National Accelerator Laboratory, P.O. Box 500, Batavia, IL 60510

Abstract

A fiber optic data link for the synchronization systems of the Fermilab accelerator has been designed, produced and
tested. The link uses one multimode fiber in a previously installed cable. This link is capable of simultaneously
delivering a 7.5 MHz biphase encoded clock signal and a 53 MHz RF signal to 30 service buildings distributed
around the 6.28 km circumference accelerator ring. An accumulated time jitter at the far end of the link is less than
+ 2 ns while a variation of the carrier or RF is about 300 kHz.

I. INTRODUCTION

The Fermilab Accelerator Timing and Synchronization System is comprised of four clock signals. Three of these
are separate beam synchronous clocks (BS CLK) which are synchronized to the actual beam revolution frequencies
(or equivalently, to the accelerating RF) of the Main Ring, Tevatron protons, and Tevatron antiprotons. The serial
clock signal can carry timing markers, or "events", encoded in a biphase (or modified Manchester) code onto the 7.5
MHz (53 MHz RF divided by 7) carrier. '

A serial data repeater system [1] has been used to accommodate distribution of each BS CLK. The repeaters are
positioned at each of the thirty service buildings located throughout the 6.28 km Tevatror ring accelerator. A coaxial
cable is used as a communication medium between the repeaters. The original coaxial cabling supporting the
accelerator controls has existed for a long time. Recently there was an upgrade of the Control System, and fiber
optic communication links have been implemented [2]. This allowed adding new links for the upgraded system and
avoiding the disadvantages of a gradual degradation of the coaxial cable's characteristics.

A twenty-four fiber trunk cable with multimode graded index fibers (62.5/125 pum) was installed throughout the
accelerator ring. Its full length is nearly nine kilometers, a mean length between two service buildings is about 300
meters. An optic data link for 10 Mbps biphase encoded data was designed and installed to replace an original serial
CAMAC interface [4]. That link is split, each leg connecting half of the ring length using 15 repeaters. The
repeaters used inexpensive optic transmitters and receivers at 820 nm. With an edge skew less than one nanosecond
per repeater, the link containing 15 repeaters operated without error at the far end.

While this amount of jitter is acceptable in these cases, for timing synchronization purposes with new requirements
of accuracy it is not tolerable. Besides, delivering of low level RF signals is aiso desirable. A new optic data link
(ODL) has been designed which is capable of delivering a 7.5 MHz biphase encoded BS clock signal and the 53
MHz RF signal simultaneously on one fiber.

II. REALIZATION

To achieve time error of x 2 ns, conventional optic data links should use a single mode fiber, expensive laser transmitters, high
speed optic receivers, high speed retiming circuits in repeaters, and a stable carrier with frequency deviation less then 0.1%.
Our solution is based on using of the existing multimode fiber cable and takes into account:

- large quantity of repeaters (30) and a relatively short distance between repeaters
- arelatively low data rate (7.5 Mbps biphase data with 15 MHz clock)

- a very small jitter (£ 2 ns, relative to the 132 ns period of BS CLK)

- a large variation of carrier ( up to 300 kHz variation of 53 MHz RF)

- use of a single fiber for both BS CLK and RF signal

- unipolar +5 V power supply.

To decrease accumulated time error, including slow pulse width distortion and fast jitter due to fiber and components
of repeaters, retiming of the distorted signal is used in a number of the ODL repeaters. A clock recovery and data
retiming circuit (CRDR) is utilized. Our choice is the Analog Device AD800-52 integrated circuit for 52 Mbps
NRZ data. Output jitter of this circuit is about twenty degrees of the nominal data rate period (data pattern 1010...)
and increases in any other patterns in accordance to decreasing of the number of transitions in the signal.

*  Work supported by the U.S. Department of Energy under Contract No. DE - AC02 - 76CH03000.
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Since this ODL is intended to deliver both BS CLK and RF CLK simultaneously we have to encode these signals
with a code which can provide a minimal jitter while providing data retiming and RF CLK recovering in each
repeater. This 53 Mbps NRZ encoded signal is obtained when the 53/2 MHz square wave stream (RF divided by 2)
is modulated by the 7.5 MHz biphase BS CLK signal. Each time slot of biphase BS CLK signal is marked on the
pulse stream as missing a level change during one RF period. A zero time slot is marked by missing two level
changes. Such a signal has 50% duty factor and the maximum number of transitions that will provide minimal

pulse width distortion and jitter.

The enco module which converts BS CLK biphase data to 53 Mbps encoded data is installed ahead of the ODL at the
FO service building as shown in Fig. 1.

RF
53 MHz

Sine
—

ENCODER

BS CLK
7.5 MHz
Biphase

RPTRs Data Path:

[ EXT - Tx
RX-PLL - TX
(m) RX - TX

Fig. 1. Diagram of the optic data link.

An electrical 53 Mbps signal is applied to the first fiber optic repeater. It transmits the 53 Mbps optic signal at
1300 nm wavelength via the 62.5/125 pm multimode graded index fiber to other repeaters located in 30 service
buildings. Each repeater provides regeneration of the optic signal, decods the 53 Mbps signal to biphase BS CLK
and 53 MHz RF CLK, and drives electrical signals to the control system hardware. A few of the repeaters (zero-
buildings in Fig. 1) provide retiming of the signal transmitted through the ODL to decrease time error. The number
of such repeaters depends on properties of the fiber and the repeaters , and could be reduced.

A diagram'of the repeater is shown in Fig. 2. Optic receiver RX and transmitter TX are AT&T ODL
series IT 125 Mbps 1361RX and 1261TX respectively [3]. They operate at 1300 nm wavelength and are compatible

ECL
EXT Data
I { Btom ) I
Opt.IN Opt. OUT
RX — mxom ) —p» TX :>
PLL Data
[_a_/ | I
Data
E%)R »| Decoder

Clock

A Hﬂ

53 MHz CLK BSCLKs NRZ 7.5MH:
ECL TTL @ 50 ohm outputs

Fig.2. Diagram of the repeater.
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with PECL 10HK logic. The repeater can transmit either external electrical 53 Mbps data, received data from RX, or
retimed data from the PLL clock recovery and data retiming circuit (Analog Devices AD800-52) [4]. The recovered
clock goes to a repeater output as the 53 MHz RF CLK. The BS CLK output signals come from the decoder
circuit which is comprised of a programmable chip, ALTERA EPM 5032-16 (85 MHz toggle speed).

Additionally, the decoder supplies NRZ data obtained from BS CLK, and 7.5 MHz CLK signals for possible use in
future control system hardware. All decoded output signals are compatible with existing hardware. The repeater uses
a single +5 V power supply voltage, includes ECL 10HK logic and ECL to TTL translators. The printed circuit
board of the repeater is compatible with the fiber optic repeater chassis used for existing optic links allowing
simplicity of installation of the new ODL.

. TEST RESULTS

The optic data link including 30 repeaters was produced, installed at the Tevatron accelerator and tested. Without
PLL retiming the total time error including jitter and pulse width distortion is + 6 ns. When PLL retiming was on
in repeaters at the zero locations only (five repeaters) this error was 1.8 ns (peak to peak) for RF CLK output and
2.9 ns for BS CLK output. These results depend upon the frequency variation of the RF carrier which is about 300
kHz for the 53 MHz Main Ring RF. To obtain these results, the maximum bandwidth AD800-52 data retiming
circuit should be selected.

Long term stability was measured during two months when the ODL delivered the real Tevatron BS CLK and RF
CLK for D0 experimental facility. Data obtained by experimenters show that the drift of position of the RF CLK
and BS CLXK relative to accelerator beam was 2 ns and 3.2 ns respectively, i.e. less than for the same signals
transmitted on the copper cable repeater system.

IV. CONCLUSIONS

The optic data link for the beam synchronization clocks and accelerator RF low level signals has been designed,
produced and tested. It provides for delivering of 7.5 MHz biphase encoded BS CLK and 53 MHz RF to 30 service
buildings throughout the Tevatron accelerator with time jitter less than + 2 ns. This link uses existing multimode

fiber cable installed at Tevatron. Such ODL can be used for three synchronization systems - Main Ring (MRBS),
Tevatron (TVBS), and Anti-Proton (APTVBS).
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THE INTEGRATED HIGH SPEED COMMUNICATION SYSTEM FOR
IHEP ACCELERATING AND EXPERIMENTAL COMPLEX

B.V.Prosin, D.U.Kisorzhevsky, V.N.Liamin,
V.P.Panov, O.V.Romanov, V.A.Ushakov
Institute for High Energy Physics
Protvino, Moscow Region 142284, Russia

Abstract

The combined system for collection, conversion and transfer of information based on high speed medium data transfer
in IHEP is described. The feature of that approach is the usage of long and short distance radio-relay links for connecting
computer networks to remote buildings and short general purpose locations.

1. Introduction

THEP has rather extensive and growing computing base. However the rigorous realization of possibilities for I[HEP
was limited essentially by a lack of high-speed channels of computer connection with centers of science. It was determined
to be essential to connect IHEP with basic points of access to global computer networks. The nearest points are in Moscow
at a distance about 100 km. Possible modes of access are obvious: satellite channels, fiber-optical lines and radio-relay.
For many reasons, both technical and economic, a radio-relay (RRL) connection with Moscow was selected.

II. Configuration

Owing to distance and low elevation, IHEP does not have direct visibility with any point in Moscow. (Direct line-of-
sight communication would require 200 m antenna altitudes at both ends, impractical in this case.) Research showed that
three retransmissions would be necessary. This approach is undesirable for many reasons, mainly due to organizational
problems of equipment exploitation.

A successful solution was found by a careful choice of an installation site requiring only one re-translator between
Moscow and Protvino (Fig.1). The choice was made to use the unique 300 m meteorological mast in the city of Obninsk.
This location is 47 km from Protvino and 100 km from Moscow. From this mast direct visibility with any high building
on territory of IHEP and with two points in Moscow is realized: a television tower “Ostankino” and a building of MSU
(Moscow State University) (Fig.2). Both these locations in Moscow are large communication nodes for connection to

global webs.

II. Engineering Realization

Researches were made as to the choice of parameters for a radio-relay station providing a reliable connection on the
rather extended (100 km) segment, given the complicated conditions and the rules on frequency and power of transmitters
in the Moscow region. Finally the project was realized using specialized (television) radio-relay stations, working at the
frequency 7.5 GHz and at an emitted power of 0.5 W. Presence of a low noise receiver has allowed use of parabolic
antennas of diameter 0.65 m; this small size has eliminated potential problems related to wind forces. The frequency is
sufficiently low to avoid signal attenuation due to precipitation but is high enough to obtain a narrow 1f beam with a small
antenna. The potential channel capacity of this radio-relay station reaches 34 Mbits/sec (T3/E3).

For two years the RRL was operated at an experimental data rate of 2.048 Mbits/s (E1). For more than 95% of a one
year operating period the daily average error level using the HDB3 code did not exceed 1078, At this time two channels
of 2.048 Mbits/s are realized with a connection at one point with satellite communication channels to European networks.
Through a node at MSU we have reached DESY, Hamburg via the “Raduga” satellite.

The radio-relay communications have been integrated with the IHEP computer network (Fig. 3). Multifiber optical
cables connect the main buildings on the IHEP site. Thick ethernet is used for intra-building connections.

IV. New Applications

The operation of this communication circuit has pointed out the possibility of using radio-relay communication circuits
not only for long distances, but also for short ones, comparable with the size of our accelerator. It has been observed that
remote locations of the institute can be given high-speed communications to our computer center using RRL (Fig.4). The
top balcony of the heating plant’s chimney provides line of sight visibility from the retransmitter to all buildings in the
UNK complex. Among these are experimental labs, with huge streams of an information, and monitoring systems and
controls of the accelerator. Therefore we researched transmission of digital information at a frequency of 39 GHz for a
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distance of 5 km, and a data rate of up to 140 Mbits/s was attained. It is important to note that the simplicity and speed
of realization of the installation of RRL are attractive compared with other connection modes. We suggest this approach

as a possible alternative to more conventional ones.

V. Development

We will continuouély carry out work on growth of channel capacity of the high-speed channel connecting Protvino -
Obninsk - Moscow (MSU) from 2 up to 8 and eventually to 16 channels at 2.048 Mbits/s. The application of radio-relay
methods of communication for the purposes of a data gathering and control on the accelerator complex is in a stage of

active research.

VI. Conclusion

Our experience here allows us to state that RRL-based methods provide a useful supplement to other communication
techniques. This combination permits an inexpensive and fast realization of networking projects for extended plants such

as accelerator complexes.
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Fig.4 Layout of UNK with RF traces (dashed lines)

Figure. 4. Layout of UNK with Rf traces (dashed lines)
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HIGH PERFORMANCE DSP DATA ACQUISITION ENGINE FOR
ACCELERATOR INSTRUMENTATION AND CONTROL

K. Woodbury, J. Smolucha, C. McClure, K. Fullett, B. Chase

Fermi National Accelerator Laboratory
Batavia, Illinois 60510 USA

ABSTRACT

A low cost, high performance data acquisition and processing module is being developed incorporating the Super
Harvard Architecture Computer (SHARC) DSP made by Analog Devices. The module provides independent ADC
channels and high-speed, real-time data processing with pre- and post-trigger data collection. Using these modules,
both the processing capabilities and number of ADC channels in the Fermilab Tevatron and Main Ring accelerator
systems will be expanded. There are also potential applications in other accelerator instrumentation and control

projects.
1. INTRODUCTION

The current Main Ring and Tevatron Accelerator Data Acquisition Systems provide over 3,000 multiplexed
analog-to-digital conversion channels. The hardware used for this data collection network consists of 64-channel,
multiplexed analog-to-digital conversion chassis, MADC-I (12 bit) and MADC-II (14 bit) [1],[2]. A CAMAC
module [3] with embedded micro-processor is used to manage data collection, timing and data transfer to the ACNET
control system [4].

This extensive network of channels provides a very effective mechanism for monitoring at both high and low
frequencies. Low frequency monitoring (15Hz) can be provided essentially for all channels simultaneously. Higher
frequency monitoring (66 - 100 KHz for MADC systems) can only be provided for one channel at a time. If
multiple channels of high speed data collection are required this sampling rate must be divided between the desired
channels.

The physics and accelerator operations staff expressed the need for more high frequency data collection channels
in a single location and expanded capabilities for pre- and post-trigger data collection. In addition, continuous data
processing such as FFT's and digital filtering was also desired.

Addressing these needs an R&D effort was started to design a new data acquisition system which could provide
these added capabilities and complement the existing MADC system. This new system has been named the Data

Acquisition System, version one (DAS I).
2. THE DAS SYSTEM

The essential components of this planned VMEbus-based system are shown in figure 1. All modules are 6U x
160 mm.

Analog Signal Fan-in
Module (64 channels)

| Trigger Bus |

Figure 1. DAS VMEbus Chassis and Fan-in Module
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VMEbus crate. This VMEbus chassis is specifically designed with a low switching noise power supply and 6U
x 160 mm transition modules in the rear. These modules provide connections to the Analog Fan-In Box (shown
above), and the capability of bussing between P2 connectors.

VMEbus Clock Decoder and Timer (VCDT). This module is a modified VMEbus Universal Clock Decoder
(VUCD), which provides eight channels of delay timers combined with an interface with accelerator timing
systems. For a more detailed description of the VUCD module see references [5],[6].

Trigger Bus. This trigger bus provides a connection from the VCDT to all of the ADC converter boards,
synchronizing data collection with the accelerator timing. This provides an equivalent connectivity to that
provided by VXIbus TTL trigger bus specification. This can be implemented using the rear transition modules.

CPU | System Processor. The current system processor of choice is a Motorola MVME162 - 68040 based
processor running the VxWorks operating system. This processor has an on-board Ethernet adapter providing a
network connection to the control system.

ADC module (under development). Each of these ADC modules will have an on-board DSP and eight
independent input channels with a minimum effective resolution of 14 bits. The planned conversion rate is
1-2 MHz. This frequency range was chosen as 640 kHz would be the minimum frequency to provide turn-by-
turn data collection in our Booster and Anti-proton Source accelerators. Differential input is desirable but pre-
trimmed differential amplifiers have not been found with the 10-20 MHz input bandwidths desired for this
application. Anti-aliasing filters are also desired.

Analog Fan-in Module (under development). This external chassis will allow for numerous user inputs which
are then cabled to the J2 analog inputs.

The architecture of the DAS ADC module is described below.

3. DAS ADC ARCHITECTURE

Inputs 0,1

ADC dock

Figure 2. Simplified DAS ADC Block Diagram
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The main components of the DAS ADC board are the following:

Digital Signal Processor (DSP)

Memory Controlier and Sample Memory
ADC Converters and Signal Conditioning
VME/VXIbus Interface

Event Trigger Inputs

Dual-Port Memory

3.1 Digital Signal Processor

The primary use of the DSP is for real time data processing. Examples include gain and offset compensation,
digital filtering and FFT computation. Additional functions provided by the DSP include controlling DMA
transfers over the VME/VXIbus backplane and providing on-board process control as well. The DSP that was
chosen is the Super Harvard Architecture Computer (SHARC) DSP developed by Analog Devices.

The SHARC DSP has a number of unique features. It has a maximum processing rate of 40 MIPS and 2-4
Mbits of internal program and data SRAM. The DSP was developed for high-speed radar data processing and was
specifically designed to operate in a mesh architecture, where each processor can have a dedicated high speed
communication link (Link Port) with up to six other processors. The Link Ports connect directly to an internal
DMA controller as well. These Link Ports are one of the features which make the SHARC DSP well suited for the
DAS ADC as described below.

3.1.1 Real Time Data Transfers

Real time data transfer to the DSP can be done using the Link Ports. These Ports can be used to transfer four
bits of data at twice the clock rate of the DSP processor. This translates to 33 or 40 Megabytes per second
depending on the speed of the processor. These Link Ports were originally designed for high speed processor-to-
processor data transfer, but for our application they are ideal for real time data transfer from the ADC converter. Data
transferred to the Link Ports feed directly through to the on-chip DMA controller which can be programmed to
interrupt the DSP when sampling is completed. This has a direct application for data acquisition tasks requiring data

collection and post-processing.
It should be noted that Link Ports 2-5 will be used for transferring ADC data, and Link Ports 0 and 1 are

reserved for multi-processor configurations where the ADC board is used in conjunction with another DSP module,
for example, in closed loop control applications.

3.2 Memory Controller

The core of the ADC module design is the Memory Controllers. These allow for various sampling and data
storage modes and thereby allows the DSP processor to be dedicated for data manipulation and processing. The
Memory Controller will also contain the ADC to Link Port interface which provides the real time data transfer path
described above. Both the real time data transfer path and transfer to memory can operate simultaneously.

3.2.1 Memory Controller Sampling Modes

The Memory Controller is designed with an on-board sample counter which can operate in several different
modes.

o N Sample Mode. A pre-determined number of samples are collected and transferred to memory. The Memory
Controller operates in a count down mode where the number of samples is programmed into the counter register,
and sampling is terminated on under-flow of the counter.

o  Continuous Sampling Mode. In this mode, the ADC converter is sampling and data is transferred into memory
continuously. The Memory Controller operates in a circular mode where the incoming data wraps for the depth
of the memory, overwriting the oldest data.

o Gated Sampling Mode. In this mode, ADC converter data is transferred into memory only when an input gate
signal is valid.
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Data collection is started or stopped using trigger inputs or by access from the DSP or host processor.

A pre-scalar counter is also provided, which allows the Memory Controller to effectively reduce the sampling
frequency by an integer modulus. The pre-scalar counter is eight bits in length.

Immediate data is always available from a sample register within the Memory Controller. This is especially

useful for applications where slow monitoring is required.
After sampling is complete, data is transferred through the Memory Controller to either the DSP or host

PrOCessor.
3.3 ADC Converters and Signal Conditioning

The ADCs have yet to be selected, however, a converter with a minimum 14 bit effective resolution and a
minimum 1-2 MHz conversion rate is desired. The maximum ADC data width in the current design is 16 bits. The
maximum ADC conversion rate is determined by the speed of the Memory Controller. Simulations up to 35 MHz

have been made of the Memory Controllers.
It is hoped that at least eight ADC converters will fit on each module. However, due to the small size of the

module (6U x 160 mm), four channels may be all that is possible.
Signal conditioning, as described in section 2, would include differential input amplifiers and anti-aliasing filters

and input voltage protection.

3.4 VME/VXIbus Interface

This module will be a D16/D32 module which is compatible with both VME and VXIbus specifications.
VXIbus Configuration and Control is not required for this application.

3.5 Event Trigger Inputs

The event trigger inputs, as described in section 2, provide a mechanism for data collection to be synchronized to
accelerator activity.

3.56Dual-Port Memory

The dual-port memory provides a standardized communication mechanism between the host processor and the
DSP. It is used to transfer data and commands between the two processors and for issuing interrupts between them.

4. PROTOTYPE DEVELOPMENT

The current prototype development is being aimed at a high priority accelerator improvement project, the Anti-
proton Source Beam Position Monitor upgrade project (PBPM) [7). This project requires some of the exact features
that can be provided by the DAS ADC board. Specifically, this project requires:

+ 8 ADC channels per module.
+  on-board Memory Controllers with sampling modes as described above (3.2.1) and

» on-board DSP processor.
This system does require some particular features that were not initially specified for the DAS ADC.

«  High Speed ADCs, specifically 12 bits at a 31 MHz maximum sampling rate. This high rate is due to the
super Nyquist sampling mode that is desired in this application.

«  Front Panel Analog Inputs. Front papel analog inputs are required, as VXIbus specifications do not allow for
analog signals to be fed through the P2 connector. Front panel /O allows for a more optimized analog layout

for the module.

«  Front Panel Triggering. Front panel trigger inputs are included, in addition to the triggers provided from the
VXI trigger bus (P2).

o Front Panel Conversion Clock Input. Front panel conversion clocks will be provided for the precise phasing of
the ADCs as required by the system.
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»  VXIbus Configuration Management Support. As this module will reside in a VXIbus environment, it was
preferred that the module should provide configuration management support.

Some of these features may be incorporated into the production DAS ADC as well.

5. ADDITIONAL FEATURES

Additional features that are being considered for the production PBPM ADC board include the following:

o Link Port Support. Although data collection rates from the ADC are too high for full, real time data transfer to
the DSP., this communication link may still be useful.

« NVRAM for DSP Boot Memory. The current design requires the host processor to download the DSP code at

boot time. On-board NVRAM provides a mechanism to download code only when changes are needed, speeding

" up the system boot process. This same memory could be used for non-volatile parameter storage as well, such
as channel gains and offsets.

6. CONCLUSION

The development of these modules will provide a first step towards an overall enhancement of the general data
collection capabilities for the accelerator control system. In addition, high speed versions of this board will have
immediate application for current VME and VXI instrumentation projects.
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INTEGRATED FINITE STATE MACHINE AND RF TIMING
MODULES FOR VMEBUS AND VXIBUS INSTRUMENTATION

K. Woodbury, C. McClure

Fermi National Accelerator Laboratory*
Batavia, Illinois 60510 USA

ABSTRACT
A set of control and timing modules that provide a combination of a finite state machine (FSM) interface to

the accelerator clock systems and RF resolution timing have been developed. These modules provide external
process control and synchronization with accelerator events. Designed for both VMEbus and VXIbus platforms,
these devices provide an integrated timing resource that has been utilized by various distributed control systems at

Fermilab.
1. INTRODUCTION

Much of the timing and synchronization of the accelerators at the Fermi National Accelerator Laboratory
complex is done through the use of global clock-timing systems; primarily the Tevatron Clock (TCLK) and Beam
Synchronous Clocks (BSCLK). These clock signals carried on serial data links consist of a carrier (TCLK =
10MHz, BSCLKs = approximately 7.5 MHz, based on the RF frequency), onto which are encoded 8 bit events.
Bi-phase Mark (modified Manchester) encoding is used. Events are decoded off the data stream and delays timed
using the carrier. Beam synchronous clocks exist for almost all of the major accelerators at Fermilab.

In addition, primary machine parameters, such as the Main Ring and Tevatron accelerator dipole magnet
currents, are transmitted on another serial link called the Machine Data (MDAT) link. MDAT data frames are
also encoded using Bi-phase Mark, however, no continuous carrier is provided. Data frames on the MDAT link
are 24 bits in length, including an 8 bit data frame type identifier and 16 bit data value.

These clocks are distributed throughout the accelerator complex via a system of repeaters and fan-out
modules, and are used by a wide variety of control and timing modules and systems.

2. UNIVERSAL DECODING RESOURCE

The initial motivation for this project was the pending retirement of the Unibus Clock Decoder [1]. This
module, which resided in a PDP-11 computer, was responsible for receiving and storing Tevatron Clock event
data. Data received was then distributed over Ethernet for transfer to the accelerator control consoles. For
compatibility with previous system development efforts, a VMEbus replacement for this module was desired.

For the VME/VXIbus system designer there was also the desire to use a single module to receive and decode
the various clocks described above. This would, of course, reduce the amount of crate space used, as well as
eliminating the need for managing module inter-activity.

In response to both of these requirements, a universal decoding module was designed. This first module was
most aptly named, the VMEbus Universal Clock Decoder (VUCD) [2].

3. SYSTEM ARCHITECTURE

The VUCD can decode and process the TCLK, a BSCLK, and MDAT simultaneously. The overall module
architecture is shown in figure 1 below.

* Work supported by the U.S. Department of Energy, contract No. DE-AC02-76CH03000.
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Figure 1. VUCD Block Diagram

The major components of the module can be divided into two functional subgroups; Event Reporting, with
features similar to those found on the Unibus Clock Decoder and Process Control, which is primarily used for

control system and instrumentation applications.
Event reporting features include:

« Event FIFO memory and free-running time stamp counter with programmable time-base (1 KHz - 1 MHz).

« Two commercial interrupt controllers (MX68C153) used for immediate event interrupts.

»  One custom, FIFO-based, interrupt controller, which is preceded by event scalers. This controller is used for
generating interrupts after a programmed number of event occurrences.

+  MDAT memory, which hold the current machine parameter values.

« Two independent event bit-map memories, one for TCLK and one for a BSCLK. These are 16 bit x 16 bit
matrices which record all incoming event occurrences. Automatic clear on read and time stamp support are

also provided.
Process control features include:

+ Two independent RAM-based finite state machines (FSM), one for the TCLK and one for a BSCLK.
+  Output control logic for processing FSM outputs.

3.1 1/0 Configuration

The clock inputs are taken either from the front panel or the rear P2 connector of the card. Outputs generated
from the TCLK or the BSCLK (shown as BSYNC), can also be presented to the front panel or to the P2 connector.

Outputs are predominantly used for external instrument timing or triggering.
All outputs on the P2 match VXIbus TTLTRGn* assignments and only require output driver replacement for

specification compatibility.
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3.2 RAM-Based Finite State Machines

The core components of the module are the two RAM based finite state machines. Figure 2 shows the basic
feedback mechanism which is used for state machine operation.

VMEbus data BD4.BD0

L y4
4

Event Data 7..0 ‘ 4 ‘ 5
AT7..A0 D3.D0 |

OPTION PAGE
MEMORY CONTROL

A8.A12 D3l.D4

¢ State Feedback 4.0 'J LI 1 4

7

Figure 2. RAM-based Finite State Machine

Each FSM consists of two elements: the Option Memory (FSM RAM) which holds a list of immediate actions
to be completed when a particular clock event is decoded and the Page Control Logic which contains the state
register. When a particular event is decoded and all programmed actions are completed, the new state, defined by
the lower four bits of the active memory location, is placed in the state register. A change in the state register
value forces the Page Control Logic to point to a different section of memory and therefore an entirely different
response configuration for the incoming clock events. The FSMs for the TCLK and BSCLK operate
independently from one another.

As shown in Figure 2, the VME/VXIbus can force the FSM to a particular.state in between clock events. This
capability can be used to configure a FSM with a hold state and having the exit from the hold state under program
control. Additional control of the FSM is also provided by allowing the VME/VXIbus to suspend event input into
the FSM. VME/VXIbus actions are arbitrated to avoid collisions with clock events.

Note that there is an extra line coming from the VME/VXIbus interface into the page control. This allows for
programmed transition into anther state machine stored in a different bank of memory. This effectively doubles
the number of possible states from 16 to 32.

These FSMs can operate very rapidly as TCLK event spacing can be as little as 1.2 ps.

For a more detailed example of a RAM Based FSM see reference [3].

3.3 Event Triggered Actions

Event triggered actions can either occur automatically or are programmed into the FSM RAM.
Automatically occurring actions include the following:

o Marking the event in the event bit map.
e Updating system status.

Programmed actions include the following:

o  Writing the event and current time stamp into the FIFO memory.

* Resetting the time stamp counter.

e Counting the event and automatically generating an interrupt on terminal count (often used for process
scheduling).

«  Generating an immediate interrupt.

o Generating an output pulse.
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»  Setting or re-setting an output level.
e Changing FSM state as outlined above.

3.4 MDAT data storage

All current machine parameter values received from MDAT are stored in a dual port memory for immediate
access.

3.5 Combined FSM Quiput

As described above, the two state machines; operate independently from one another. The FSM output
control bits, however, feed a common output logic block. This provides a mechanism for providing RF
synchronous outputs following a pre-determined TCLK event sequence.

The BSCLK resolution is 132 ns (RF frequency / 7). To provide RF resolution timing two more modules

were developed as described below.

4. RF RESOLUTION TIMING SUPPORT

4.1 VXI-UCD

The first module to be built with RF resolution timing was a "'C sized" VXIbus card called the VXI Universal
Clock Decoder (VXI-UCD) [4]. The core of VXI-UCD is identical to the VUCD, however, there have been some
significant features added to the board. Among them are:

+ 8 channels of independent event delay timers (time-base options: TCLK, BSCLK, VXIbus CLK10, External

to 15 MHz).
» Added interrupt based on programmed MDAT frame type arrival and

+ RF based Pulse Pattern Generator (PPG).
4.1 RF Pulse Pattern Generator

The PPG consists of two elements, a 64K x 8 pattern memory and a programmable address counter which is
used to index into the memory. Each bit position in the memory can be thought of as a column in a table which is
either a "0" or a "1". Each of these columns can be directly mapped to one of the outputs. Pattern generation is
initiated by programming a start address in the address counter and an end address in the address counter. Once a
trigger is received by the address counter the pattern that is programmed in the memory is then presented to the

output(s).
The address counter can be programmed to play a selected number of pattemn cycles, or can free-run until

triggered or programmed to stop.
The frequency that this PPG operates in is the range 35 - 53 MHz which corresponds to the frequencies of

operation for the Fermilab accelerators.

4.2 VMEbus RF Timer

In order to provide the same functionality as the VXI-UCD in a 6U VMEbus form factor, a third card was
made, the VMEbus RF Timer (VRFT) [5]. The VRFT combined with a VUCD provides the same essential
capabilities as the VXI-UCD.

4.3 Example usage
An excellent example of the use of the VXI-UCD is described below (excerpt from reference [6]).
The upgrade of the Fermilab Linac from 200 MeV to 400 MeV has reduced the losses in the Booster due to

space charge effects, but the increased beam current causes greater coupled bunch mode instabilities. The
challenges associated with designing a coupled bunch mode damper for the Booster are a large dynamic range, a
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fast sweeping RF system, and a large spread in tunes through the cycle. A digital system is ideal for handling
these problems; therefore, digital bunched beam dampers were designed. The damper configuration is shown in
Figure 3. It consists of a common mode rejection front-end, digitizing units, fast memory, a D/A unit, and power
amplifiers. All of the components, except for the power amplifiers, are VXI compatible and can be controlled
with a personal computer or any other VXI control system.

Stripline Pickup Stripline Kicker 200 EN1

Digitizers & Memoty \

=

Cormmon Mode
Rejection DIA
Front-End ]

Pickup Kicker LLRF'VCO
VXI.UCD | | vRIUGD

00000

Figure 3: Block diagram of Fermilab Booster transverse digital damper system.

The RF accelerating voltage in the Booster must ramp from a frequency of 37 MHz to 53 MHz in a cycle
time of 33 ms, and the non-linear frequency ramp has a peak slope of 1 GHz/s near the beginning of the cycle.
The revolution period varies from 2.8ps to 1.59ps. To maintain feedback on the proper bucket, the processing
system must handle 1.21ps of delay change quickly.

The VXI-UCD cards maintain the proper delay by remaining locked to the beam. The waveform generator
memory is programmed with an interleaving pattern and clocked with an external reference which is the beam
reference oscillator. This pattern triggers the digitzers to sample the beam and also triggers the digitizers to send
signal to the kicker. The pattern can also be fine tuned to allow for single bucket precision in adjusting the delay.

VXI-UCD cards also act as interpreters of the laboratories global trigger system. These triggers are used to
control the start and stop times of the system as well as external gates which turn of the signal during delicate
times of the acceleration cycle.

5. POSSIBLE IMPROVEMENTS
Possible improvements for these modules include:

5.1 State Tracing

State tracing capabilities can be especially useful for process control and interfacing. This feature requires
storing not only event and time stamp information, but state and possibly state transition information as well.

5.2 Enhanced Multi-processor Support

To improve support for multi-processor systems, an effective method for providing several message queues
could be employed. This could include state tracing information as described above.

1044



5.3 Improved PPG output phase adjustment

Improved linearity of the PPG output phase adjustment circuitry would be beneficial, as the current circuitry
shows significant phase variation over the full frequency range of operation.

6. CONCLUSION

These modules have proven to be an effective tool for the Fermilab VME/VXIbus system designer. They
provide a seamless interface to the accelerator timing systems and provide RF resolution synchronization

capabilities as well.
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Control System Data Management from an
Operational Point of View!

B. Dunham, Continous Electron Beam Accelerator Facility,
12000 Jefferson Ave., Newport News, VA 23606

Abstract

Day-to-day operation of the Continuous Electron Beam Accelerator Facility (CEBAF) requires the management of over
25,000 signals on the EPICS control system. Operators need to carry out tasks such as saving the present state of the machine,
restoring old machine states and rebooting IOCs. Several tools for performing data management tasks are described in this
paper. The saving and restoring of signals from a user friendly GUI using the Tcl/Tk programming language is presented,
along with a method for recovering from IOC reboots, both intentional and unintentional.

Introduction

The management of the EPICS control system signals for the accelerator at CEBAF is an important issue from the stand-
point of machine reliability and reproducibility. Machine uptime for the nuclear physics program is of critical importance and
downtime due to poor data management techniques cannot be tolerated. Thus, one must be able to take a snapshot of the state
of the machine at a particular time in such a way that the signals are easily accessible in the future for restoring or studying,
with the knowledge that all signals necessary for these operations have been saved.

There are two main data management tasks of particular interest to the operations group at CEBAF: saving and restoring
operational parameters, and living through IOC reboots (EPICS runs on computers known as Input-Output Controllers, or
IOCs). The first section of this paper describes a save and restore tool that has been developed using the Tcl/Tk programming
language([1]. It provides a simple graphical user interface to allow operators to save, restore, view and compare control system
signals.

The second section of this paper describes a method for recovering from I0OC reboots, both intentional and unintentional.
Operationally, the main requirement when performing a reboot is to return the machine to its previous state with little or no
effort. The methods described here provide a framework for meeting this goal.

I. SAVINGS AND RESTORING OPERATIONAL SIGNALS

Requirements

The save and restore program is required to manage all of the signals necessary for daily operation of the accelerator.
These signals include magnet setpoints, parameters for the RF system and for diagnostic systems. The signals must be accessi-
ble by area and by type within an area, where typical areas are the injector, linacs, arcs and experimental halls, and possible
types are quadrupoles, dipoles, sextupoles, correctors and RF cavities.

The program must perform several tasks. The first task is to save all of the operational signals for the entire machine
(calied an ALL save). These signals, defined by various groups (i.e. magnets, 1f or diagnostics) are what is required to run the
accelerator; for example, the fields in magnets and cavity gradients and phases. One should also be able to save a portion of the
machine for troubleshooting or a quick backup during machine setup (called a Partial save).

The next task is to restore signals, either from an ALL save, a Partial save, or a special file. The user can select which data
set to restore, as well as which area and device type within that data set. The special files are to be user generated files for
downloading signals for particular machine settings, such as different optical lattices.

The final important task is the ability to display the saved settings and to compare them with the present settings on the
machine. The compared signals should be displayed side by side, and the signals differing by more than a given tolerance
should be highlighted for ease of visual comparison.

Methods

The BackUp and Restore ool (BURT) written by N. Karonis[2] of Argonne National Laboratory is the program used for
saving and restoring EPICS database signals. The present version of BURT has been tested extensively at CEBAF and has

proved to be very reliable. To save signals, the basic command is

1. Supported by U.S. DOE Contract DE-AC05-84-ER40150
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burtrb -f reqfile -o snapfile
while

burtwb -f snapfile _
will restore signals to the control system. The term regfile refers to a file containing a list of signals that one requests to save or
backup, and snapfile refers to the file generated by BURT that holds the saved signals and their values. Error messages are gen-
erated if a signal cannot be connected to for some reason (wrong name, IOC down, network traffic, etc.).

As BURT saves all of the signal values into one snapfile, it is not possible to index the values in a way so that they can be
retrieved by area and device type as is required. To implement this desired feature, individual reqfiles were generated for each
area and device type, and each file has a descriptive name. For example, the f signals for the north linac are stored in a file
NLrfreq and their values are stored in a file NL7f.snap. Presently, 68 such files are needed to cover the entire accelerator.

Whenever a save is performed, all of the snapfiles are put in a directory tagged by the date and time of the save. This
allows a large number of files to be managed by keeping track only of the date and time of the save and the areas of the

machine that were saved.

File System Organization

The file system resides on the operations cluster at CEBAF (see figure 1). The burt subdirectory contains the directories
that hold the regfiles and the snapfiles (from ALL saves, partial saves and special download files). The zcl_apps/burt subdirec-
tory contains all of the source code as well as scripts for automatically generating all of the regfiles. These scripts (for rf, bpms

and magnets) are located in separate subdirectories.
(=

Geqfi]} Gllsnap) Cpartsnaa @wnloa@

tcl_apps/bur

source
files

Figure 1. The file system hierarchy for saving and restoring signals

User Interface

A graphical user interface using the Tcl/'Tk windowing language controls the save and restore program (see [3] for com-
plete details). Tcl/Tk is extensively used at CEBAF as it provides a way to quickly develop complex programs in a windowing
environment. The main menu allows the user to execute various save and restore commands, select the areas of the machine to
be saved or restored, select options, or display a help screen. Figure 2 shows the main menu and the commands under the Exe-
cute menu button, each of which are described below.

The first task is to save a set of signals and it is initiated by selecting Perform A Save of the Selected Areas. Before saving
the signals, 2 comment must be entered in the display that appears and an area(s) must be selected from the Area-Selection
menu (see figure 3). The save can then begin, with the name of each regfile showing at the top of the display as itis processed.
Each corresponding snapfile is sent to a directory whose name contains the date and time that the save was started (a subdirec-
tory of allsnap or partsnap), for example 08-20-95_12:05:27. At the conclusion of the save, the vital information (user, date,
time, comment, and selected area) is appended onto the file master.save, which is used as a pointer to the location of the saved
* signals. If there were any errors or signals not connected to during the save, they will be displayed as well as appended to a log
file.

The ALL selection will obviously select all of the signals to be saved. This area selection is different in that the signal val-
ues will be directed to files in the allsnap directory (see the section File System Organization), whereas selecting an individual
area(s) will direct the signal values to the partsnap directory. Since saving ail of the signals can take several minutes, this fea-
ture was implemented to allow a quick save of a small portion of the machine.
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Figure 2. The Execute Menu Item

Figure 3. The Area Selection Menu Item

The next major task is restoring signals. Selecting Perform a Restore of Selected Areas under the Execute button on the
main menu will generate the window shown in figure 4. Again, an area and device type must be selected before attempting to
restore. The desired data set is chosen by clicking on the line showing the date and time or on the corresponding line showing
the comments. Choosing Restore will initiate the restore, but a window will first pop up asking for verification before actually
loading the files. The snapfile names will be displayed on the top of the window as they are being restored. When the restore
has concluded, any signals that were not restored will be displayed and appended to a log file.

One of the most useful (and most used, over 100 times on some days) features is the ability to take a set of data, look at all
or part of it, and compare it to what is presently on the machine. After selecting a data set, clicking on the Filter/View/Com-
pare button will bring up the window shown in figure 5. All of the files corresponding to the selected areas are then concate-
nated together and displayed in the listbox.

A number of options are available on the Filter/View/Compare window. It is often desirable to be able to filter the signal
list to examine only a portion of them. For example, to look at only the rf phase setpoints, typing PSET in the filter box and
hitting either return or the Filter button will select only signals that have the symbols PSET in them. The Print button will
dump the signals names and their values to the printer (the printer destination can be set under Options on the main menu bar).

Pressing the View Current Values button retrieves the present settings for the signals from the control system and displays
them in a listbox next to the old settings. If the actual settings differ from the saved settings by more than a given tolerance, the -
value is highlighted. The Prins button will dump the differences to the printer.
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Figure 4. The window for restoring signals

II. IOC REBOOTS

Introduction

At CEBAF, the EPICS control system presently oversees 37 IOCs which handle all of the real-time database processing
for the machine. Each IOC controls specific devices at various locations around the accelerator, some handling mostly RF sys-
tems, while others handle magnets or a wide range of diagnostics. They typically run continuously, with occasional planned
reboots for software updates and less occasionally, unplanned crashes.

For both planned and unplanned reboots, it is necessary to save all of the signals on the IOC as close as possible to the
time before the reboot occurs, and then to restore the signal after the completion of the reboot. The signals to be saved are
determined by the various software and hardware groups, and include all of the parameters needed to restore the machine to its
pre-reboot state. If the reboot is planned, one can save the signals immediately beforehand, but if the IOC crashes, this is not
possible. A crash can disrupt accelerator operations if any of the signals on that IOC have been changed since the last time a
save was performed. To minimize such problems, a system has been established to save the signals on each IOC once every
hour, thus the state of the machine no more than an hour old can be recovered. The methods for managing the data for both
planned and unplanned reboots are similar and are described below.

Methods

A number of shell scripts oversee the saving and restoration of signals on the IOCs for reboots (see [4] for complete
details). The script ioc-save.csh <iocname> <type> (the brackets indicate the arguments to the script) contains a list of the
subsystems running on each IOC and it directs each of these subsystems to execute its own script which determines the appro-
priate regfiles to save. The argument <type> can be either the word normal or crash. Normal indicates that a save for a
planned reboot should be initiated and directs the snapfiles to a directory named normal. For planned reboots, the database
signals are saved immediately before and restored immediately after a reboot, thus reducing the possibility that any signals
will change just before the reboot. If the argument is crash, the snapfiles are sent to a directory with a two digit number (00-
23) indicating the hour during which the save is performed. In both cases, the set of signals to save are identical, only the des-
tination for their values is different. Any errors are re-directed to a log file for later inspection.
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Figure 5. Comparing saved signals to the present machine state

The script ioc-restore.csh <iocname> <location> manages the restoration of signals. The location can either be nor-
mal, again referring to a planned reboot, or a number indicating the *hour’ from which to restore, 00,01, ..., 23 for crash
recovery. This script also directs each subsystem to execute its own script to determine the snapfiles to restore for a given
10C. Error messages are echoed to the screen for the operators to see.

The Unix clock daemon cron controls the periodic execution of scripts on each IOC. At present, 37 IOCs are used at
CEBAF, thus to backup each IOC once an hour requires a save approximately every 1.5 minutes. This distribution, rather than
saving all at once, keeps the additional network load down so that it is not noticeable to the operators.

The entire system is designed so that adding additional subsystems and signals is simple. First, a subdirectory for the new
subsystem must be added, along with the necessary signals to save and scripts for saving and restoring those signals in the
appropriate order. Then the subsystem name must be added to the list for each I0C that it runs on in the scripts ioc-save.csh
and ioc-restore.csh. More frequent backups may also be implemented by changing the crontab file and adding additional sub-
directories for each new time.

’ The procedure for a reboot differs slightly for planned and unplanned reboots. For planned reboots, one must hit a button
to start the save, perform the reboot and then hit another button to restore the signals. For an unplanned reboot, the process is
more complicated. On a particular IOC, the restore scripts will show the the time, the total file size, the expected total file size
and the log file size for each of the hourly saves. A zero log file size indicates that the save was completed successfully. The
script instructs the operator to restore the signals from the last time which had a zero log file size before the crash using ioc-

restore.csh <iocname> crash <00-23>.
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File System Organization

The file system resides on the operations cluster under the REBOOT directory (see figure 6). There is a subdirectory for
each accelerator system: beam position monitors, rf, magnets, fast shutdown system (fsd), beam loss monitors, viewers, vac-
uum and various high-level applications; a subdirectory for shell scripts to control execution; and a subdirectory snapfiles that

contains the saved signals for each I0C.

For each accelerator system, there is a list of signals that need to be saved in a subdirectory req, and a shell script for sav-
ing and restoring those signals. The snapfiles directory contains all of the saved signals for the IOCs. There is a subdirectory
for each IOC and under each IOC there are 25 subdirectories: one for each hour (00 through 23) and one for normal reboots.
The scripts directory contains a number of shell scripts for controlling the saving and restoring of signals and the cron direc-
tory contains the file used for starting up the Unix cron clock daemon.

REBOOT

bpm magnets vacuumfsd rf scriptssnapfiles cron
req req

iocmel . . . iocsbd

normal00 . . . 23
Figure 6. The file system hierarchy for IOC reboots

1. SUMMARY

Managing all of the signals necessary for accelerator operations at CEBAF is an important job in terms of machine reli-
ability and restorability. The save and restore tool has provided a way to save, restore, view and compare the control system
signals necessary for operations, and the reboot methods have provided a framework for a smooth transition through an I0C
reboot. The tools described here have performed well in over a year of intensive use and have significantly improved the oper-
ation of the CEBAF accelerator.
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Improvements to Realize a Higher Reliability of the KEK Linac Control System
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National Laboratory for High Energy Physics (KEK)
1-1 Obo, Tsukuba, Ibaraki 305, Japan

Abstract

A new control system for the KEK 2.5-GeV electron/positron linac, which comprises VME stations with the OS-9 operating system and UNIX-based
workstations, started operation in October 1993. During the 10000 hours of operation in the first two years, the failure rate of the control system was less
than 1%. However, two-year operation has provided several suggestions as to improving the reliability of the control system. On the basis of our current
experience several kinds of improvements have been carried out or are in progress,

I. Introduction

The new control system for the KEK 2.5-GeV electron/positron linac started operating in October 1993 [1], [2]. It comprises
three components:

(a) UNIX-based workstations as resource servers,
(b) the TCP/IP network as a main communication path, and
{c) VME-bus computers with the OS-9 operating system as front-end interfaces.

During the 10000 hours of operation in the first two years, the failure rate of the control system was less than 1%!.

However, we experienced a few problems which forced us to stop the control system for more than one hour. The most
serious one was due to a disk crash. At the first occurrence it forced us to stop the control system for ten hours. In order to
realize a higher reliability of our control system several kinds of improvements have been carried out or are in progress.

In this report, the improvements concerning hardware redundancy are described in Section II. The developments in the
control software are discussed in Section III.

II. Hardware redundancy

A. Workstations to distribute functions

When the new system started in October 1993 we had only two UNIX workstations as resource servers.?2 One was used
for the operation (hostname peach), and the other was for software development (maple). At that time all of the functions
needed for linac operation were concentrated on peach.

We experienced two problems: One was that the resources of peach, such as the CPU power and the memory, had become
inadequate for the increasing demand. The other was that a problem concerning peach inevitably resulted in a stoppage of
the linac operation. It was apparent that a backup scheme to cover the fault of peach was desirable. We thus decided to
introduce a new workstation with higher performance as a secondary machine for linac operation.

Since our inter-process communication protocol has availability among workstations of different operating systems [3], we
were able to choose a workstation from among a wide variety of candidates having various operating systems. We selected
the DEC3000AXP, since it scemed to have the best cost-performance at the time. The new workstation, called grape, is
roughly 3-5 times as powerful as the previous one, peach. A list of the workstations in our control system is given in Table 1.

The total operation hours in fiscal year 1994 was 5040 hours, while the failure time due to the problems concerning the control system was 13.4 hours.

2We also had a disk-less UNIX machine, lime, as well as a few old-fashioned UNIX-based machines. However, they were not capable of acting as
TESOUICe Servers.
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In order to proceed with a further distribution of the functions, we will introduce two additional workstations by the end
of fiscal year 1995. One will be used as a secondary machine for software development with the same operating system as

grape; the other will be used as the third operation server.? Both are also given in Table 1.

TableI

List of the UNIX workstations in the KEK linac control system.
hostname | machine(operating system) introduced in main function

peach DECstation5000(Ultrix v4.4) Nov.1990 operation 1

lime DECstation5000(Ultrix v4.4) Oct.1991 status display

maple DECstationS000(Ultrix v4.4) Oct.1992 development 1

grape DEC3000AXP(Digital UNIX v3.2) | Mar.1994 operation 2
- DEC3000AXP(Digital UNIX) Feb.1996 (plan) | development2

- DEC3000AXP(Digital UNIX) Feb.1996 (plan) | operation 3

B. Disk-array unit

During the years before 1994 we experienced a few problems due to disk-crashes. Fortunately these problems were not
serious, since the disks did not contain any important files necessary for linac operation.

In order not to suffer from such problems we introduced a disk-array unit in July, 1994. The unit contains seven disks of 2
GB and works as a single disk with a size of 12 GB. Any fault of one disk does not affect to the disk-array operation at all.*
We now keep any important files in the disk-array unit. It is worth noting that the files for the VME stations are also kept

there.

C. Network improvements

We started a new control system with a few network segments. In October 1993 we used the popular Ethernet (coaxial
cables called 10Base5), linked together with a network repeater. Each VME station in the five sub-control rooms is located
at 80-meter intervals, and is connected by a long coaxial cable. Since there were several high-power klystrons along the
cable, we were afraid of some influence of pulsed noise from them.

The first improvement was carried out in July 1994. We introduced fiber-optic cables between the center room and the
sub-control rooms, which are used instead of the coaxial cable. In addition a star-topology is preferable, since any problems
at a sub-control room do not affect the other rooms. Each of the coaxial cables and the fiber-optic network has a capability

of 10 Mbps throughput.

Since a natural increase of the network traffic was expected, a network hub, having a backbone capable of 100 Mbps
communication throughput, was introduced in March 1995. All of the network segments were connected with the hub, and
each segment was separated by a network bridge. In addition, in order to separate the network traffic concerning only the
workstations in the center room, a FDDI link between the major workstations was introduced in June 1995.

D. Other notes

Since the VME station called kannaduki was in charge of both the injector and the center parts, a new VME station, hatsuhi,
was introduced in September 1994 to accept the functions for the center part.

We sometimes experience a momentary power outage caused by lightning during the summer. In order to avoid such problems
a couple of UPS systems (Uninterruptible Power Source) were introduced in January 1995. They cover the power supplies
at two workstations for linac operation (peach and grape).

3See also the descriptions in III-A.
4During the recent 1 year, the disk-array unit unfortunately stopped twice due to unknown errors. We will replace it with a new one to be introduced with

the additional workstations in February 1996 (sec Table I).
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Figuré. 1. Relation between the two servers and the VME stations.
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ITI. Software techniques

A. Two servers for the linac operation

As described in II-A, a new workstation, grape, was introduced as a secondary server for the linac operation in March 1994,
The relation between the two servers and the VME stations is shown in Figure 1. The great advantage of this scheme is that
when one of the two servers stops due either to a problem or to a maintenance shutdown, operators are able to continue linac

operation with the remainder server.

Since the operating system of the secondary server (Digital UNIX) is different from that of the first server (Ultrix), we have
prepared the server processes and the application processes for the secondary server by re-compiling the sources written in
C language. Each of the control services and associated processes, such as the digital-output and field networks (LOOP-II

or LOOP-II), has been prepared one by one, as given in Table II.

Table I
Schedule of the control services to arrange for the secondary server, grape.
service name | description completed in
outl6 16bit digital output Dec.1994
inl6 16bit digital input Feb.1995
dacl2 12bit analog output Feb.1995
adel2 12bit analog input Feb.1995

loop3 48kbps field network | Jun.1995

loop2 500kbps field network | Dec.1995(plan)
gpib for GPIB instruments | Feb.1996(plan)

rs232c serial line Mar.1996(plan)

As shown in Table I, we will introduce a third server with the operating system Digital UNIX. In order to decrease maintenance
work involving the two operating systems, the first server, peach, will be replaced by it.

B. Use of the UDP protocol instead of the TCP protocol

The inter-process communication for our control system has relied on a stream socket based on the TCP protocol [3]. Since

the TCP protocol contains an automatic error-retry scheme, we always wait for roughly one minute to receive a time-out
signal. This is too long of a duration for typical linac operators; however the TCP protocol does not provide a method to
change the time-out period. We have thus decided to use the UDP protocol instead of the TCP protocol.

SWe use the UDP protocol for the basic services given in Table II. For other services, we continue to use the TCP protocol, since most of the communi-
cations are made between two processes in one workstation; that is, no time-out errors are expected.
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We also developed a basic inter-process communication procedure with the UDP protocol in August 1994. The procedure
includes three retries with a 2-second time-out interval (8-second time- out in total). The modifications to switch over the
control services to use the UDP protocol have been carried out one by one, together with the work involving the secondary
operation server. The present modification is also effective for reducing the overall round-trip time of a control message.
The round-trip time between processes at peach and at a VME station, including overhead with the control system, is about
40 ms with the TCP protocol, while it is 14 ms with the UDP protocol. The round- trip between grape and a VME station

is 8 ms with the UDP protocol.

C. Disk-less VME stations

Each VME station has a local disk which is used for bootstrap loading. Since such a local disk has a greater possibility
to cause problems than the other components in a VME-bus system, studies to realize a disk-less environment were made
during the summer shutdown of 1995. We changed each VME station so as to use a network bootstrap protocol (BOOT-P),
which enables us to boot from remote files. Since August 1995, the files needed for the bootstrap have been kept on the disks
of both the two operation servers (peach and grape). Since they are duplicated, a bootstrap of any of the VME stations is
possible even when one of two servers stops.

D. Other notes

Since there are several workstations, VME stations, and PC’s, it is important to synchronize the internal clocks. The NTP
(Network Time Protocol) is utilized for this purpose. It seems to keep the internal clocks of the UNIX workstations within
one second (or better) of accuracy.’ The present control system produces several kinds of operation logs and history files for
various devices. The total amount of such logs and history files is 5-10 MB per one day. In the case of a problem, they are
very useful, since we can extract any device history of interest. The details will be described elsewhere in the future.
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EXPERIENCE IN THE EXPLOITATION OF
A LARGE CONTROL SYSTEM

G.Daems, F.Perriollat, Ch.Serre
PS Division, CERN, CH-1211 Geneva 23, Switzerland

Abstract

Experience of a four-year exploitation of the large control system of the CERN PS accelerator complex is
presented with special emphasis on the parameters which are very sensitive to the exploitation team
productivity. The software tools suite used in this daily maintenance is described and a particular analysis of the
power and benefits of the advanced software technology used for the architecture of this suite is explained. The
integration of this suite into the control system is presented, as well as its use in the control system
development phase. Some considerations of the potential benefit of an Object Oriented equipment access are
outlined. )

1. INTRODUCTION

The latest version of the CPS (CERN Proton Synchrotron) control system has now been in use for four years
(1992- 5) on six of the nine accelerators forming the CPS complex [Fig.1]. The system [Fig.2 & 3], [1]
is based on the “Standard” model with 3 levels: interaction, front-end computing and equipment control. An
Ethernet network running TCP/IP links the user interface, the central services and the real-time equipment
processing, while field-buses (CAMAC and 1553) interlink the equipment to the real-time equipment
processing. The total number of items controlled is around 10000, not including the instrumentation.

Fig. 1: Layout of the PS Complex

During these four years, the exploitation of the control system has been carried out in parallel with the old one
to keep the complex in running order. By exploitation we mean the maintenance, problem solving and
improvements to the control system. The people charged with this exploitation have had to adapt their
knowledge and tools to the new system in which they also played an active part during its development.
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The experience gained in the exploitation of such a large control system is presented, with a special emphasis
on the integration and the expected benefits of modern software technologies such as the Object Oriented
Programming and Development and the Knowledge Based Techniques.

2. WHAT THE CPS CONTROL SYSTEM EXPLOITATION INVOLVES

2.1 The environment

The CPS Accelerator Complex operation runs round the clock, 24 hours a day, ten months a year, with two
short intermediate stops of 2 to 3 days. This means that new installations, modifications and maintenance are
not easy. Nevertheless, because the CPS complex is the source of all the particles beams at CERN, its operation
evolves continuously. There are several machine development periods interlaced with the normal running of the
machines which result in constant modifications and updates to the control system and may require software
changes in the operational environment. In addition two points should be noted; the software developers often are
only transitory people such as fellows or students, with all the follow-up problems and the exploitation team
have to deal with a historical inheritance, translated into a great diversity of interfaces and equipments, some of
them only partially renovated due to budget constraints.

The CPS operation requires frequent daily operational changes, for example for antiproton transfers. The present
staff policy results in a continuous rotation of operators with short-term contracts which leads to less
experienced staff. As the operation of the machines is seen by the operators through a thick control layer, it is
necessary for controls people to have some knowledge of how to operate in order to be able to help the
operation crew in its daily job. This sometimes allows the exploitation people to identify as operation faults,
things that were initially reported as control faults.
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Fig. 2: The standard architecture applied to the CPS complex

2.2 On-line and Off-Line exploitation

The control system exploitation is divided in two types of work, the on-line exploitation, which is the
immediate answer to faults or wrong conditions in the control system elements (hardware or software) and the
off-line exploitation, which can also be called the follow-up and the solving of problems encountered during the

operation of the machines.

The on-line exploitation is the field of a small and well experienced team which take charge of all problems and
bad behaviour labelled by the operators as “control faults”. People of this team trace the faults, analyze and
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correct the faulty control elements (hardware side), check and restart the faulty software components and finally
support the operation team to recover and return to the required operational state.

The off-line exploitation involves practically all the people of the Controls Group in order to improve the
reliability and the robustness of the control system (hardware as well as software). A regular weekly exploitation
meeting enforces a strict follow-up of the different problems and changes. Agreed upgrades, extensions or
enhancements are mainly coordinated by the exploitation team. It also proposes and develops the necessary
diagnosis and exploitation tools.
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Fig. 3: The CPS Network

2.3 The Exploitation Team ?

The exploitation team is a small team with good experience, an overview of the system and general purpose
knowledge and its first priority is to keep the control system. running correctly, whatever the time and the work
required. A “piquet” service (5 persons) is in charge of the on-line services; one person is assigned for one week
(24 hours a day) to answer as fast as possible the calls from the operation crew if there is any breakdown of the
control system components.

This exploitation team provides a single entry point (on-line and off-line) for all the requests concerning the
problems, improvements and modifications to the running control system, which enforces directly the
homogeneity of the hardware/software solutions. The persons of this team are attached to the other sections of
the control group to develop diagnosis and exploitation tools. This is mainly software for interface and
equipment access and for the overall survey system.
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3. EXPLOITATION TOOLS

The performance of this team depends on the continuous education of the persons, the documentation of the
hardware and software components of the control system, the communication between the developers and the
members of this team, but also on the tools provided to this team to be able to diagnose, recover, restart and/or
set up the components of the control system. Data logging of the element values, easy-to-use links with the data
base (ORACLE), automatic configuration of front-end processor devices from the data base, tracing and log of
faults with post mortem analysis capabilities [2], testing and setup facilities are the main tools needed by the
members of the exploitation team to fulfil correctly their first priority job.

The status of the different controlled elements of the CPS complex are permanently monitored on the screens of
the Control Room workstations, in a window generated by the Alarm process [3]. This program, used by both
the operation and exploitation crews, scans the status of the controlled equipments every 30 seconds, via the
uniform equipment access level (Equipment Modules [4]). In addition, it surveys the VME and CAMAC crates,
both for overall hardware and software status.

This Alarm process is the main entry point for diagnosis tools and information. It allows the presentation of :

- the details of faulty equipments

- the layout of input/output crates (VME and CAMAC), the modules in the crates and the equipments controlled
- the front-end processor status : accessibility, interrupts and errors

- the fault log, the pulsed status and the interrupt layout of the timing system elements.

From this information one can reset a faulty equipment (such as a power supply, a vacuum pump, or a RF
cavity) or detect a fault at the element level. A front-end processor not accessible though the control system can
be remotely rebooted after verification of its status. The history of the reboots and the errors are logged and can

be displayed on request.

Most of the exploitation tools can be called througﬁ this Alarm process, either directly or through two
important general programs :

The first program, Equipment Info, gives the possibility of selecting dedicated programs to diagnose, test
and initialize an equipment or a control interface; this is especially the case for the different instrumentation and
field-buses (CAMAC and 1553). One can also test a particular equipment access and initialize it if necessary.
Special debug or repair commands, documentation concerning the Equipment Module and the layout of
subsystems (timing systems for example) are also available from this general panel of services. From an other
special panel, an equipment can be accessed through the Equipment Module either by its name or its number or
its address. The selected equipment can be tested or controlled up to the last bit.

The second program, Setup, is created to reinitialize automatically an equipment or a whole system (a
CAMAC crate for example). It is a very important and general purpose tool which is described below.

A few other important tools exist, which can be called for a specific purpose. These are:

- for the verification of the description and synchronization of the different operations of the CPS accelerator
complex, where a rule-based consultant can be called to verify if the required schedule is acceptable. This is
the Beam Card Desk Checker [5]

- for the automatic configuration of the software of the front-end processors directly from the data kept in the
ORACLE data base [Ref.6]

- for the Data Browser/Editor which gives the possibility to read, compare and modify the operational values
stored in the data table of the equipment access modules (Equipment Module); with this tool, the exploitation
team can work on the actual operational data, the regularly-saved values and the values called references.

4. SETUP : KNOWLEDGE-BASED TECHNOLOGY

The development of the Setup program is based on an Object Oriented programming, together with a procedural
knowledge representation [7]. Setup provides the means of initialization and of non-destructive testing for the
accelerator equipment based on CAMAC and VME control interfaces. It is a rule-based process which can cope

with any unknown initial state of the equipment.

4.1 Utilization

This Setup program is used both by the exploitation and the operation Teams. The primary uses are after a
power failure, a shutdown or the replacement of a faulty hardware module or crate; Setup allows one to initialize
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the hardware with the correct procedures and the correct operational values (last saved values). Setup is also used
to reset a faulty equipment (power supply for example) to come back to the normal state. When an
instrumentation gives wrong information or does not run correctly, the best solution is to call Setup. Finally
Setup can also test an equipment without disturbing or with the minimum disturbance of its normal

functioning.
4.2 Main points and Realization [7 ,8]

The Setup system can easily be adapted to the control system environment. It is flexible and evolutive and
adapted to a huge variety of hardware/software modules, including the treatment of hardware-coupled equipments.
The description authorizes different sets of objects, so that the Setup actions can be process- or hardware-
oriented. The access to the control system elements is made using the uniform equipment access method

(Equipment Modules).

During the running of the program, the user is informed about the current state of the equipment and about the
diagnosis of the procedure in real-time; if an action is not successful, the diagnosis of the faults is given. Post
mortem analysis exists for the Setup protocols that have taken place during the test or the reset of an equipment

Or a process.

The realization of the program is based on the development of an object model which reflects the structure of the
Control system equipment access: front-end processor, CAMAC loop, CAMAC crate, CAMAC module and
Equipment. The knowledge-based representation gives the description of object classes, control rules and
operation algorithms. The concrete object lists are automatically “instanciated” from the Real-Time Data
Base. The realization of the Setup program is based on an expert system shell (PROSC: Procedural Reasoning
Object System for Control) which allows object oriented knowledge description, procedural reasoning
techniques, real-time features and direct queries to the ORACLE data base.

4.3 Benefits for the exploitation of the control system

The user interface of Setup is done through X-windows/Motif panels which are called by the Alarms process, the
exploitation programs or the hardware surveillance at the level of the faulty object. The Setup facility is also
accessible from terminals using a certain number of commands (for tele-diagnosis capability).

As stated in the previous paragraph, the Setup rules and algorithms are easy to describe and to change for the
different classes of the control system. This results in a well-adapted, up-to-date and reliable tool that executes
the necessary actions demanded by the operator, taking into account real-time events and hardware-coupled
equipment, which are otherwise invisible on the interaction level.

The automatic generation of the concrete object lists related to a “super” object to initialize is one of the
essential benefits of this setup. The Setup software executes automatically all necessary actions, either when one
has to replace one hardware module or to initialize one equipment or 2 whole CAMAC loop. The setup can be
called either from a hardware description layout or from a software equipment level. The Setup operates today on:
- 100 Front end processor VME crates (DSC) )

- 130 CAMAC crates ,

- 3000 equipments

- with more than 100 object classes and 200 control procedures.

It is a necessary and powerful tool for the daily operation of the six machines of the CPS complex controlled by
an example of the standard model of control system for accelerators. The technology in use and the integration in
the control system provide the capability to evolve with the system without difficulty.

5. CONSIDERATIONS ON OBJECT ORIENTED TECHNOLOGY WITH BENEFITS
FOR THE EXPLOITATION

The equipment access software structure of the CPS control system has been Object Oriented since 1988 [4].
The previously realized Equipment Module model has proved to be very useful for the exploitation and
developers because it is a standard generic facility which gives access to all the process equipment on a standard
way and allows the use of powerful and generic tools.

We already found that Object Oriented Techniques facilitate the tasks of the exploitation Team by providing:
- easier maintenance of software programs (produced by temporary or external people)
- faster and safer modifications of the software products
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- easy integration of jobs developed outside the site (to benefit from external expertise)

- good integration with an ORACLE Data Base description

- independence of the control system architecture, to be able to follow the technological evolution of the
different control system components.

The fields in which we are less confident, due to our short experience, are on the benefits to be gained from

object languages. Especially, we have some doubts on:

- the amount of time necessary for a large community of software developers to be fluent in C++ and in the
object oriented technology environment

- the difficulty to define and setup the object libraries for the different usage

- the complications in building a coherent set of abstract object models for the various control process provided

- the facility for the casual software developers to use efficiently the object oriented development tools to
increase substantially their productivity

- the impact of Object Oriented Databases and their level of standardization

- and, last but not least, the stability of the emerging standardization, especially on standard C++ and the
basic object library (both on real-time applications and on object broker technology in a distributed

environment)

All these points can have a direct impact both on the long term exploitation (and re-use) of the huge amount of
control software, and on the easy integration of third party components.

6. CONCLUSION

One of the main tools used by the exploitation team on the large CPS control system is the Alarms process,
which acts both as a surveillance program running continuously on the operational work stations and as a
switchboard giving the possibility of calling the other exploitation tools described in this paper.

The other important tool is Setup, which uses the object oriented and the knowledge based technologies to offer
a basis for the test, setting up and initialization of the different control system elements, both individually at
the equipment level and at the subprocess level. These technologies could be used for other applications such as
the timing survey, synchronization generation and the interpretation of complex results. These technologies have
shown their capability in solving specific problems and they are able to be integrated in a classical system in a
very cost effective way.

Our long experience in use of the Object Oriented Technology gives us full confidence in the future benefits of
large scale implementation. However, to be in a position to carry out efficiently the large scale integration of
this type of software, we believe that more time is needed and that wider open collaboration and exchange of
experience is essential. These points should receive the full support of the management of the major projects in

our field of activity.
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OPERATIONAL EXPERIENCE WITH THE CEBAF CONTROL SYSTEM"®
K. White, D. Kehne, Continuous Electron Beam Accelerator Facility, Newport News, VA 23606 USA

Abstract

This paper describes our operational experience with the CEBAF control system. CEBAF is operated using a variety of soft-
ware packages and custom applications. In the spirit of collaboration and software sharing, the current system utilizes code
developed at four major laboratories as well as commercial packages and custom applications. The basis of the CEBAF con-
trol system is EPICS (Experimental Physics and Industrial Control System), originally developed at LANL and ANL. The
CEBAF accelerator is operated primarily using the common EPICS tools such as the archiver, alarm handler and display man-
ager. In order to supplement the features of EPICS, custom applications have been developed and incorporated into the control
system using C, C++ and TCL. Additionally, the CEBAF helium plant is controlled using the CEBAF TACL system which
requires communications between the two control systems. CATER, a problem tracking program developed at SLAC, has also
been integrated into the operational software. Current plans call for the integration of an on-line logbook developed at APS and
the internal development of a down-time logger program. We discuss how these various tools and applications are used opera-
tionally, the advantages and disadvantages of the systems and challenges related to integrating this diverse array of software.

Introduction
CEBAF is a 4 GeV CW, high luminosity electron accelerator in Newport News, Virginia. The accelerator consists of two 0.4

GeV superconducting RF linacs connected by two 180° arcs;. Each linac consists of 20 liquid helium vessels (cryomodules),
each containing 8 cavities. The 45 MeV injector contains an additional 18 superconducting cavities. The beam is recirculated
through the linacs up to 5 times yielding an energy of 4 GeV. After the 5th pass, the beam will be split and delivered to 3 halls
simultaneously. The 3 experimental halls house a variety of complex detectors. The control systems for both the accelerator
and the experimental facilities have recently been migrated from in-house developed packages to systems based upon EPICS
(Experimental Physics and Industrial Control System). This paper describes the operational experience with the new control
system and the additional tools which have been added to supplement the basic EPICS package.

Background

In the summer of 1993, in the midst of accelerator commissioning, it was decided to replace the CEBAF in-house control sys-
tem TACL (Thaumaturgic Automated Control Logic) with EPICS, the product of a mult- lab collaboration. The integration of
EPICS was accomplished using a phased approach which allowed TACL and EPICS to coexist in the same operational envi-
ronment.[1] This allowed commissioning to continue with a minimum of interruption from control system changes. Due to the
untimely nature of this change, many of the operational aspects of the control system were not fully developed in time for
complete machine operation. While a number of EPICS tools have been successfully used, both for commissioning and opera-
tions, other programs have been needed to supplement the EPICS capabilities. Additional programs have been developed both
in-house by programmers, operators and scientists and adapted from other laboratories.

I. THE EPICS TOOLS

EPICS includes a number of utility programs which run under Unix and communicate with IOCs (Input-Output Controller)
over Ethernet using channel access software. The following describes each tool, how CEBAF has used them and where

improvements would improve machine operability.

Graphical User Interface

The EPICS tool MEDM (Motif-based Editor and Display Manager) is used in producing and animating graphical user inter-
faces. CEBAF has developed over 800 operational display pages using this tool. These pages form the biggest component of
CEBAF’s operational user interface. MEDM provides the ability to quickly develop and modify pages to meet changing
requirements. The editor tool has a menu driven, point and click, WYSIWYG type of interface which requires no program-
ming, so operators and hardware support groups are able to develop or customize display pages for their own individual needs.
MEDM is cumbersome to use when developing screens with a large number of display elements, a problem that has been
addressed by an engineer who has developed a library of subroutines which allow screens to be generated programmati-
cally.[2] CEBAF has added several features to MEDM, such as bit displays, remapping of visible windows and zero centering
bar graphs to customize this tool for our needs. EPICS provides two independent tools and work has begun at LANL to merge

Supported by U.S. DOE Contract DE-AC05-84-ER40150
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these to produce a tool with the features of both. CEBAF will collaborate in this effort.

Data Archival and Archive Data Viewing

The EPICS data archiver tool, AR, is used at CEBAF to log values continuously, or to log values upon some condition. The
EPICS archive viewer tool, ARR provides some basic display capabilities for a very limited amount of data. Both the archiver
and archive viewer in their current form need a great deal of improvement to be useful and reliable for operations. The callable
interface to the archived data needs improvement to make the data more accessible to other analysis programs. The EPICS
archive viewer does not have enough capacity to be useful for operations. CEBAF has already written an X-based archive
viewer, XARR, that provides basic viewing capabilities for EPICS archived data. This tool needs to be improved and more
features added. The EPICS collaboration plans to replace AR and ARR, and CEBAF will participate in this effort. Despite
problems with these tools, about 42 megabytes of data are logged each day by operations. Some of this data is used to charac-
terize the machine and some is used by support groups to analyze problems and study their systems.

Alarms
ALH, the EPICS Alarm Handler, is used to notify the operations staff of current or potential problems with machine hardware

and software. The magnet system, with over 2000 elements, is the largest system monitored by ALH. For each magnet, two
different parameters are monitored. Other systems incorporated into the alarm handler include Viewers, Vacuum and Valves,
and Controls. The alarm handler also includes the ability to log alarm data and this information is used by support groups to
determine which components of the system may potentially fail, or are inherently unreliable. The most frequently used alarm
handler is the magnet page. This page allows rapid detection of magnet errors that can cause critical, though subtle, changes in
the electron beam optics. These errors can be disguised by the orbit feedback loops that are used to correct the orbit through

each arc.

Save and Restore
BURT, the EPICS Backup and Restore Tool is used to save and restore operational machine parameters. In general, this tool

has worked well and proven'to be reliable at saving and restoring data. Many thousands of data files have been saved for vari-
ous parts of the accelerator and to reflect different configurations for operations. While the tool itself works well, it lacks any
useful user interface. In order to solve this problem, operations personnel developed an interface to BURT using TCL. This
interface makes it trivial for an operator to save or restore predefined sets of parameters from any combination of geographical
regions of the accelerator. It also allows saved files to be compared for differences.

II. THE TACL TO EPICS INTERFACE

In order to facilitate a smooth transition to EPICS, an interface which allowed TACL displays to access EPICS data was devel-
oped. This allowed the new systems to be tested using existing interfaces and allowed EPICS databases to be installed and
operational before time-consuming operator interfaces were completed. The CEBAF cryogenic system also remains under
TACL control, so this interface allows communication between the two control systems. While this approach allowed a
smooth transition and installation of new software during machine commissioning, it added to the work of the operations staff.
Firstly, having two control systems meant training all new operators to use both systems. Furthermore, the two systems run on
two physically distinct consoles meaning the operator has to use two different keyboards, screens and mice. As more of the
control system has been converted to EPICS, expertise with the TACL systems is decreasing, making troubleshooting difficult

and more time consuming.

II. SOFTWARE DEVELOPMENT BY OPERATIONS AND ACCELERATOR PHYSICS STAFF

Due to the overwhelming amount of work involved in changing control systems, many of the high-level applications software
programs are prototypes developed by Operations and Accelerator Physics personnel. Otherwise, these applications could not
have been made available in time for commissioning. One important result was a closer working relationship between the soft-
ware and accelerator operations groups. This situation brought on the additional advantage of allowing rapid feedback on algo-
rithm errors found during use of the application. In general, an application was developed when it became necessary or would
greatly enhance commissioning. The major applications developed in this way are for save/restore (BURT GUI), orbit and
energy feedback locks, automatic and noninvasive cresting of the linac cavity phases (KREST program), Linac Energy Man-
agement (LEM) for setting energy and optics in the linacs, automatic orbit steering of the linac and arcs, comment data base
for RF cavities and beam position monitors and on-line procedures. Each of these is discussed in more detail in the following

sections.
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Display Generation Library

As discussed in the section on EPICS Tools, the use of MEDM is inefficient for building complex screens with a large number
of signals. In order to address this problem, a library of C functions was developed by an Operations crew chief. These func-
tions can be used to generate display pages. This allows the quick development of complex screens and allows similar screens
to be developed quickly, simply by loading a new set of signal names and executing the program again. Not only have these
functions saved many hours in generating display pages, they have also created more uniform and effective displays than
could have been created by hand. In general, the pages created by using these programs contain far more information content
than comparable hand drawn displays. *

Slow Feedback Locks

The orbit and energy feedback locks were developed in TCL by a single member of the Accelerator Physics Group[3]. The
locks were found to be necessary when slow drifts of the RF over the span of minutes to hours made the setup of the optics
extremely tedious. Status of the RF had to be monitored and adjusted every few hours. The application had immediate impact
on improving the efficiency of commissioning. Launch angles out of the injector, linacs and arcs can be reproduced. This
allows the energy to be set and accurately locked to all beam position monitors in the arcs. One major drawback is that it can
only be effectively maintained by the person who wrote it. Moreover, since it was developed rapidly, the program does not
have mature error handling, thus increasing the number of faults the program experiences. '

On-line Maintenance Comments

CEBAF has a total of 338 superconducting cavities, only two of which are individually critical to beam operation. As cavities
fail, they are taken off-line and then repaired during scheduled machine maintenance periods. Though a summary of the status
of every cavity in the accelerator is shown on an MEDM screen, the most effective method to access a more detailed history of
individual cavities was to establish a database that could be easily modified by the person shutting down or repairing the given
cavity. In order to easily access and update the database, a TCL interface was written using key buttons and comment fields. In
addition, the name of the person entering the comment as well as the date are automatically recorded. Installation of this data-
base has proven to be an effective method of communicating cavity status and problems to the RF maintenance group, as well
as to operations. It has also been implemented to track detailed status for beam position monitors.

Automated Linac Phasing

The KREST application arose when drifting phases in the RF, due to diurnal temperature changes, caused unacceptable energy
spread in the beam.[4] Depending on the request file, KREST will change the phase of individual cavities, cryomodules or an
entire linac. After changing the phase, KREST monitors the cavity gradients used by energy lock to see how the cavities
respond. By changing the phase, the KREST program can determine where the peak of the RF phase is located. Since each
cavity phase need only be changed by small amounts to achieve the desired precision, the total energy in the accelerator is not
affected significantly. Therefore, assuming the energy locks are running, KREST can usually be run in the background during
commissioning. If a cavity gradient becomes unstable or beam energy is deliberately changed while KREST is running, a cav-
ity can be left substantially off-crest. Often this condition is not discovered unless one specifically pulls up the KREST history
file. KREST takes approximately 2-3 hours to crest all cavities in a linac.

SavelRestore Interface

In order to provide a usable interface to the EPICS save and restore program, a physicist develop the BURT Graphical User
Interface (BURT GUI).[5] This Tcl/Tk application displays a list of files available to restore, along with the date each file was
updated and the name of the operator who saved the file. A comments field is also displayed. This interface also allows two
BURT files to be compared for differences. This has proven to be a valuable diagnostic tool.

Linac Energy Management

During early commissioning, it was soon discovered that cavities were being lost at a rate of 3-6 per day. When a cavity is lost,
the energy must be compensated for elsewhere in the linac and the optics, set for 120° phase advance per period, would usually
have to be reset. Resetting the linac optics manually, after much practice, could be done in one half hour. The Linac Energy
Management (LEM) program was written to automatically redistribute the gradients and recalculate and load the optics using
the optics code DIMAD. As with the slow feedback locks, the program is maintained by one individual and is not robustly
coded.

Beam Steering
The AUTOSTEER program serves several purposes. It is used primarily to minimize the orbit through certain sections of the
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machine, such as an arc or linac. In the linac, autosteer simply flattens the orbit of the first pass. In the arcs, energy lock not
only flattens the orbit but can also be used to measure changes in beam energy to 10™. Absolute energy measurement accuracy
is ~1073. Effects of the earth’s field can be included in the calculation of the orbit and energy but this causes an error in the
measurement of the absolute energy.

On-line Procedures

Instead of the traditional method of having a notebook of procedures on paper, the CEBAF operational procedures are written
using FrameMaker and utilize hypertext links for document organization. This allows the procedures to be displayed on the X-
terminal alongside other control system displays. The operator can always find the procedures and modified versions can be
stored on-line as a procedure is updated. Operational experience has shown that it is more straightforward to have hard copies
of procedures to make comments on rather than a framemaker file on screen. Therefore, there is also the option to simply print
out the procedure and marked up hardcopies are then directed to the authors.

IV. APPLICATIONS ADAPTED FROM OTHER LABS

In addition to joining the EPICS collaboration, CEBAF strives to take advantage of common needs and adapt programs from
other labs to reduce software development time and expenses. We have successfully integrated a trouble reporting program
and an optics diagnostic tool from SLAC (Stanford Linear Accelerator). We have plans to adopt the electronic logbook used at
the Advanced Photon Source (APS).

Trouble Reporting

Once commissioning was well underway, the Hardware Reliability Team recognized a need for a database-driven problem
tracking program. With a small amount of software work (as compared to a full development) to add custom menu items and
help, a program written at SLAC was adapted. The CATER (Computer Aided Trouble and Error Reporting) program has now
been in use for two years at CEBAF. During this time, nearly 4000 trouble reports have been entered and routed to the appro-
priate groups for action. This program has provided a consistent method for communication between operations and support
groups and allows on-demand tracking of problems. Since the information is stored in a database, it is available for trending
and failure analysis. The main difficulty with this system is the lack of a modern user interface and analysis tools, thus making
it difficult to perform some functions. In addition, CATER is 2 VMS-based application, making any future integration with
UNIX-based control system tools difficult and prohibitively expensive.

Optics Diagnostics Tool

For on-line analysis of beam orbit deviations, the RESOLVE program developed at SLAC has been imported to CEBAF. By
experimentally producing orbit and energy changes at certain points in the accelerator, deviations of the machine orbit com-
pared with the orbit analytically calculated by RESOLVE can quickly indicate a faulty element. Like CATER, the version of
RESOLVE currently used at CEBAF operates on a VMS machine. Therefore, data must be transferred to that computer, sub-
stantially slowing the analysis process. In addition, the current program configuration allows only approximately half a pass of
optics to be analyzed at a given time. Significant amounts of data manipulation must be done to observe orbit changes through
multiple passes, thus making the analysis turnaround too lengthy. Both of these problems are being addressed.

Electronic Logbook

CEBAF is currently planning to adopt the an on-line logbook similar to the e-log used by the APS at Argonne. The system uses
FrameMaker and World Wide Web to enter and display control room logbook information. The use of these tools coupled with
a scanner will allow paper and computer documents as well as on screen graphics to be quickly incorporated into the logbook.
The hypertext capability will allow better information organization. Other advantages of having the logbook on-line are the
ability to use computer search functions and the ability to display the information to multiple users simultaneously.

V. CONCLUSION

In addition to the EPICS toolkit developed by a collaboration of laboratories, CEBAF has used software from a variety of
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sources to commission and operate the accelerator. The use of X-Windows allows many different applications to be used in a
common environment. Software has been written by programmers, operators, physicists, and students. Scientists and support
groups work closely with software developers to develop requirements for new projects. Operations personnel have taken an
active role in developing protoypes of programs immediately needed for operational use. This method has allowed operations
and commissioning to proceed while more robust and full featured applications are developed by the Controls Software
Department. Several programs have also been adapted from other laboratories for use at CEBAF. Only by taking this team
approach to integrate applications from many sources has the controls software reached a level sufficient for machine opera-

tions after a mid-commissioning control system change.
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ABSTRACT

Heavy ion acceleration in a synchrotron requires dynamic control of lattice magnets and the 1f system to cover a wide variety of
species and energies of ions. For example, spill-by-spill energy change is necessary for three dimesional scanning in cancer radio-
therapy. The excitation pattern of lattice magnets must be switched without interruption to beam, while the 1f system should
follow the frequency shift caused acceleration. Since both magnet power supplies and the rf system (acceleration voltage, frequency,
ferrite bias current, etc.) are driven by digital settings from VME modules, although with different clock systems, in the HIMAC
synchrotron, development of anew VME module that can deal more dynamically with both magnets and if in a unified manner is
initiated as a logical extension of the present system.

Features include:

(¢)) 20bit (max.) pattern output with 125kHz response to external bi-directional clock triggers
)] Versatile pattern switching with Look-Up-Table and selection command input

(€))] Feed-back loop capability through VSB bus, with high performance RISC microprocessor

System construction and firmware concepts will be discussed also.

1. INTRODUCTION

Operation of synchrotron magnets and 1f system are characterized by repetetive patterns which consist of injection, acceleration,
extraction, deceleration and reset of beam. In order to accelerate the beam without losses, each field of the lattice magnets, Bending
Magnets (BM) and Quadrupoles (QF/QD), should be excited in a matched strength, which is called "racking". Power supplies of
lattice magnets, accordingly, should be precisely controlled in synchronization with the thyristor trigger timing pulse. Therefore it
is essential for the tracking be synchronized by means of the external clock supplied from a phase locked loop. HIMAC has already
made use of Fast Digital Input/Output (FDIFDO) modules which were developed for this purpose [1]. The rf system should also be
operated in coordination with the main magnet excitation pattern, but the clock system differs from that of main magnet power
supply. A bi-directional B clock of the 1f system drives several patterns of frequency and voltage together with beam feed-back
loops to stay with fluctuations of magnetic field for both acceleration and deceleration of beam [2]. The present control system of
magnet power supplies and timing system works well. However, an advance in heavy ion therapy requires more flexible and
dynamic control, as the beam delivery with pulse-to-pulse energy shift is envisaged for cancer treatment irradiation of three
dimensional scanning for HIMAC and Particle Therapy Project in Hyogo prefecture [3]. A dynamic pattern operation is required to
enable raster scanning, as the beam has to be swept in a Zig-zag line by controlling scanner magnets. Dynamic switching of these
patterns (both magnets and rf) is demanded in various aspects of beam operations. For example, it is required to switch an arbitrary
combination of magnets simultaneously during beam tuning or to use a set of excitation patterns as mentioned above. Usage is
also expected to measure beam parameters, e.g. chromaticity, to initialize magnets, and to achieve digital feed-back control.

In order to select various excitation patterns of main magnets and rf system dynamically, Dynamic Pattern Input/Output (DPYDPO)
modules are now under development. This paper describes the DPO module with possible system construction.
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2. SYSTEM CONSTRUCTION

DPI/DPO modules will be installed in subsystems where VME is used as a major equipment controlier. An advanced facility such
as Hyogo Prefecture’s Project is expected to utilize these modules. Another example is the present HIMAC synchrotron control
_system. It is hierarchically structured by a network consisting of a main computer (CS) with two 20" & 14" displays, and
equipment group controllers of 14 VME crates, an rf control computer (RC), a beam transport control computer and Programable
Logic Controller. VME crates include timing system (TS) and Magnet Power-supply Controllers (PC), whose software is
downloaded from a program server workstation (WS) [1].

The CS serves man-machine interfacing of the presentation layer. Conditions of exciting patterns of magnets etc. are set on the
console displays after a decision as to the mode of operation, such as initialization of magnets, normal repetitive operation, spill-
by-spill energy shift mode, adjustment of parameters or measurement of beam. These conditions will be encoded and sent to DPO
- as external control signals.

The TS is a system for which the main functions are distribution of base and master clocks and generation of various event signals
response to CS commands. Event signals can be generated and controlled by DPO modules. Clock and event signals will then be
fed to the DPI/DPOs that control magnets and rf system. DPI/DPO will be the main ingredients of PC, TS, or RC when they are
constructed as VMEDbus systems.

3. DESIGN BACKGROUND AND SPECIFICATION

The repetitive operation of lattice magnets and rf cavities in our synchrotron should be carried out independently in closed cycles in
the equipment control layer, unless any commands or interrupts occur. The tracking should also be kept in synchronization with
the basic clocks. Therefore DPI/DPO modules play essential parts in this layer. They should be able to communicate in real time
with the host CPU of the IOC in the VMEbus system, to prepare many files of binary excitation pattern data with necessary
processing on the basic data, and to respond to various external operation commands. In addition, they should have flexibility to
utilize various application programs, which are downloaded from the program server on the workstation via IOC on VMEbus
systems when booted.

Basic functions of DPYDPO modules follow.

3-1. External clock

DPI/DPO are supplied two kinds of basic clocksOne of these functions at 1200Hz, and supplies a trigger timing pulse for 24
phases in a 50Hz thyrister converter at the lattice magnet power supplyThe other is T-clock/B-clock which are used to control the if
system. T-clock is at a constant frequency of 50kHz while B-clock is variable up to 120kHz, in order to cover the BM excitation
rate of 2.4T/sec at 0.2gauss/pulse, for both increasing and decreasing fields.

'3-2. Pattern memory

DPO must be able to expand the excitation pattern data from a basic trapezoid and to store the data. The necessary precision of BM
data is 18 bits, while that of the rf system is 20bits, to cover an 8Mhz span in steps. To provide sufficient capacity 16MB capacity
is assumed for pattern memory.

3-3. External control signal

It should be able to select dynamically a required one from within several tens to hundreds of excitation patterns. For this purpose
an encoded 12bit external control signal is prepared. The decoding method is effective in expanding the range of selection, although
a surplus strobe signal is necessary. The module is capable of selecting not only any single excitation pattern but also a set of
patterns, and to operate grouped magnets by means of masking bits, which are applied to Start or Stop events when the
initialization of a group of magnets is required.

3-4. Look-Up-Table

It provides a Look-Up-Table (LUT) to follow the incremental or decremental B clock of the rf system. LUT is a memory which
rapidly converts any data placed on the address line to other values. This feature is useful in converting a nominal value of B clock
to the rf frequency, which is not always linear with the B-field. Typically 80k table entries are required when BM i is excited up to
1.6T with a B clock of 0. 2gauss/uck
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3-5. VSBbus

VSBbus should make it possible to form a closed loop of digital feedback control by a direct connection between DPI and DPO.
This feature is necessary to achieve "Tterative control" more quickly. Iterative control is effective in controlling the driving voltage
of a power supply so that the current deviation can be reduced toa tolerable value by means of a digital filter. In the present
HIMAC system, the host cpu module of the VME crate performs the iteration together with the FDI and FDO [4].

4. FEATURES OF THE DPO HARDWARE

A number of high perfomance RISC microprocessors for embedded systems have flourished in a wide range of electronic appliances.
After our investigation of ability to handle external interrupts and to control timers/counters for various functions, we have made a
choice of the Hitachi Super-H (SH) series CPU, which uses a 32-bit RISC core optimized for high speed and low power
consumption. Another advantage of the SH-1 is that it contains several on-chip peripherals to eliminate a number of additional
devices.

Table 1 shows the outline specification of DPO, for which the block diagram is shown in Fig.1. A multiple CPU system is
provided on this module. The SH-1 CPU serves to control communications with VMEbus, VSBbus and all input and output ports.
SH-1 also manages the SH-2 CPU, which is provided for dedicated calculation. To avoid bus contention of multiple CPUs, a
separate local bus is provided for each. Pattern memory of 16MB will be used in a 3 byte/word format to cover the system
requirements for rf and BM operation.

User supplied programs can be loaded into the DRAM of SH-1 or the dedicated SRAM of SH-2 and executed locally. Each CPU
responds to commands and environment parameters placed in each 32kB dual-ported SRAM, is accessed from both the VMEbus and
the local bus through synchronous arbitration logic.

SH-2 resides on a mezzanine board to be upgradable to an SH-3 CPU in the future. Input/output ports are also provided on the other
mezzanine boards to change RS485 to TTL etc.

Table 2 shows 4 external clocks and control signals. A 12bit control signal is decoded into various ‘events’. These events are
executed after the next master clock pulse except for Change signals, which are executed immediately. The LUT consists of dual
80k x 20-bit memories, of which one serves to form data output while the other receives the next input.

Data OuPwt Fer Control Reset
[ L LA o LT T 1 (OO
—— r
- }
485D/R| |4B5D/R CPY SRAM Stat\ELED
20BR+STB 1281+5TB LUT Renoay| | s%xe 168k

SRAM 2pP-RAML
B4k 16 166X 32
l b—
cPU
ROM vSB 2P-RAM VME DRAM
rifdy 6416 BusUF 16kx16 || BusiF 18Mx16

__|7 P2 Connector | I P1 Connector
i

' ~ VMEbus D
< vEBbus D4

Figl.Block Diagram of DPO
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Table 1. Outline Specification of DPO

Main Board Mezzanine Board for calculation Mezzanine Board for /O adaptation
KCPU SH7034(SH-1) SH7604(SH-2)
4kB On-chip RAM 4kB cache memory Bi-directional two ports of 4bit
64kB On-chip ROM Hardware multiplier clock and
Hardware multiplier Hardware divider 12bit control signal with strobe
9ch. Ext. interrupt handler 15¢ch. Ext. interrupt handler (Opto-isolated RS485 interface)
4ch, DMA controller 2ch. DMA controller
Sch. Timer/Counter 16bit Counter 20bit+Strobe output port
16bit Timing pattern gen. Watch-dog timer (Opto-isolated RS485 interface)
Watch-dog timer 1ch. Serial comm. port
2ch, Serial comm. port
Universal I/O ports
ock 20MHz (16MIPS) 28.7MHz (25MIPS)
ISRAM 128kB with zero wait state 128kB with zero wait state
RAM 16MB with zero wait state 128kB with zero wait state
Ipual-ported SRAM [32kB with one clock wait state 32KB with one clock wait state
fLuT sRaM 384kB with 20bit U/D counter
[Front panel 16bit Status LED
functions Reset switch
JBus spec. VMEbus IEC821 compatibie slave interface (A24,D16)
VSBbus IEC821 compatible master/slave interface
rating Power source: 5V+5% , 3A
condition 5V10%, typ.1.5A (I/O isolation p/s supplied from front connector)
Temperature : 0°C~50°C  Humidity : 30%~90% (Non-condensin&)

5. FEATURES OF DPO SOFTWARE

Most of the intelligence of DPO resides in the SH-1CPU, which handles numerous internal/external interrupts and controls many
peripherals. In order to reduce any overhead time, the firmware has no OS except for a minimum context switching kernel which

arbitrates task priorities when interrupts occur.
When the host CPU on VMEbus receives a command from the CS via TCP/IP, it interrupts the DPO through the dual-ported

memory, e.g. dpo-set, dpo-read, dpo-write, dpo-init, dpo-clear, etc. DPO responds to the host on any interrupt. Base and master
clocks, similar to T and B clocks from the RC, and all of event signals from the TS are also recognized as interrupts by DPO;

Table 3 lists the software functions.

DPO firmware has some optional functions to change smoothly the rf frequency from T clock region to B clock region, to excite

current of a magnet from one flat-top region to another and to turn on and off the magnet power supply.

1071




Table 2 External clocks & control signals

Code Name Contents
- Master clock Pattern start signal. It corresponds to repetitive cycle of synchrotron
operation, typically ~1Hz. This is also used as rf capture.
- Base clock 1,200Hz is fundamental clock distributed from PLL.50Hz is also used to
24 phase thyrister trigger timing with zero cross on U phase.
- B+ clock Incremental B clock for rf.
- B- clock Decremental B clock for rf.
001 |Start Command to start pattern output/input to devices altogether.
002 |Stop Command to stop pattern output/input to devices altogether.
004 [Pause Command to break temporarily pattern output/input.
008 |Rerun Command to rerun the pause devices.
010 |T-B C;)mmand to change signal from T clock to B clock.
020 |B-T Command to change signal from B clock to T clock.
801~ |[Select Command to select any excitation pattem.

Table 3 Software functions of DPO

SH-1 CPU for control

SH-2 CPU for calculation

itialization and placing data on LUT.
moothing control of pattern.

ta output synchronized with external clock.

Communication with Host CPU of I0C on VMEbus.
ommunication with SH-2 CPU for calculation.
xcution of event signal.

[VMEDbus and VSBbus control.

|Communication with SH-1 CPU for control.
Calculation of feed-back control or data filtering

Smoothing calculation of pattern.
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6. DEVELOPMENT SCHEDULE

DPO with basic firmware will be prepared for a performance test by the end of this year. Measurements of response times needed for
critical applications e.g. a smooth change from B and T clock of tf, realtime operations of feedback control, etc., will be carried out.
The fine adjusument of event control timing in microseconds will have to be checked to use DPO for the TS. System
considerations are necessary to specify further details and to establish the best means of utilization. Especially, an optimization of
the division between hardware and software is essential, as they are usually contradictory to performance and diversification.

High-speed digital feed-back control with high accuracy is attractive to challenge many technical matters of instabilities in various
aspects of synchrotron operation. We expect that the combination of DPI/DPO will be useful to reduce beam ripple or to stabilize

beam position by means of high-speed data acquisition and processing.
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Abstract

HIMAC has been in operation for nearly two years. During this period, the accelerator complex was
commissioned, clinical trial started June 1994, and more than fifty patients treated with a 290 - 400 MeV/u carbon beam,
which has been delivered on schedule and with greater than 99% reliability.

Introduction

HIMAC, the Heavy Ion Medical Accelerator, in Chiba was commissioned during November 1993 and February
1994[1]. After the pre-clinical physics and biology experiments, a clinical trial of ion beam therapy started in June 1994,
when a 290 MeV/u carbon beam was delivered against tumors. Since October ‘94, accelerator operation has been extended
from 12 hour/sday to 24 hours/day, Monday through Saturday, and basic research experiments in biology and physics have
been carried out during night and week-end shifts. Various beams have been supplied for experiments, ranging from He to
Ar, .

In the first year of operation 55 patients were treated, and preliminary results show the effectiveness of ion beams.
This paper presents operational experience of the HIMAC accelerator complex during this period.

Control system of HIMAC

The control system of HIMAC comprises a supervising computer and three “sub-system” controls: Injector[2],
Synchrotron{3], and High Energy Beam Transport system[4]. The irradiation control, including beam shaping and
dosimetric functions for clinical trials, is carried out at a therapy control area.

The design principle of the control system, concerning operational aspects, is such that: 1) all the equipment is
controlled at a “sub-system” console, 2) the operational procedures or sequences are unified to touch panel operations and
rotary dials and are common to all subsystems, and 3) parameters such as current settings of magnets are saved as files and
can be reloaded. The design was to assure operators easy access to control of the machine. This principle was followed for
themost part, but response time, for example, differs somewhat due to different platforms and system constructions among
sub-systems.

The injector control system was designed and built earlier than the other subsystems, and has been used for longer
time. The CPU for System Control Unit and Group Control Units were upgraded during a scheduled maintenance period in
March 1995, and improved system performance substantially. Typically, loading time for the entire injector system from
cold start is reduced to 5 minutes from 40 minutes. Application enhancement for various operational needs is also being
made; details will be described elsewhere.[5]

Synchrotron controls perform timing control for the overall system and control of repetitive patterns of magnets
and rf. As for tracking of main dipole and QF/QD magnets, although we had prepared a tool to form the current waveform .
from the desired values of magnetic field, it was found that simple scaling of the current pattern between dipole and QF/QD
would suffice for daily operation, provided that an iterative adjustment for the driving voltage waveform was carried out.
However, more studies are needed to understand the system.[6]

High Energy Beam Transport control has to deal with requests from Irradiation Control for beam control and
switching. Since HIMAC comprises two synchrotron rings and four treatment beam ports, as well as two physics ports and
a biology port, HEBT control must be capable of exciting proper switching magnets and de-exciting unnecessary ones.
Using an operation parameter file that has descriptions of source ring(s) and destination port(s), it can set up the HEBT
system for the requested delivery.

The overall controls were designed so that one can set up each subsystem from the supervisor system using a
system standard file, while at present daily operation is carried out from each subsystem.

* Present Address: Energy Science Dept., Tokyo Inst. of Tech., Yokohama 226, Japan
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Operations Framework

Daily operations of the machine are carried out by the crew of operators who belong to a company established for
accelerator operation, maintenance and development by manufacturing firms. The operators’ prior experience on accelerators
varies from null, some even without a college physics degree, to years at other facilities. The man-machine interface of the
control system provides tools for operators. Twenty-four hour operation started in October 94, w1th two shifts of six
operators.
The weekly operational schedule is as follows: Monday 9 a.m. to 3 p.m. for preventive maintenance, then the cold
start of machine, from 7 p.m. delivering beam to experiments until Tuesday 7 a.m. After tuning the machine for treatment
beam, 9 a.m. to 7 p.m. are exclusively for medical treatment and relevant dosimetry. Again with re-tuning, beam is
delivered to other experiments until 7 a.m. next day. From Friday evening the time is for experiments usually until
Saturday 8 p.m. and sometimes until Sunday morning.

Beam Delivery

In March 1994, we accelerated carbonr beam to 290 MeV/u, which has a most reasonable characteristic for initial
clinical trial, in both rings. Typical intensity for treatment is 3x10" particles per second. In clinical irradiation, beam is
used after baing modulated by wobbler magnets and scatterers to cover the tumor volume with uniform intensity for
treatment. The patient must be immobilized in a pre-determined position so that beam irradiates cancerous parts without
damaging healthy organs and tissue. It usually takes 20 - 40 minutes to position the target in a patient, then irradiation
needs less than 5 minutes, which takes place typically 18 times per patient. This means that stable and reproducible beam
delivery is necessary during a day and also for an extended period of several months. HIMAC has been up to this demand
since the first clinical trial. Exceptions are one call-off for the day due to rf trouble in the linac and a few re-schedulings
within the day due to various minor troubles such as malfunction of waterflow monitors.

We also accelerated Ne, Si, and Ar up to 600, 800, and 650 MeV/u, respectively. In accelerating these ions the
synchrotron main magnets are expected to show field saturation; nevertheless, we could accelerate them within a couple of
hours thanks to the existing excitation pattern and scaling function of the control system. Notably, for beams with charge-
to-mass ratio of 1/2, parameters can be essentially common as long as the acceleration energy is the same.

Since May 1995 clinical trials have been carried out also with 350 MeV/u for vertical irradiation and 400 MeV/u
for horizontal ports, in addition to 290 MeV/u. This represents another challenge in operation: We have to deliver beam of
two different energies within an hour or less, and they must both be stable and reproduc1ble It has been met after
establishing parameter files and smulanng the situation.

Still another requirement is that beam must be delivered to different irradiation ports without adjusting beam
position, etc. at the final irradiation point. This has also been examined and is ready for actual practice.

Most of the tuning effort is to adjust ion source parameters and transport to linacs in the case of the injector
system, injection angle, position and timing for synchrotron rings, and centering the extracted beam for both synchrotron
and HEBT systems. By analyzing these activities, necessary tuning time for treatment beams is reduced and stability and
reproducibility of the beam are also improved.

Development Activities

For improving irradiation characteristics further, several efforts are being made. One is to gate beam extraction by
signals from the patient’s respiratory motion. This can be realized by applying transverse electric fields to the beam at the
flat top.[7] The respiration motion sensor and interlock system is scheduled to begin operation in summer 1996.

A VME module for dynamic switching of the excitation pattern is also under development, and is reported in this
conference.[8]

In the injector, it is planned to expand pulse operation to the entire system in order to accelerate different ion
species for respective rings in a pulse-by-pulse mode. This will also enable more independent use of the ‘medium energy’
beam port, which utilizes the 6 MeV/u output beam from the linac.” An 18 GHz ECR ion source is also under development
for heavier ions such as Fe.

Major effort is also now expended to design and to construct Secondary Beam irradiation ports. With use of
positron emiters beam such as "'C, one can expect to monitor the beam irradiation volume by PET technology. It will

also provide for experimental research in physics and biology.
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