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Abstract

The ratio of the number of W + 1 jet to W + 0 jet events is measured

with the D� detector using data from the 1992-93 Tevatron Collider run.

For the W ! e� channel with a minimum jet ET cuto� of 25 GeV, the

experimental ratio is 0:065� 0:003(stat)� 0:007(sys). Next-to-Leading order

QCD predictions for various parton distributions agree well with each other

and are all over one standard deviation below the measurement. Varying the

strong coupling constant �s in both the parton distributions and the partonic

cross sections simultaneously does not remove this discrepancy.

Typeset using REVTEX
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The running coupling constant �s is a fundamental expansion parameter which sets the

strength of all strong interactions. Of particular interest in the current study is the fact

that the probability of producing jets in association with a W boson is dependent upon the

value of �s. We report here the results of an attempt to extract the value of �s from an

examination of the ratio, R, of W + 1 jet to W + 0 jet cross sections. A similar technique,

based on tree-level calculations, has been used by the UA2 [1] and UA1 experiments [2].

In leading-order (LO) QCD, R is proportional to �s. However, the cross sections com-

puted at LO su�er from relatively large normalization uncertainties due to the lack of higher

order corrections. Recent next-to-leading order (NLO) predictions [3] of the W + 0 jet and

W + 1 jet cross sections show signi�cantly reduced �R dependence and di�er from LO pre-

dictions by about 10% for �R equal to the W mass (MW ) [4].

We present an experimental measurement of the ratio, Rmeas, using the D� detector at

the Fermilab Tevatron pp Collider at
p
s = 1:8 TeV. We utilize 9770 W ! e� candidates

collected during the 1992 - 93 collider run. The experimental result Rmeas is compared with

NLO theoretical predictions [5].

The D� detector is described in detail elsewhere [6]. The detector elements relevant to

this analysis are the tracking system and the uranium liquid-argon sampling calorimeter.

The tracking system, which has no magnetic �eld, covers a range of pseudorapidity, � [7],

from �3:0 to 3.0. The calorimeter's homogeneous response and hermetic coverage out to

j�j � 4 provide excellent measurement of electron and jet energies, as well as missing trans-

verse energy (E/T ), over the full azimuth (�). The calorimeter is �nely segmented in both

the longitudinal and transverse directions, giving enhanced electron identi�cation. The elec-

tron energy resolution is 15%/
q
E(GeV) and the jet transverse energy (ET ) resolution is

�80%/
q
ET (GeV).

For this analysis, we use a hardware trigger which requires events with a minimum ET of

10 GeV in an electromagnetic (EM) calorimeter trigger tower of size 0:2� 0:2 in �-� space,

covering j�j < 3:2. Events satisfying the hardware trigger are subjected to a software trigger

which requires the event to have E/T > 20 GeV and to have an electron candidate which
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has transverse energy (Ee
T ) greater than 20 GeV and passes preliminary shower shape and

isolation cuts.

The o�ine selection of the W ! e� event sample requires E/T> 25 GeV and an electron

with Ee
T > 25 GeV which satis�es three electron quality criteria. The �rst involves the

isolation fraction which is de�ned as fiso = [E(0:4) � EEM(0:2)]=EEM(0:2), where E(0:4) is

the total energy within a cone of radius 0.4 (�R �
q
(��)2 + (��)2) centered around the

electron, and EEM(0:2) is the EM energy within �R = 0:2. A cut of fiso < 0:15 is imposed

to require that the electron is isolated from other sources of energy in the event. The second

criterion is that the calorimeter energy deposition of the electron has a matching charged

track. Finally, a cut is imposed on the �2 value of the energy cluster to ensure that its shape

is consistent with that of an electron. This value of �2 is computed using a 41 dimensional

energy covariance matrix [8], which has the mean cell energy depositions of a reference

electron shower as its elements, preserving their correlations.

Given the nature of Rmeas, it is advantageous, in minimizing systematic uncertainties, to

have the electron selection e�ciency be the same for events with and without an associated

jet. The electron selection criteria applied to the W ! e� candidates preclude the use

of this data sample for estimating the selection e�ciency because the only electron in the

event is already subjected to the selection criteria. Therefore, we use Z(! e+e�) + 0 jet

and Z + 1 jet candidates from actual data, where only one of the two electrons is required

to pass the selection criteria. The electron selection e�ciency is then measured by imposing

the selection criteria on the other electron. From this study, the electron selection e�ciency

is found to be the same for these jet multiplicities (0 jets and 1 jet) to within 2%.

Jets in the events are identi�ed with a �xed cone algorithm using a radius �R = 0:7. The

jet reconstruction e�ciency is found to be better than 99% for jets with ET > 20 GeV, based

on a Monte Carlo study [9]. The jet ET is corrected for the calorimeter response, out-of-

cone showering, and the underlying event contribution. The jet energy scale correction [10] is

obtained by using events with photon+jet �nal states. In these events, the photon candidate

is taken to balance the remaining partons in the event kinematically. The components of
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the transverse momentum imbalance due to the mismeasurement in hadronic jet energy are

then corrected using the E/T projection on the photon candidate axis. The typical size of

the correction is (16�5)% at 25 GeV and (24�5)% at 100 GeV. The jets are required to

have a minimum transverse energy (Emin
T ) of 25 GeV. Before background subtraction, 5736

W + 0 jet events have the electron in the central region (j�ej < 1:2) and 3083 events have

the electron in the forward region (j�ej > 1:2). The corresponding numbers of events with

one jet are 511 and 284 events, respectively.

The largest background to the W ! e� production comes from multijet processes. A

jet from a multijet event may pass all electron selection criteria due to 
uctuations in

fragmentation. Signi�cant E/T may also be associated with multijet events due to shower


uctuations or calorimeter imperfections. Occasionally a multijet event has both signi�cant

E/T and a jet imitating an electron and thereby simulates a W ! e� event.

The fractional background from multijet events is estimated using the E/T distributions

from data for events that pass an inclusive electron trigger (Ee
T > 20 GeV). The sample is

separated into two subsets. The �rst subset consists of events failing all three of the electron

quality criteria (fiso, track matching, and �2). Real electrons from W decays contribute

negligibly to this subset. The second subset consists of events which pass the three electron

quality criteria. This subset includes both backgrounds from multijet events and real W

events. The histogram in Fig. 1 represents the E/T distribution of events with electrons satis-

fying the three electron quality criteria (signal + background) and the solid circles represent

the other subset (background). A clear separation between signal and background above

E/T = 20 GeV is evident because the E/T due to the neutrino in W decay peaks near 40

GeV and far less E/T is expected in true multijet events. The shapes of the two distribu-

tions agree well for E/T< 15 GeV. The background distribution for E/T> 25 GeV is used to

estimate the contamination of the W sample from multijet processes.

For events with an electron in the central region, the background is 3:0% �
0:6%(stat + sys) for W + 0 jet and (19:3� 4:3)% for W + 1 jet events. The background for

events with an electron in the forward region is (13:3 � 1:6)% forW+0 jet and (52:6 � 5:2)%
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for W + 1 jet events. The uncertainties re
ect systematic and statistical errors added in

quadrature. The statistical uncertainty is the dominant source of error in estimating the

background.

Additional sources of background to W ! e� production are from electroweak processes

which either are improperly identi�ed in the detector or have a signature identical to that

of W ! e� production. The electroweak processes we considered are Z ! e+e� and

q�q! 
� ! e+e� where one of the electrons is lost, and Z ! �+�� where one of the � 's decays

to e�� and the other decays hadronically. We use Monte Carlo event samples to estimate

the background contamination from these sources, and �nd the level of contamination to be

less than 3% of the signal for both W + 0 jet and W + 1 jet events. The process W ! ��

(where � ! e��) is considered as part of the signal because the associated jet production is

independent of the W decay mode.

The number of W + 0 jet events, after subtracting backgrounds from multijet and elec-

troweak processes, is 8200 � 94(stat) � 61(sys), and the number of W + 1 jet events is

532�28(stat)�49(sys). The resulting experimental ratio of the number of W +1 jet events

to W + 0 jet events is Rexp = 0:065 � 0:003(stat) � 0:007(sys). The dominant systematic

error is from the jet energy scale uncertainty. This is due to the rapidly falling shape of the

jet ET spectrum and the resulting sensitivity to the Emin
T cuto�. This systematic error is

obtained by repeating the complete analysis, varying the jet energy scale correction within

errors.

The NLO QCD predictions [3] for W +0 jet and W +1 jet cross sections enable param-

eterizations of each cross section as a power series in �s. The theoretical predictions, using

the MS scheme, take into account the e�ect of experimental jet energy resolution, as well

as the impact of the lepton isolation criteria and other experimental constraints. The cross

section for W + n jets is parameterized as: �W+njets = �ns (An + �sBn) for n = 0 or 1. The

coe�cients A1 and B0 depend on Emin
T of the jet and B1 depends on Emin

T , the choice of

jet cone radius �R, and �R. The coe�cients are computed for a given parton distribution

function (pdf) evolved to the scale MW . The evolution is carried out using the value for
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�QCD associated with each pdf. This �QCD value corresponds to a value of �s, calculated

at the scale MW using the second order expression for the running coupling constant and is

labeled as �pdfs (MW ) in Table I. The prediction for the ratio is referred to as Rpred.

Figure 2 shows Rmeas with its uncertainty given by the shaded area and three open

symbols representing Rpred for various pdf's [11{13,15] at �s = �pdfs (MW ). The Rpred for

all pdf's considered [11{15] are given in Table I. The error for each prediction only re
ects

the statistics used in the Monte Carlo calculation. We do not assign an uncertainty due to

the choice of �R because the variation in the W + 1 jet cross section is less than 2% for

MW=2 < �R < 3MW [3,16]. The dependence of Rpred and Rmeas on Emin
T has been studied

in the range 25 GeV < Emin
T < 60 GeV [5] and the relationship between data and theory

does not change in this region of Emin
T . All theory predictions are consistent with each other

and are below the data by over one standard deviation.

The dashed line in Fig. 2 represents the predicted ratio, as a function of �s, for the

CTEQ3M [15] parton distributions if the strong coupling constant is only varied in the hard

partonic cross section (ME), leaving �s in the parton distributions �xed at �pdfs . Lines with

practically identical slopes are obtained for the other parton distributions, but are not shown.

The intercept of Rmeas with this line yields a value of �s (�
ME
s ) to NLO for a particular

pdf. Table I summarizes the values of �ME
s , at �R = MW , for various pdf's along with

the uncertainties. The di�erent sources contributing to the uncertainty are summarized in

Table II for the CTEQ2M parton distribution. The error ��ME
s in Table I is the quadratic

sum of all these uncertainties. As expected, because all predictions are below the data, each

pdf prefers a value of �ME
s > �pdfs by just over one standard deviation.

To determine the running coupling constant in a fully consistent manner, �s should be

varied simultaneously in both the pdf and ME. For each of CTEQ3M [11], MRS(A0) [12] and

GRV94 [13] distributions, we have obtained a family of new pdf's corresponding to a range

of �pdfs values, based upon the same data sets as for the standard pdf's. The family of R vs.

�s then calculated is shown for each pdf family as the closed symbols in Fig. 2. Statistical

errors from the Monte Carlo calculation are shown for the MRS and GRV families. For the
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CTEQ family, the individual points are correlated due to the choice of identical random

number seeds, and thus have negligible relative errors. The variation of Rpred with �s for

each of these families is quite weak, and remains over one standard deviation below Rmeas

for all reasonable values of �s.

A similar study was made by the UA2 collaboration [1] at
p
s = 630 GeV using O(�2

s)

tree-level QCD calculations. Allowing �s to vary in pdf's and ME resulted in a larger slope

in R vs. �s than we observe at
p
s = 1800 GeV. We have veri�ed that our calculation

reproduces the lower energy result, and conclude that the major di�erence derives from

the lower parton momentum fraction, x, values probed at the higher energy. As �s is

increased, the contribution to R from the ME dependence increases, but is compensated by

the reduction in R due to the decrease in the gluon density at the relevant x (� 0:05) and

consequent reduction in the W + 1 jet cross section. We conclude that the existing QCD

calculations cannot be brought into agreement with the measured Rmeas value, though at

present the discrepancy is just over one standard deviation.

In summary we have measured the ratio of W +1 jet and W +0 jet cross sections at the

Tevatron with an accuracy of about 10%. All NLO QCD predictions, using pdf's determined

mainly from �ts to low energy data, are below our data by over one standard deviation.

When this measurement is used to extract a value for the strong coupling constant, we �nd

that, after variation of �s in pdf's is taken into account, the sensitivity to �s is greatly

reduced and an extraction of �s is not possible.
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TABLES

TABLE I. Values of �s for various parton distributions [11{15].

pdf �pdfs (MW ) Rpred ��Rpred �ME
s (MW )���ME

s

CTEQ2M 0.112 0:053� 0:001 0:134� 0:016

CTEQ2ML 0.119 0:055� 0:001 0:139� 0:017

CTEQ3M 0.114 0:053� 0:001 0:139� 0:017

MRS(D0
0) 0.113 0:056� 0:001 0:129� 0:015

MRS(D0
�) 0.113 0:053� 0:001 0:136� 0:016

MRS(A0) 0.114 0:054� 0:001 0:134� 0:016

GRV94 0.111 0:055� 0:001 0:129� 0:015

TABLE II. Summary of uncertainties in �ME
s for the CTEQ2M parton distribution.

Source ��ME
s

Experimental statistics 0.005

Jet energy scale correction 0.013

Jet reconstruction e�ciency 0.002

Jet energy resolution 0.005

Monte Carlo statistics 0.005

Total ��ME
s 0.016
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FIG. 1. E/T distributions forW+0 jet events with the electron in the central region, j�ej < 1:2.

The histogram represents the signal plus background and solid circles indicate the background. The

two distributions are normalized using the number of events in the region E/T < 15 GeV. The

error bars represent statistical errors only.
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FIG. 2. R vs �s for CTEQ3M, MRS(A0), and GRV94 pdf's �tted with various values of �pdfs .

The symbols represent Rpred at �pdfs for each pdf. The dashed line is the prediction for CTEQ3M

pdf when �s is only varied in the partonic cross section.
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