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This paper presents a measurement of the mass of the W boson using 

data collected with the CDF detector during the 1992-93 collider run at the 

Fermilab Tevatron. A fit to the transverse mass spectrum of a sample of 

3268 W -+ PY events recorded in an integrated luminosity of 19.7 pb-’ gives 

M& = 80.310 f 0.205 (stat.) f 0.130 (syst.) GeV/c’. A fit to the transverse 

mass spectrum of a sample of 5718 W + ey events recorded in 18.2 pb-’ gives 

M&, = 80.490 f 0.145 (stat.) f 0.175 (syst.:) GeV/c2. Combining the muon 

and electron results, accounting for correlated uncertainties, yields Mw = 

80.410 f 0.180 GeV/c2. 



Section 1 

INTRODUCTION 

The relations amoxig the masses and couplings of gauge bosons allow 

incisive tests of the Standard Model of the electroweak interactions [l]. These 

relations are precisely specified at Born level; higher-order radiative correc- 

tions, which are sensitive to the top quark mass, MtOp, and the Higgs boson 

mass, MHiggs, have also been calculated [2]. M easurements of the properties of 

the 2 boson, as well as measurements of atomic transitions, muon decay, and 

deep-inelastic scattering, tightly constrain the relationship between allowed 

values of MtOp and the W mass, Mw [3]. P recise measurements of Mw and of 

M top, if inconsistent with the allowed range of predictions, could indicate the 

existence of new phenomena at or above the electroweak scale. Alternatively, 

within the confines of the Standard Model, such measurements predict MHigss. 

The measurement of the W mass is unique among electroweak measurements 

in its sensitivity to charged currents at large momentum transfer. 

The direct measurement of the W mass has to date been possible 

only at the antiproton-proton colliders at CERN and Fermilab, accelerators 

with sufficient center-of-mass energy to produce the W. A summary of previ- 

ously published measurements is given in Table 1.1. We present here a new 

measurement with a precision twice that of the best previously published value. 

1 
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Experiment Reference Mode Mass 
( GeV/c2) 

UAl-83 PI t:U 81 f5 
UA2-83 
UAl-84 
UAl-86 
UA2-87 
UAl-89 
UAl-89 
CDF-89 
UA2-90 
CDF-90 

ti ey P” 
[7] tw 

PI f 
PI b= 
PI TV 

[lo] cu 
[ll] eu 

PI eu, P 

80:” 
81:; 

83.5 f 2.9 
80.2 f 1.5 
81.8 f 6.5 
89f3f6 
80.0 f 4.1 

80.53 f 0.49 
79.91 f 0.39 

UA2-92 [13] eu 80.36 f 0.37 

Table 1.1: Some previously published W mass measurements. Not all of the 
above measurements are independent. The mode is the decay channel of the 
W used in the measurement. 

This paper describes the measurement of the W mass using W bosons 

observed in antiproton-proton (j@) collisions produced at the Fermilab Teva- 

tron with a center-of-mass energy of 1800 GeV. The results are from an analysis 

of the decays of the W into a muon and neutrino in a data sample of integrated 

luminosity of 19.7 pb-‘, and decays of the W into an electron and neutrino 

in an 18.2 pb-’ subset, collected by the Collider Detector at FermiIab (CDF) 

during the period from August 1992 to May 1993. 

The paper is structured as follows. A description of the detector and 

an overview of the analysis are given in Section 2. The calibration and align- 

ment of the central tracking chamber, which provides the momentum scale 

for the mass measurement, is described in Section 3. Sections 4, 5, and 6 are 

largely parallel: Section 4 describes muon identification and the determination 

of the momentum resolution; Section 5 describes electron identification, the 

transfer of the momentum scale to the calorimeter energy scale, and the deter- 

mination of the energy resolution; Section 6 describes the determination of the 
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detector response to hadrons recoiling against the W in the event, necessary 

to infer the neutrino momentum scale. The knowledge of the lepton and recoil 

responses is incorporated in a Monte Carlo model of W production and decay, 

described in Section 7. Section 8 describes the effects of background processes 

and radiative corrections on the mass measurement. Section 9 gives details 

of the fitting method used to extract the W mass from a comparison of the 

data and the model. Each of these sections ends with a summary of numerical 

results. Section 10 presents a global summary of the measured values and 

the experimental uncertainties. Finally, the measured W mass is compared to 

previous measurements and current predictions. 

, 



Section 2 

OVERVIEW 

This section begins with a discussion of how the nature of W boson 

production and decay motivates the strategy used to measure the W mass. 

The aspects of the detector critical to the measurement are then described. 

A brief description of the data samples used for the calibrations and for the 

mass measurement follows. A summary of the analysis strategy concludes the 

section. 

2.1 Nature of T/v Events 

The dominant mechanism for production of W bosons in antiproton- 

proton collisions is predicted to be antiquark-quark annihilation, with addi- 

tional contributions from higher-order diagrams [14]. The W is produced with 

momentum in the transverse and longitudinal directions relative to the center- 

of-mass of the antiproton-proton collision’. This momentum is balanced by 

the momentum of hadrons produced in association with the W, referred to as 

the “recoil”, as illustrated in Figure 2.1. 

‘CDF uses a cylindrical coordinate system with the z (longitudinal) axis along the proton 
beam axis; r is the transverse coordinate, and q5 is the azimuthal angle. Pseudorapidity (v) 
is defined as q E -In(t(m(8/2)), h w ere 8 is the polar angle relative to the proton-beam 
direction. See Figure 2.2. 

4 
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The W boson decays used in this analysis are the two-body leptonic 

decays producing an electron or muon and a neutrino. Since the apparatus 

cannot detect the neutrino and cannot measure the z-component of the recoil 

momentum, much of which is carried in fragments of the initial proton and 

anti-proton at small angles to the beams, there is insufficient information to 

reconstruct the invariant mass of the W on an event-by-event basis. Rather, 

this analysis uses the transverse mass of each W event, which is analogous to 

the invariant mass except that only the components of energy flow transverse 

to the beamline are used. Specifically, 

(M,w)2 = (E; + E;)” - (E”T + Et;)“, (2.1) 

where MT w is the transverse mass of the W, I?$ is the transverse energy of 

the charged lepton (electron or muon), and I3f is the transverse energy of 

the neutrino.2 The boldface denotes two-component vector quantities. The 

transverse energy of the neutrino is not measured, but rather is inferred Gom 

momentum imbalance in the calorimeters, 

Er;. = 4% + 4, P-2) 

where u denotes the transverse energy vector of the recoil (see Figure 2.1). 

When 1111 < I$, the transverse mass measurement of Equation 2.1 

becomes 

MFW 2E:. + Ull, (2.3) 

where ~11 is the transverse energy of the recoil projected along the direction of 

the charged lepton, (u.E$)/E$. Th e resolutions on the measurements of the 

charged lepton energy and the recoil must be understood to make adequate 

predictions of the transverse mass shape; the distribution in ~1, the compo- 

nent perpendicular to ~11, is used as a sensitive test of the adequacy of the 

2Although energy is a scalar quantity, “transverse energy” commonly denotes the trans- 
verse component of the vector whose mugnitude is the energy of the particle and direction 
is parallel to the momentum of the particle. 
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modeling. In addition, effects which systematically bias ~11 must be accounted 

for. The transverse mass is invariant to first order under Lorentz boosts in 

the transverse direction; uncertainties associated with the W boson transverse 

momentum spectrum enter into the mass measurement primarily through mis- 

measurements of the W recoil transverse energy, u, and, to a lesser extent, 

through acceptance effects. Note that the approximation of Equation 2.3 is 

shown only to illustrate these points and that the true transverse mass is used 

everywhere in this analysis. 

2.2 Detector 

This section briefly describes those aspects of the CDF detector per- 

tinent to the W mass measurement. A more detailed description can be found 

in Reference [15]; recent detector upgrades are described in References [16] 

and [17]. 

The CDF detector is an azimuthally and forward-backward symmet- 

ric magnetic detector designed to study -j$ collisions at the Tevatron. The 

magnetic spectrometer consists of tracking devices inside a 3-m diameter, 5-m 

long superconducting solenoidal magnet which operates at 1.4 T. The detec- 

tor is divided into a central region (30” < 8 < 150”), end-plugs (10” < 0 < 30”, 

150” < 19 < 170”), which form the pole pieces for the solenoidal magnet, and 

forward/backward regions (2’ < 8 < lo”, 170” < 8 < 178”). Muon chambers 

are placed outside (at larger radius) of the hadronic calorimeters in the central 

region; toroidal steel magnets and chambers provide additional muon cover- 

age and shielding on each end. An elevation view of one quarter of the CDF 

detector is shown in Figure 2.2. 
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2.2.1 Tracking Detectors 

A four-layer silicon microstrip vertex detector (SVX) [17], used in 

this analysis to provide a precision measurement of the beam axis, is located 

directly outside the 1.9-cm radius beryllium beampipe. The four layers of the 

SVX are at radii of 3.0, 4.2, 5.7, and 7.9 cm from the beamline. Outside the 

SVX is a set of vertex time projection chambers (VTX) [18], which provides r-z 

tracking information out to a radius of 22 cm for 171 < 3.25. The VTX is used 

in this analysis for finding the z position of the antiproton-proton interaction 

(the event vertex). The event vertex is necessary for event selection, lepton 

track reconstruction, and the calculation of ET. Bdth the SVX and VTX are 

mounted inside the central tracking chamber (CTC) [19], a 3.2-m long drift 

chamber that extends in radius from 31.0 cm to 132.5 cm. The CTC has 84 

sampling wire layers, organized in 5 axial and 4 stereo “super-layers” [19]. 

Axiial super-layers have 12 radially separated layers of sense wires, parallel to 

the z axis, that measure the r-4 position of a track. Stereo super-layers have 6 

sense wire layers, with a -3’ stereo angle, that measure a combination of r-4 

and z information. The stereo angle direction alternates at each stereo super- 

layer. Axial and stereo data are combined to form a 3dimensional track. In 

this analysis, the electron or muon momentum is measured from the curvature, 

azimuthal angle, and polar angle of the track as the particle traverses the 

magnetic field. The CTC momentum measurement is the ultimate source 

of all energy calibrations in this experimeut. Details of the calibration and 

alignment of the CTC are given in Section 3. 

2.2.2 Calorimeters 

The electromagnetic and hadronic calorimeters subtend 27r in az- 

imuth and from -4.2 to 4.2 in pseudorapidity (7). The calorimeters are 

constructed with a projective tower geometry, with towers subtending ap- 
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proximately 0.1 in pseudorapidity by 15” in q!~ (central) or 5” in 4 (plug and 

forward). Each tower consists of an electromagnetic calorimeter followed by 

a hadronic calorimeter at larger radius. The energies of central electrons, 

used in the mass measurement, are measured from the electromagnetic shower 

produced in the central electromagnetic calorimeter (CEM) [20]. The central 

calorimeter is constructed as 24 “wedges” in #J for each half of the detector 

(-1.1 < 77 < 0 and 0 < 77 < 1.1). E ac wedge has 10 electromagnetic tow- h 

ers, which use lead as the absorber and scintillator as the active medium, for 

a total of 480 CEM towers.” A proportional chamber measures the electron 

shower position in the 4 and I directions at a depth of N 6 radiation lengths 

in the CEM [20]. For the purposes of triggering and data sample selection, 

the CEM calibrations are derived from testbeam data taken during 1984-85. 

To compensate for scintillator aging, the tower gains were corrected in March 

1992 using Cesium-137 gamma-ray sources.. Details of the calibration of the 

CEM are given in Section 5. 

The central calorimeters also measure the energy flow of particles pro- 

duced in association with the W. Outside the CEM is a similarly segmented 

hadronic calorimeter (CHA) [21]. El ec t romagnetic and hadronic calorimeters 

which use multi-wire proportional chambers as the active sampling medium 

extend this coverage to 171 = 4.2 [22]. In this analysis, however, the recoil 

energy is calculated only in the region of full azimuthal symmetry, 1~1 < 3.6. 

Understanding the response of these devices to the recoil from bosons is prob- 

lematic as it depends on details of the flow and energy distributions of the 

recoil hadrons. Instead, the energy response to recoil energy is mapped out 

using 2 + ee events. Details of the calibration of the calorimeters to recoil 

energy are given in Sections 6 and 7. 

3There are actually only 478 physical CEM towers; the locations of two towers are used 
for the cryogenic penetrations for the magnet. 
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2.2.3 Muon Detectors 

Four layers of drift chambers, embedded in the wedge directly outside 

(in radius) of the CHA, form the central muon detection system (CMU) [23]. 

The CMU covers the region 171 < 0.6. Outside of these systems there is an 

additional absorber of 0.6 m of steel followed by a system of four layers of 

drift chambers (CMP). Approximately 84% of the solid angle for 171 < 0.6 is 

covered by CMU, 63% by CMP, and 53% by both. Muons from W decay are 

required in this analysis to produce a track in the CMU that matches a track 

in the CTC. The CMP is used in this measurement only in the Level 1 and 

Level 2 triggers. Details of the muon selection and reconstruction are given in 

Section 4. 

2.2.4 Trigger and Data Acquisition 

The CDF trigger is a three-level system that selects events for record- 

ing to magnetic tape. The crossing rate of proton and antiproton bunches in 

the Tevatron is 286 kHz, with a mean interaction rate of 0.6 interactions 

per crossing at a luminosity of 3.6 x 103’ cmm2 see-‘, typical of the data 

presented here. The first two levels of the trigger [24] consist of dedicated 

electronics with separate data paths from the data acquisition system. The 

third level [25], h.r h w ‘c is initiated after the event information is digitized and 

stored, uses a farm of commercial computers to reconstruct events. The over- 

all rejection factors for each of the three levels are typically 600, 100, and 

4, respectively. At Level 1, electrons are selected by the presence of a single 

calorimeter tower above a threshold; muons are selected by the presence of 

a track in the CMU, and where there is full coverage, also in the CMP. At 

Level 2, electrons from W decay can satisfy one of a number of triggers. Some 

require a track to be found in the r-4 plane by a fast hardware processor [26] 

and to match to a calorimeter cluster; others have no track requirement but 
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require a high-ET cluster[24]. Th e muon Level 2 trigger requires a track with 

large transverse momentum (pi) that matches to a muon chamber track. At 

Level 3, reconstruction programs that include three-dimensional track recon- 

struction identify high-pT electrons or muons. 

Events that pass the Level 3 triggers are sorted and recorded. A 

subset of events, typically those from rarer processes (such as W decay), is 

written to disk in a separate data stream as well as being recorded to magnetic 

tape with the bulk of the events. These events are reconstructed rapidly after 

the data are taken, and, being a smaller sample, are more easily available for 

analysis. AU of the data samples below, with the exception of the inclusive 

electrons and the Y’ samples, come from this data stream. 

The data used in this anaysis come from a recorded integrated lumi- 

nosity of 19.7 pb-‘[27]. A re q uirement that the data not have been recorded 

immediately after a long collision hall access, when the CEM phototube gains 

were unstable, removes 1.5 pb-’ from the electron sample. 

2.3 Data Samples 

Seven data samples are employed in this analysis. These are described 

briefly below and in more detail in subsequent sections as they are used. A 

list of the samples follows: 

l The J/+ + /q.~ sample. A sample of N 60,000 J/T/J --+ /.LP candidates 

is used to determine the absolute momentum scale from a measurement 

of the J/$ mass, and to set limits on systematic effects associated with 

track reconstruction. 

l The r + p,t~ sample. A sample of hi 2000 T --, ,XP candidates serves 

as a check on the momentum scale. 
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l The 2 + pp sample. A sample of 330 dimuon events near the 2 mass 

measures the momentum resolution from the width of the 2 peak. The 

sample also serves as an additional check of the momentum scale. 

l The W + ,w sample. A sample of 3268 W + ,xu candidates is used 

to measure the W mass. 

l The inclusive electron sample. A sample of N 140,000 central elec- 

trons with ET > 9 GeV is used to understand the response of the central 

electromagnetic calorimeter (CEM) up to an overall normalization. A 

high-ET subset of these events is used to align the CTC. 

l The W + eu sample. A sample of 5718 W + ev candidates is used 

to set the absolute CEM energy scale from the momentum scale, and to 

measure the W mass. 

l The 2 -+ ee sample. A sample of 555 dielectron events near the 2 

mass is used to map out the response of the calorimeters to W boson 

recoil. A subset of this sample, 259 events where both electrons land in 

the CEM, measures the energy resolution and serves as a check of the 

energy scale. 

2.4 Strategy of the Analysis 

The determination of the momentum and energy scales4 is crucial to 

the W mass measurement. Momentum is the kinematic quantity necessarily 

measured for muons; for electrons, the energy as measured in the calorimeter 

is the quantity of choice as it is much less sensitive than the momentum to 

the effects of bremsstrahlung [28]. Th e b asic architecture of the CDF detector 

is a calorimeter behind a magnetic spectrometer. The spectrometer measures 

4Throughout this paper, momentum measurements using the CTC are denoted as p, and 
calorimeter energy measurements are denoted as 15. 

_... -.- 
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the momentum of muons and electrons, and the calorimeter measures the 

energy of electrons. This configuration allows in situ calibrations of both the 

momentum and energy scales directly from the collider data. The alignment of 

the CTC wires is done with high momentum electrons, exploiting the charge 

independence of the electromagnetic calorimeter measurement (both positives 

and negatives should give the same momentum for a given energy). The 

momentum scale of the magnetic spectrometer is then calibrated using the 

reconstructed mass of the J/$ + pp resonance. Conversely, the calorimeter is 

calibrated by normalizing the average calorimeter response to electrons (both 

e+ and e-) of a given momentum, exploiti.ng the uniformity, stability, and 

linearity of the magnetic spectrometer. The momenta of lepton tracks from 

W decays reconstructed with the final CTC calibration typically change from 

the initial values used for data sample selection by less than 10%; the mean 

changes by less than 0.1%. The final CEM calibration differs tower-by-tower 

from the initial calibration on average by less than l%, with an RMS spread 

of 3.5%. 

The detector response to the recoil ]u] is directly calibrated using 

2 + ee decays, in which the electron energies are well measured. This sample 

is used as a table from which one can look up the measured response ]u I for a 

given pg. We assume that the response to the recoil from a Z of a given pT is 

the same as that to the recoil from a W of the same pi. 

The observed transverse mass lineshape also depends on the trans- 

verse and longitudinal W momentum spectra, and the resolutions in momen- 

tum (for muons) and energy (for electrons). As an initial guess for the p$’ 

spectrum, the observed 2 + ee pi spectrum, corrected for the effect of elec- 

tron energy resolution, is used. This spectrum is tuned for consistency with 

the observed ul distribution. The longitudinal W momentum spectrum is 

constrained by restricting the choice of parton distribution functions to those 

consistent with the CDF W charge asymmetry measurement [29]. The mo- 
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mentum resolution is determined from the width of the 2 + pp mass peak. 

The energy resolution is determined from the width of the 2 -+ ee peak. 

To extract the W mass, the measured W transverse mass spectrum 

is fit to transverse mass spectra simulated by Monte Carlo for a range of W 

masses and widths. Backgrounds are included in the simulated hneshapes. 

The mass shift due to electromagnetic radiative processes is calculated by 

Monte Carlo and is applied to the fitted mass. The uncertainties associated 

with known systematic effects are estimated by varying the magnitude of these 

effects within the Monte Carlo simulation and refitting the data. 
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Figure 2.1: Kinematics of W boson production and decay for the events used 
in this analysis, as viewed in the plane transverse to the antiproton-proton 
beams. The vector u denotes the transverse energy vector of the recoil. 
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Section 3 

MOMENTUM SCALE 

In this section, the reconstruction of charged-particle trajectories and 

momenta using the central tracking chamber (CTC) is presented. The CTC 

calibration and alignment, and the determination of the absolute momentum 

scale using the J/+ + pp resonance are described. Checks of the momentum 

scale from direct measurements of the ‘T + pp and 2 + P/,L masses are given. 

3.1 Track Reconstruction 

The momentum of a charged particle is determined from its trajectory 

in the CTC. The CTC is operated in an axial magnetic field, uniform to within 

-1%. In a uniform field charged particles follow a helical trajectory. This helix 

is parametrized by: curvature, C (inverse diameter of the circle in r-4); impact 

parameter, Do (distance of closest approach to T = 0); do (azimuthal direction 

at the point of closest approach to r = 0); zo (the z position at the point of 

closest approach to r = 0); and cot 0, where 6’ is the polar angle. The helix 

parameters are determined taking into acc:ount the non-uniformities of the 

magnetic field using the magnetic field map (see Section 3.3). The absolute 

16 
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scale of the magnetic field was measured by inserting an NMR probe into a 

precise point in the tracking volume at the end of the data-taking period [30]. 

The momentum resolution is improved by a factor of two by con- 

straining tracks to originate from the interaction point in the r-4 plane (the 

“beam constraint”). The I location of the interaction point (the ‘event ver- 

tex’) is determined by the VTX for each event with a precision of 1 mm. The 

distribution of event vertices has an RMS spread of 25-30 cm, depending on 

accelerator conditions. The r-4 location of the beam axis is measured by the 

SVX as a function of z with a precision of 10 pm. The beam axis is tilted with 

respect to the CTC axis by a slope that is about 400 microns per meter. 

The measured muon momenta from J/T/J --f P,Z decay are corrected 

for ionization energy loss (dE/dz) in traversing the (8.9 f 0.9)% of a radiation 

length of material (X0) b t e ween the event vertex and the CTC tracking volume 

(See Section 5.6). The correction for this energy loss is negligible for the 

W + /.LV mass measurement, but is significant for the precision reconstruction 

of the J/$ mass, used to normalize the momentum scale. For electrons, the 

effect of bremsstrahlung is not included in the electron track reconstruction, 

but is dealt with in the procedure used to transfer the momentum scale to the 

calorimeter energy scale, discussed in Section 5. 

3.2 Calibration and Alignment 

The CTC calibration and alignment proceeds in three steps. First, 

the relationship between the measured drift time and the distance to the sense 

wire is established. Second, the relative alignment of wires and layers in the 

CTC is performed. The final step is a fine-tuning of the alignment. 
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3.2.1 Time-to-distance calibrat:ion 

Electronic pulsing, performed periodically during the data-taking pe- 

riod, gives relative time pedestals for each sense wire. Variations in drift prop- 

erties for each super-layer are removed run-by-run [31]. Additional corrections 

for non-uniformity in the drift trajectories are made based on data from many 

runs. For each primary vertex found by the VTX, an interaction time is mea- 

sured from the associated tracks. This procedure accounts for the variation of 

the interaction time, as well as for any drift in cable delays. After calibration, 

the CTC drift-distance resolution is determined to be 170 pm (outer layers) to 

220 pm (inner layers), to be compared with m 120 pm expected from diffusion 

alone, and N 200 pm expected from test-chamber results. 

3.2.2 Wire and layer alignment 

The initial individual wire positions are taken to be the nominal 

positions determined during the CTC construction [19]. The distribution of 

differences between these nominal positions and the positions determined with 

an optical survey has an RMS of 25 pm. The 84 layers of sense wires are 

aligned relative to each other by requiring the ratio of energy to momentum 

E/p for electrons to be independent of charge.’ A sample of about 10,000 

inclusive electrons with ET > 18 GeV is used for this alignment procedure. 

The alignment consists of rotating each entire layer on each end of the CTC 

by a different amount r x A& The measured deviation of each layer from its 

nominal position after this alignment is shown in Figure 3.1. 

3.2.3 Fine-tuning 

The W + eu mass sample (see Section 5.3) is used to fine-tune the 

CTC alignment. The fine-tuning removes residual global &dependent and 0- 

‘For conveni n , e ce the requisite factor of c is dropped in the ratio E/p. 
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dependent charge splittings of < E/p >, using many fewer parameters than 

the CTC layer alignment. The overall difference in < E/p > for the e+ 

and e- in this sample is (0.06 f O.l2)?J’ o, which is consistent with zero. Note 

that a 0.12% difference in < E/p > corresponds to a curvature distortion 

equivalent to displacing the outermost wire layer by about 8 pm in azimuth. 

A &modulated charge difference in < E/p >, which results from a residual 

misalignment of the CTC with respect to the beam axis, is observed. This 

modulation is removed with a correction of the form 

6(l/p~) = -0.00025 x sin (4 - $o), (3-l) 

where $0 is 3.6 radians and the coefficient corresponds to a beam position 

displacement of 30 f 10 pm. A residual charge difference in < E/p > that 

varies with z and 8 is also observed. Assuming this is due to a rotation at 

each endplate of the outer radius of the CTC with respect to the inner radius, 

a correction of the form 

b(l/PT) = -0.00035 x (cot 8 + Z”er~ex/187), (3.2) 

with Zvertex in centimeters, is used. This corresponds to a curvature distortion 

equivalent to a wire displacement (at cot 8 = 1.0, using z,,,tex = 0) of 80 Z/I 

25 pm. Other reasonable models of CTC twist could have been used without 

a significant difference in the correction. 

Residual misalignments of the CTC wires can cause a systematic 

error on the W mass. Specifically, a residual modulation in 8, such as the 

one described in Equation 3.2, would introduce a momentum scale bias arising 

from the forward-backward charge asymmetry in W decay [32]. The systematic 

uncertainty due to the residual e-dependence is studied using the simulation 

described in Section 7. Residual misalignments consistent with the statistical 

precision on the parameters in Equation 3.2 could contribute up to a 0.02% 

scale uncertainty, corresponding to 15 MeV/c2 on the W mass. This is taken 
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Effect 

Statistics 

Uncertainty 
( MeV/c2) 

0.1 
Muon energy loss before tracking 1.3 
Beam constraint 0.3 
Opening polar angle effect - 

Residual field non-uniformity 0.6 
Background 0.1 
Time variation 0.5 
Radiative decay 0.2 
Uncertainty in world-average MJ/+ 0.1 
SUBTOTAL 1.6 
Extrapolation from MJ/+ to Mw 0.9 
TOTAL 1.8 

Table 3.1: Uncertainties on using the .I/$ mass to set the momentum scale 
for electrons and muons from W decays, expressed as the uncertainty on the 
J/~/J mass in MeV/c 2. The tabulation includes the uncertainty incurred when 
extrapolating from tracks in J,/$ decays to tracks with zero curvature. 

as an uncertainty common to the electron and muon analyses. Figure 3.2 

shows the E/p distributions for e+ and e- after all alignments. 

3.3 Momentum Scale Determination 

The momentum scale is determined by normalizing the observed 

J/4 -+ P/J peak to the world-average mass [34]. The invariant mass spec- 

trum of 60,000 muon pairs from J/ll, decay is shown in Figure 3.3. A list of 

the systematic uncertainties on using the J/$J mass to set the momentum scale 

is given in Table 3.1. The tabulation includes the uncertainty incurred when 

extrapolating from the momenta characteristic of J/$ decay to the momenta 

of leptons from W decays, expressed as an uncertainty on the J/ll, mass. The 

entries in the table are described below in the order they appear. 
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Figure 3.3: The measured dimuon mass spectrum (points), near the J/$J mass 
in a 200 MeV/c’ window. Upper: The curve is a Gaussian fit with a linear 
background in a 100 MeV/c2 window. The arrows delimit the fit region. Lower: 
The curve is a Monte Carlo simulation including radiative effects. 
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Statistics: The J/T) d a a are fit to a Gaussian with a linear background in a t 

100 MeV/c2 window centered on the world-average mass. The fit determines 

the mean with a statistical accuracy of 0.1 MeV/c2. Fits using wider windows 

yield shifts in the mass consistent with expected shifts due to the radiative tail. 

A fit to the shape derived from a simulation that includes radiative effects gives 

a consistent result (see Figure 3.3). 

Muon Energy Loss: The momentum of each muon is corrected for energy 

loss in the material traversed by the muon. The amount of material is measured 

in radiation lengths from the tail of the E/p distribution for W electrons (see 

Section 5). For a given radiation length, the muon energy loss has a dependence 

on the type of material. A correction is made to the J/$J mass based on the 

measured material. An uncertainty is calculated from the uncertainty in the 

amount and the type of material. The J/$J mass correction due to energy loss 

is 3.7 f 1.2 MeV/c2. 

Beam Constraint: Since many J/$J mesons come from decays of B mesons, 

which decay some distance from the primary vertex, the measured J/$ peak 

may be shifted by the application of the beam constraint. The difference in 

the J/I/J mass between a fit using the beam constraint and a fit using only a 

constraint that the two muons originate from the same point is 0.3 MeV/c’. 

This difference is taken as an uncertainty. 

Opening Polar Angle: A dependence of the measured J/$ mass on the 

opening polar angle (A cot 19 = cot O,,t - cot 0,-) between the two muons is 

observed (see Figure 3.4). F or the purpose of studying the systematics on 

the J/$J mass only, the stereo angle dependence is reduced by scaling cot 6 as 

follows: 

cot e (scaled) = 0.999 x cot 8. (3.3) 

The W mass measurement (as opposed to the J/$J mass measurement) does 
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not use this cot 0 scaling since only the scale for transverse momentum is 

critical [35]. To keep the momentum scale determination independent of polar- 

angle effects, the mass is fitted versus A cot t9 to a quadratic and the value at 

A cot 0 = 0 is used to determine the J/$ mass [36]. 

Residual Field Non-Uniformity: The variations of the magnetic field both 

in magnitude and direction are small within the CTC active volume; /B(r) - 

B(O) ~IIW) h as a maximum value of a few percent, occurring at the outer 

radius of the endplates of the CTC. Corrections to the track parameters for the 

field non-uniformity are based on a mapping of the field done in 1986, using a 

rotating search coil at a solenoid current of 5000 A [37]. During the data-taking 

period, the solenoid was actually run at a current of 4650 A. Due to saturation 

in the iron return yoke, the magnetic field is not exactly proportional to the 

solenoid current. A model of the iron structure and its saturation properties 

is used to correct for this, with the largest deviation from a simple scaling by 

4650/5000 being 0.2’7 o near the outer edge in z of the CTC. The model has 

been checked using search coil data taken at a few points with the solenoid at 

4500 A, with agreement to within the measurement uncertainty of 2 x 10m4 T. 

The effect of the combined mapping and saturation corrections on the J/ll, 

mass is shown in Figure 3.5, as a function of cot 6,t + cot a,-. The effects of 

any residual field non-uniformity are sought by looking at the variation of the 

J/T/J mass as a function of E.z2 = 2: + + zi-, where z is the track position at 

a radius of 100 cm. The mass is plotted as a function of C.z2 in Figure 3.5 
I 

and the deviations are fit to a line [38]. The difference across the fit region is 

0.6 MeV/c2, which is taken as the uncertainty on the J/$J mass. 

Background: The uncertainty of the measured J/$J mass due to uncertainty 

in the background shape is estimated by fitting both linear and quadratic 

background shapes to the data. It is determined to be less than 0.1 MeV/c2. 

Time Variation: An unexplained time variation of the J/$ mass is observed 
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over the data-taking period as shown in Figure 3.6. The RMS deviation, 

0.5 MeV/c2, is taken as a systematic uncertainty. If this variation is due solely 

to changes in the magnetic field, then the effect is properly averaged by the 

procedure of setting the momentum scale, and no uncertainty would need to 

be taken. 

Radiative Decay: The measured mass must be corrected for QED radiative 

effects in J/4 decay. Th e correction is determined using Monte Carlo simu- 

lation (see Figure 3.3) to be 0.56 f 0.20 MeV/c2. The systematic uncertainty 

represents possible variations from kinematics, modeling of resolutions, fitting 

procedures, and the background shape. 

Uncertainty in the World-Average MJ,+: The uncertainty in the world- 

averaged J/4 mass, 0.04 MeV/ c2, is included [34]. 

Extrapolation from MJ,+ to Mw: The momentum scale is set using muons 

from J/$ decays in which the average muon pT is - 3 GeV/c. The average 

muon PT from w decay is - 38 GeV/c. However, the CTC does not directly 

measure momentum, but curvature, i.e., inverse momentum, for which the 

difference between the J/$ and the W is much smaller than the range in the 

J/$ data. The most likely forms for non-linearity in the CTC momentum 

measurement are linear in the average l/p+ of the two muons 1391. Figure 3.7 

shows the variation of mass with the average l/p; of the two muons, before 

and after the scaling of cot 6 given in Equation 3.3. Fitting a line and extrap- 

olating from < l/p+ >= 0.14 (GeV/c)-2 to < l/p+ >= 0 gives the systematic 

uncertainty due to non-linearity. To be conservative, the non-linearity mea- 

sured before scaling by cot 0 is used. The extrapolation yields an uncertainty 

of 0.9 MeV/c2 when expressed as an uncertainty on the J/+ mass. 

The uncorrected measured value for the J/4 mass, extracted by fit- 

ting the data in Figure 3.3 (see Section 3.3) and applying energy-loss and 



29 

, 

I- 

L--(C 
0 - 

-I - 

-2 - 

I 4 
t 

t 
t+ 

t + 
+ +++ 

-3 L " " " " " " " " " " " " " " " 
0 50 100 150 200 250 300 

Days since August 26, 1992 

Figure 3.6: Variation of the measured J/ll] mass with time. 



30 

3 

2 

1 

0 

-I 

-2 

3 

2 

I 

0 

-1 

-2 

Figure 3.7: Variation of the measured J/T/J mass with the average of l/p; for 
the two muons. The leptons from W decays would lie in the first bin of this 
plot (0.001 (GeV/c)-2). Th e average for J/# decays is 0.14 (GeV/c)-2. The 
upper plot is before the cot 6 scaling; the lower plot is after. The slope in the 
lower plot is a factor of two smaller. 

Unscaled cot 0 

W 
J/J+ 

;I,,,,,,,, I,, ( , $ I 4 I I 1 I I 8 I I I 
0 0.05 0.1 0.15 0.2 0.25 0.3 

< 1 /Pan > (GeV-*c*) 

ii-=+-+ 

W 
J/lc/ 

;<, , , , , , , , , ( , , , +, I I I I I I I I I I I! I- 
O 0.05 0.1 0.15 0.2 0.25 0.3 

< 1 /pzT > (GeV-*c*) 



31 

Resonance Corrected Mass World-Average Mass 
( MeV/c2) ( MeV/c2) 

VlS) + PP 9460 f 2 f 6 9460.4 f 0.2 
VW -+ tv 10029 f 5 f 6 10023.3 f 0.3 

VS) + PP 10334 f 8 f 6 10355.3 f 0.5 

2 + PP 91020 f 210 f 55 91187 f 7 

Table 3.2: Measured masses of the Y + pp and 2 + pp resonances compared 
to the published values [34]. The first uncertainty on the corrected value is 
from statistics. The second is the systematic uncertainty from the momentum 
scale. 

radiative corrections, is 3097.3 f 1.6 MeV/c2. The momentum scale is cor- 

rected by a factor of 0.99984 f 0.00058 for the J/T) mass to agree with the 

world average of 3096.88 f 0.04 MeV/c2 [34], where the uncertainty on the 

correction factor includes the term accounting for the extrapolation to the W 

mass. This corresponds to a correction of -11 f 50 MeV/c2 at the W mass. 

3.4 Checks 

The mass peaks of the first three ‘T resonances are shown in Fig- 

ure 3.8. These check the CTC momentum scale using pairs of tracks with 

larger opening angles than in J/T) + pp decays. The measured mass val- 

ues, after the absolute scale determination and a QED radiation correction of 

+3 f 1 MeV/c2, are shown in Table 3.2. The agreement for the 1S and 2s 

masses is good; the value for the 3S peak shows a marginal discrepancy. Note 

that the 3S peak area is dominated by background. 

The mass of the 2 boson measured in 2 + pp decays checks the 

momentum scale using tracks with curvatures comparable to those used to 

measure the W mass. The measurement is limited by the finite statistics in 

the peak. The measurement, described in detail in Section 4, includes the 
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Figure 3.8: The dimuon mass spectrum near the T mass. The fits are Gaus- 
sians with a quadratic background. 
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effects of Drell-Yan interference, radiative decays (2 ---f ppr) and the detec- 

tor resolutions discussed in Section 7. The measured value, Mz = 91.02f 

0.21 (stat.) f 0.07 (syst.) GeV/c2, is in good agreement with the LEP result 

of MZ = 91.187 f 0.007 GeV/c2 [34]. Th e rat in resolution is extracted t k g 

simultaneously with the momentum scale; the result is given in the following 

section. 

3.5 Summary 

The absolute momentum scale is determined by normalizing the mea- 

sured J/$J mass to the world-average mass. The momentum scale needs to be 

corrected by a factor of 0.99984f0.00058. A 50 MeV/c2 systematic uncertainty 

in the W mass measurement is ascribed to the procedure. The possibility of 

remaining misalignments adds a 15 MeV/c2 uncertainty to the W mass mea- 

surement . 


