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We present results on the search for the top quark in p�p collisions at
p
s = 1:8 TeV with an

integrated luminosity of 13:5� 1:6 pb�1. We have considered t�t production in the Standard Model

using electron and muon dilepton decay channels (t�t! e�+jets, ee+jets, and ��+jets) and single-
lepton decay channels (t�t ! e + jets and � + jets) with and without tagging of b quark jets. An

analysis of these data optimized for top masses below 140 GeV/c2 gives a lower top mass limit of 128

GeV/c2. An analysis optimized for higher top masses yields 9 events with an expected background
of 3:8 � 0:9. If we assume that the excess is due to t�t production, and assuming a top mass of

180 GeV/c2, we obtain a cross section of 8:2� 5:1 pb.
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I. INTRODUCTION

Since the discovery of the � lepton [1] and the b quark
[2], the Standard Model of electroweak interactions [3,4]
that incorporates three generations of quarks and leptons
has come to be widely accepted. The b quark has been
shown to possess a weak isospin component I3 = �1=2
[5], which demands the existence of the isospin partner
of the b quark, namely the top quark. Searches for the
top quark at hadron machines were begun in earnest
with the advent of the SppS at CERN [6] and contin-
ued at the Tevatron [7], each search resulting in a higher
mass limit for the top quark. The highest limit so far
of 131 GeV=c2 at 95% CL for the top mass was pub-
lished by the D� collaboration [8] in 1994. Due to a
recalibration of the luminosity [9] we are revising that
limit downward to 128 GeV=c2. In spring 1994, the CDF
collaboration [10] reported seeing evidence for a signal
in a mass range of 174�10+13�12 GeV=c

2 with a cross sec-

tion of 13.9 +6:1
�4:8 pb, based on 19.3 pb�1 of data, though

they stopped short of claiming discovery. In March 1995,
both the D� and the CDF collaborations simultane-
ously announced [11,12] the observation of the top quark
at masses 199+19�21(stat.)�22(syst.) GeV/c2 and 176�8
(stat.)�10(syst.) GeV/c2 respectively. The discovery was
based on the 1992-93 and the 1994-95 data samples. We
describe here the analysis based on the 1992-93 data sam-
ple only.
The origins of the masses of fundamental particles are

unknown and the relative heaviness of the top quark com-
pared to its isospin partner remains a mystery. The fact
that the top mass is so close to the electroweak symme-
try breaking scale has stimulated models [13] in which
the top is intimately connected to the electroweak sym-
metry breaking mechanism. These models, as well as
supersymmetric Grand Uni�cation models [14], demand
a heavy top in the neighborhood of 200 GeV=c2. Infor-
mation on the top quark mass can also be indirectly ob-
tained from measurements of electroweak radiative cor-
rections that manifest themselves in the W=Z mass dif-
ference [15,16], forward backward asymmetry measure-
ments in Z boson decay [17,18] and � scattering [19] that
involves the exchange of W and Z bosons. Recent LEP
results [17] yield a value of 173+12+18�13�20 GeV/c2 for the
top quark mass. When averaged with information avail-
able from neutrino experiments [19] and the collider W=Z
mass di�erence data [15,16], the value of the top quark
mass obtained [17] is 171+11+18�12�19 GeV/c

2. SLD [18] mea-
surements when included yield [17] a slightly higher value
of the top quark mass of 178+11+18�11�19 GeV=c

2. These indi-
rect measurements however assume the completeness of
the Standard Model.
Top production at the Tevatron collider is expected to

proceed via the quark anti-quark annihilation diagram
of the type shown in Fig. 1. The relative importance
of the gluon fusion mechanism decreases with increasing
top mass and is small at the masses of interest. The top
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FIG. 1. Feynman diagrams typifying the production of tt

pairs at the Tevatron. The diagram (a) involving qq fusion

is dominant over the one involving gluon-gluon fusion (b) at
top masses in excess of 100 GeV=c2 at Tevatron energies.

production cross section has been calculated to the next
to leading order (NLO) in QCD [20]. Recently, these cal-
culations have been extended to higher order by taking
into account the consequences of soft gluon emission [21]
and we will be using these latter calculations in what fol-
lows to predict expected yields. The top cross section is a
strong function of top mass, falling from a central value
of 25.4 pb for mt=130 GeV=c2 to 2.26 pb for mt=200
GeV=c2. We ignore the electroweak production of sin-
gle top quarks [22], which is expected to be relatively
small at Tevatron energies. The top quark is expected
to decay predominantly into a W and a b quark in the
Standard Model. We do not consider here decay mecha-
nisms whereby the top quark decays predominantly into
a charged Higgs [23]. The channels in which we search for
the top quark are thus determined by the decay modes
of the two W bosons in the t�t event. The W boson can
decay leptonically into an electron, muon or a � lepton
(and associated neutrino), and hadronically into ud or
cs pairs. Table I contains the decay branching fractions
of the tt pair, assuming quark lepton universality and
three color degrees of freedom for the quarks. The chan-
nel where both the W bosons decay hadronically is the
most copious. However, this has formidable background
contributions from QCD multijet production and will not
be reported here. D� currently does not have a � lepton
identi�cation capability, so top decays containing a � will
only enter indirectly as small contributions to other chan-
nels when the � decays into other leptons. The remaining
channels can be classi�ed as follows; the dilepton channel
where both W bosons decay leptonically into an electron
or a muon and the lepton + jets channel where one of the
W bosons decays leptonically and the other hadronically.
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TABLE I. tt branching fractions can be read o� from the

table which displays the W+W� decay branching fractions,

and the resulting tt �nal state combinations. Measurements
of the channels marked with * are described in this paper. It

can be seen that the total branching fraction for top to e or �

+ jets is 24/81. Also the dilepton decay modes ee and �� each
have a branching fraction 1/81 whereas e� has a branching

fraction 2/81.

W+ ! W+ ! W+ ! W+ !
cs; ud e+�e �+�� �+��

W+=W�decay modes (6=9) (1=9) (1=9) (1=9)

W� ! cs; ud (6=9) 36=81 6=81� 6=81� 6=81
W� ! e��e (1=9) 6=81� 1=81� 1=81� 1=81
W� ! ���� (1=9) 6=81� 1=81� 1=81� 1=81
W� ! ���� (1=9) 6=81 1=81 1=81 1=81

All these channels are characterized by high transverse
momentum leptons and jets as well as missing transverse
momentum carried o� by neutrinos. The dilepton chan-
nels ee and �� have a large background contribution from
Z decays. All of the dilepton channels have background
contributions from bb decays and WW pair production
and decays, but these backgrounds tend to decrease with
increasing jet multiplicity.
The lepton + jets channel is more copious than the

dilepton channels by a factor of six. However, Drell-
Yan production of W bosons accompanied by jets is a
serious background to this channel. We make topologi-
cal and kinematical requirements on these events in or-
der to enhance our signal/background ratios. Since this
channel is more copious, we can also control the back-
ground by demanding a muon tag in the event from one
of the two b quarks in the decay. Conventionally de-
caying tt events each contain a bb pair, which through
sequential decay ensure that �44% of the top events will
have a tagging muon. Given our muon detection e�-
ciency, we expect to tag �20% of the top events with
a muon. The background W+jets events are expected
to be much less rich in b quarks, giving us a more fa-
vorable signal/background ratio with the � tag. We thus
present two orthogonal analyses of lepton + jets, the �rst
of which considers events with no detected tagging muon
and the other where a tagging muon is detected.
The paper is structured as follows. In sections II and

III we brie
y describe the detector and the triggers em-
ployed in the top quark search in D� . In section IV, we
describe the reconstruction program and the algorithms
employed in recognizing jets, electrons, muons and miss-
ing transverse momentum. In section V, we describe the
programs used to simulate the t�t and W + jets Monte
Carlo samples. In section VI, we describe the analysis of
dilepton candidates and in section VII, we describe the
analysis of lepton + jets candidates. In section VIII, we
describe the analysis of lepton + jets events that contain

a tagging muon. We have conducted a search for \low
mass top", resulting in the limit of 128 GeV/c2 and an-
other one optimized for masses higher than that, where
we have adjusted the cuts to increase the ratio of \ex-
pected signal"/

p
background from 1.5 to 2.5 for a top

mass of 160 GeV/c2. The \low mass" analysis will be re-
ferred to in this paper as analysis I and the \high mass"
search will be referred to as analysis II. The resulting tt
cross sections and errors are presented in section IX and
the conclusions to be drawn from the combined analyses
are presented in section X.
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II. THE D� DETECTOR

D� is a multipurpose detector designed to study p�p
collisions at the Fermilab Tevatron Collider. The detec-
tor was commissioned during the summer of 1992. The
work presented here is based on 13.5 pb�1 of collider data
recorded between August 1992 and May 1993. A full de-
scription of the detector may be found in Ref. [24]. Here
we describe brie
y the properties of the detector that are
relevant for the top quark search.
The detector was designed to have good electron and

muon identi�cation capabilities and to measure jets and
missing transverse energy /ET with good resolution. The
detector consists of three primary systems: a nonmag-
netic central tracking system, a hermetic uranium{liquid
argon calorimeter, and a muon spectrometer. A cutaway
view of the detector is shown in Fig. 2.

A. Central Tracking System

The central tracking system consists of four detector
subsystems: a vertex drift chamber (VTX), a transition
radiation detector (TRD), a central drift chamber (CDC)
and two forward drift chambers (FDC). The system pro-
vides charged particle tracking over the region j�j < 3:2
in pseudorapidity, where � = tanh�1(cos �); �; � = polar,
azimuthal angle. It measures the trajectories of charged
particles with a resolution of 2.5 mrad in � and 28 mrad
in �. From these measurements the position of the inter-
action vertex along the beam direction (z) can be deter-
mined with a resolution of 8 mm. The central tracking
system also measures the ionization of tracks to distin-
guish single charged particles and e+e� pairs from pho-
ton conversions.

B. Calorimeter

The calorimeter is divided into three parts, a central
calorimeter (CC) and two end calorimeters (EC). They
each consist of an inner electromagnetic (EM) section, a
�ne hadronic (FH) section, and a coarse hadronic (CH)
section, housed in a steel cryostat. The inter-cryostat de-
tector (ICD) consists of scintillator tiles inserted in the
space between the EC and CC cryostats. The ICD im-
proves the energy resolution for jets that straddle two
cryostats. The calorimeter covers the pseudorapidity
range j�j < 4:2.
Each EM section is 21 radiation lengths deep and is

divided into four longitudinal segments (layers). The
hadronic sections are 7{9 nuclear interaction lengths deep
and are divided into four (CC) or �ve (EC) layers. The
calorimeter is transversely segmented into pseudoprojec-
tive towers with �� ��� = 0:1 � 0:1. The third layer
of the EM calorimeter, in which the maximum of EM
showers is expected, is segmented twice as �nely into cells

with �� � �� = 0:05� 0:05. With this �ne segmenta-
tion the azimuthal position resolution for electrons above
50 GeV energy is about 2.5 mm. The energy resolution
is �(E)=E = 15%=

p
E(GeV) � 0:4% for electrons. For

charged pions the resolution is about 50%=
p
E(GeV) and

for jets about 80%=
p
E(GeV) [24]. For minimum bias

data the resolution for each component of /ET , /Ex and
/Ey, has been measured to be 1:08 GeV + 0:019(�ET),
where �ET is the scalar sum of the transverse energies
in all calorimeter cells.

C. Muon Spectrometer

The D� detector has muon detection systems covering
j�j � 3:3. Since muons from top quark decays populate
predominantly the central region, this work uses only the
wide angle muon spectrometer (WAMUS) which consists
of four planes of proportional drift tubes (PDT) in front
of magnetized iron toroids with a magnetic �eld of 1.9 T
and two groups of three planes each of proportional drift
tubes behind the toroids. The magnetic �eld lines and
the wires in the drift tubes are oriented transversely to
the beam direction. The WAMUS covers the region j�j <
1:7 over the entire azimuth, with the exception of the
central region below the calorimeter (j�j < 1, 225� < � <

315�), where the inner layer is missing to make room for
the calorimeter support structure.
The material in the calorimeter and iron toroids com-

bined varies between 13 and 19 interaction lengths, mak-
ing background from hadronic punchthrough negligible.
The D� detector is signi�cantly more compact than pre-
vious magnetic p�p collider detectors [25,26] and the small
tracking volume reduces backgrounds to prompt muons
from in-
ight decays of � and K mesons.
The muon momentum p is measured from its de
ection

angle in the magnetic �eld of the toroid. The momentum
resolution is limited by multiple scattering in the mate-
rial traversed, knowledge of the magnetic �eld integral,
and resolution of the de
ection angle measurement. The
resolution for 1=p is approximately Gaussian and given
by �(1=p) = 0:18(p�2)=p2�0:008 (with p in GeV/c) for
the algorithm that was used to select the data presented
here.
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D0 Detector

Muon Chambers

Calorimeters Tracking Chambers

FIG. 2. Cutaway isometric view of the D� detector.
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III. TRIGGERS

D� has a multilevel trigger system to reduce the event
rate from the beam crossing frequency (286 kHz) to the
rate at which events can be written to tape (� 2 Hz).
For every trigger we require a coincidence between hits in
scintillation counters located in front of each EC (Level
0). A logic network implemented in hardware takes a
trigger decision based on fast, analog sums of transverse
energy in calorimeter trigger towers with �� � �� =
0:2� 0:2 which are segmented longitudinally in EM and
FH sections, and hit patterns in the muon spectrome-
ter (Level 1). This decision is completed between beam
crossings so that no dead time is incurred at this level.
A farm of 48 VAXstation 4000/60 computers �lter the
events based on the complete information read out from
the front-end electronics (Level 2).
The main ring synchrotron beam pipe passes through

the coarse hadronic section of the calorimeter. This syn-
chrotron accelerates protons used to create and accumu-
late antiprotons while beams are colliding in the Teva-
tron. Losses from the main ring beam may cause back-
ground in the calorimeter. In the analyses presented in
this paper, we do not use any triggers taken when a main
ring bunch passed through the calorimeter.
The triggers used for the t�t searches described here are

de�ned in terms of combinations of speci�c objects (elec-
tron, muon, jet, /ET ) required in the Level 1 and Level
2 triggers. The thresholds on pT , ET and /ET have been
chosen to give the optimal acceptance for t�t events while
maintaining a substantial rejection against background.
The basic elements of the triggers used are summarized
below.

A. Electron Trigger

To trigger on electrons, Level 1 requires the transverse
energy in the EM section of a trigger tower to be above
programmed thresholds.
The Level 2 electron algorithm uses the full segmenta-

tion of the EM calorimeter to identify electron showers.
Using the trigger towers that were above threshold at
Level 1 as seeds, the algorithm forms clusters which in-
clude all cells in the four EM layers and the �rst FH
layer in a region of ����� = 0:3�0:3, centered around
the tower with the highest ET . The longitudinal and
transverse energy pro�le of the cluster must satisfy the
following requirements:

� The fraction of the cluster energy in the EM section
must be above a given threshold which is dependent
on the energy and the position of the cluster in the
detector.

� The transverse shape classi�cation is based on the
energy deposition pattern in the third EM layer.

The di�erence of the energy depositions in two re-
gions, covering �����= 0:25�0:25 and 0:15�0:15
and centered on the cell with the highest ET , must
be within a window, which depends on the total
cluster energy.

The e�ciency of the Level 2 electron algorithm as mea-
sured with collider data is (95 � 3)%.

B. Jet Trigger

Level 1 jet triggers require the sum of the transverse
energy in the EM and FH sections of a trigger tower to
be above programmed thresholds.
The Level 2 jet algorithm begins with an ET ordered

list of towers that were above threshold at Level 1. At
Level 2 a jet is formed by placing a cone of given radius

R, where, R =
p
��2 +��2, around the seed tower from

Level 1. If another seed tower lies within the jet cone then
it is passed over and not allowed to seed a new jet. The
summed ET in all of the towers included in the jet cone
de�nes the jet ET . If any two jet cones overlap, then
the towers in the overlap region are added into the jet
candidate which was formed �rst. For triggers used in top
quark searches we use jet cones with radius R = 0:3. To
�lter events, cuts on several quantities can be imposed.
These are the minimum transverse energy of a jet, the
minimum transverse size of a jet, the minimum number
of jets, and the �ducial cuts on the pseudorapidity of the
jets.

C. Missing Transverse Energy Trigger

At Level 2 /ET is computed using the vector sum of
ET of all calorimeter and ICD cells with respect to the
z position of the interaction vertex, which is determined
from the timing of the hits in the Level 0 counters. At
Level 2, we can require that the /ET in the event be above
a threshold.

D. Muon Trigger

The muon Level 1 trigger system provides the number
of muon candidates in di�erent regions of the muon spec-
trometer. The algorithm combines PDT cells into 60 cm
wide hodoscopic elements, and searches for hit patterns
consistent with a muon originating at the vertex. In the
central region, three PDT chambers, each with two hit
planes, are required except in regions where detector ser-
vices and support limit the coverage; in those regions,
two chambers with two hit planes are required. In the
forward region with 1:0 < j�j < 1:7, three chambers are
required with three hit planes in the chamber between
the calorimeter and iron, and two planes each in the two
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chambers outside the iron. The trigger requires a mini-
mum pT of 3 GeV/c and becomes fully e�cient at about
6 GeV/c.
At Level 2, the full digitized data is available, and the

�rst stage of the o�ine reconstruction is performed. To
minimize processing time, the search for muon candidates
is restricted in the forward region to those sectors which
had a Level 1 trigger. Valid Level 2 triggers required a
three dimensional track consisting of hits in at least two
planes in two PDT chambers. The residuals in the PDT
drift view and along the PDT wire, and the projections of
the track to the primary vertex in both views were used
to de�ne a track quality. Those with at least three out of
four of these variables consistent with a beam produced
muon were considered as valid muons. In the forward re-
gion, a variable related to the number of hits on the track
was added to the track quality de�nition in order to re-
duce the number of combinations. In the central region,
cosmic ray muons are suppressed if there is evidence of a
single muon penetrating the entire detector. Muon candi-
dates with a track in the opposite muon chambers within
20� in � and 10� in � are rejected, as are those candidates
with PDT chamber hits on the opposite side within 60
cm (roughly 5�) of the projected candidate trajectory.
The muon momentum determined in Level 2 uses the

muon PDT hits plus the vertex formed using the Level 0
trigger. The momentum resolution for high momentum
muons at Level 2 is degraded to about �(1=p) = 0:012
(GeV/c)�1 as a result of less precise vertex information
than that available in the o�ine reconstruction, but for
the top triggers, muon pT thresholds are at 5 and 8
GeV/c, and so this has a negligible e�ect on the trig-
ger e�ciency. The muon Level 2 trigger e�ciency was
determined to be (95� 3)% excluding e�ects of chamber
e�ciencies and acceptance.
The Level 1 muon trigger e�ciency is determined using

events selected by the presence of reconstructed muons
in non-muon triggers. The resulting e�ciencies are (67�
3)% for j�j < 1:0 and (15� 3)% in the range 1:0 < j�j <
1:7. The trigger e�ciency is the product of two terms.
The three chamber requirement gives geometric factors
of about 0.79 and 0.48 in the central and end regions,
while chamber cell e�ciencies contribute factors of 0.85
and 0.31 to the two regions.

E. Speci�c Triggers used for t�t Searches

For the t�t decay modes considered in this paper, we
use trigger conditions listed in Table II. The �rst column
gives the name of the trigger condition. Triggers marked
\Express" were written to the Express data stream which
contained a subset of all triggers for fast reconstruction.
The second column lists the requirements imposed at
Level 1 and the third column the requirements imposed
at Level 2 in terms of the objects de�ned above. The
last column indicates the channels for which the triggers

were used. Most channels used the logical OR of several
triggers. The integrated luminosity for triggers used in
top quark searches for e�, ee and e+jets �nal states is
13:5 � 1:6 pb�1. The triggers used for �� and �+jets
analyses correspond to a lower integrated luminosity of
9:8� 1:2 pb�1.
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TABLE II. Triggers used in t�t analysis.

Trigger name Level 1 Level 2 used in channels

MU ELE 1 EM tower, ET > 7 GeV 1 e, ET > 7 GeV e�

(Express) 1 �, j�j < 1.7 1 �, pT > 5 GeV/c

ELE JET 1 EM tower, ET > 10 GeV 1 e, ET > 15 GeV ee, e+ jets
2 EM+FH tower, ET > 5 GeV 2 jets, ET > 10 GeV

/ET > 10 GeV

ELE JET MAX 1 EM tower, ET > 10 GeV 1 e, ET > 12 GeV e�, e+ jets

(Express) 2 EM+FH towers, ET > 5 GeV 2 jets, ET > 16 GeV

/ET > 10 GeV

ELE HIGH 1 EM tower, ET > 10 GeV 1 e > 20 GeV ee, e+ jets

ELE MAX 1 EM tower, ET > 10 GeV 1 e > 20 GeV ee, e+ jets

(Express) /ET > 20 GeV

ELE 2 HIGH 2 EM towers, ET > 7 GeV 2 e > 10 GeV ee

MU JET MAX 1 �, j�j < 1.7 1 �, pT > 14 GeV/c e�, ��, �+ jets

(Express) 1 EM+FH tower, ET > 5 GeV 1 jet, ET > 15 GeV

MU JET HIGH 1 �, j�j < 1.7 1 �, pT > 8 GeV/c �+ jets

1 EM+FH tower, ET > 5 GeV 1 jet, ET > 15 GeV

IV. EVENT RECONSTRUCTION

A. Electron Identi�cation

Electrons are identi�ed by the detection of an electro-
magnetic shower in the calorimeter with an associated
track in the central tracking system. Electromagnetic
showers are characterized by making a comparison of the
longitudinal and transverse pro�les in the electromag-
netic (EM) calorimeter to simulated electron showers.
The �rst step in electron identi�cation is the formation
of clusters of adjacent EM calorimeter towers with sig-
ni�cant energy depositions using a nearest neighbor clus-
tering algorithm. Following cluster formation there are
two steps which lead to the selection of electron candi-
dates: EM shower identi�cation using calorimeter shape
analysis and requiring a matching track to discriminate
against �0 and 
 backgrounds. The variables used in this
analysis are described below.

Minimum Electromagnetic Energy Fraction

For electrons at least 90% of the cluster energy must be
contained within the EM calorimeter. Charged hadrons
on average deposit less than 10% of their energy in the
electromagnetic section of the calorimeter. Therefore
this cut provides powerful discrimination against charged
hadrons and is more than 99% e�cient for electrons with
energies between 10 and 150 GeV as determined in test
beam measurements.

Covariance Matrix �2

The shower shape may be characterized by the frac-
tion of the cluster energy deposited in each layer of the
calorimeter. These fractions are also dependent on the
incident electron energy. However, these fractions are
correlated, i.e. a shower which 
uctuates and deposits a
large fraction of its energy in the �rst layer will then de-
posit a smaller fraction in the subsequent layers and vice
versa.
To take into account simultaneously both the energy

observed in a given layer and its correlations with the
energy deposited in the other layers, we use a covari-
ance matrix (M ) of 41 observables xi to characterize the
electron-ness of the shower [27]. The matrix elements
are computed from a reference sample of N Monte Carlo
electrons with energies ranging between 10 and 150 GeV.
They are de�ned as

Mij =
1

N

NX
n=1

(xi
n � xi)(xj

n � xj); (4.1)

where xi
n is the value of the ith observable for the nth

electron and xi is the mean of the ith observable. The
observables are the fractional energies in layers 1, 2, 4
of the EM calorimeter, and the fractional energy in each
cell of a 6�6 array of cells in layer 3 centered on the
most energetic tower in the EM cluster. The logarithm
of the cluster energy is included as an observable to take
into account the dependence of the fractional energy de-
posits on the cluster energy. Finally, the position of the
event vertex along the beam direction is included, to take
into account the dependence of the electron shower shape
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on the point from which the electron originated. There
are a total of 37 matrices, one for each of the 37 towers
into which half the calorimeter is subdivided in pseudo-
rapidity. The other half of the calorimeter with negative
z coordinate is handled using re
ection symmetry. For a
shower, characterized by the observables x0i, the covari-
ance parameter

�2 =

41X
i;j=1

(x0i � xi)Hij(x
0
j � xj); (4.2)

where H = M�1, measures how consistent its shape is
with that expected from an electromagnetic shower. In
general, the values of the observables xi are not normally
distributed and therefore the covariance parameter �2

does not follow a �2 distribution. Since H is a symmet-
ric matrix, it can be diagonalized using an appropriate
unitary matrix U . Then �2 is given by

�2 = yH 0yT (4.3)

so that the transformed matrix H 0 = UTHU is diagonal
and the components of the vector y are uncorrelated vari-
ables. The matrices, as mentioned, are calculated using
Monte Carlo events. Slight di�erences in shower shapes
between Monte Carlo and data can cause large contri-
butions to �2, if the eigenvalues of the matrices are un-
usually large. To prevent any component from dominat-
ing the value of the covariance variable �2, we limit the
magnitude of the diagonal elements of H 0 to a maximum
value, which optimizes the electron �nding e�ciency and
rejection power.
Figure 3(a) and (b) show the distribution of �2 for elec-

tron candidates from Z ! ee decays compared to that
for EM clusters in inclusive jet data which are mainly
due to backgrounds primarily from charged and neutral
particle overlaps and �0 decays. We require that the �2

for 41 degrees of freedom is less than 100 for electron can-
didates in the central calorimeter (CC) and less than 200
for those in the forward calorimeters (EC). This require-
ment is about 94% e�cient for electrons with a rejection
factor of about 4 against EM clusters that are not due to
electrons.

Cluster Isolation

We require EM clusters to be isolated from other par-
ticles in the event. Let E(0:4) be the energy deposited
in all calorimeter cells in the cone R < 0:4 around the
electron direction and EM (0:2) the energy deposited in
the EM calorimeter in the cone R < 0:2. The isolation
variable is then de�ned as the ratio

fiso =
E(0:4)� EM (0:2)

EM (0:2)
: (4.4)

In Fig. 3(c), we plot fiso for electron candidates from
Z ! ee decays. Figure 3(d) is the histogram of the dis-
tribution of fiso for EM clusters in an inclusive jet sample.

FIG. 3. Comparison of the covariance parameter �2 for

electrons from (a) Z ! ee decays and (b) EM clusters in
inclusive jet data. Figures (c) and (d) show the distribution

of isolation variable for electrons from Z ! ee decays and EM

clusters in inclusive jet data respectively. Arrows describe the
selection cuts used (see text).

A requirement of fiso < 0:1 is 98% e�cient in selecting
electron candidates from W and Z decays.

Cluster { Track Match

An important source of background for electrons is
photons from the decay of �0 or � mesons which are co-
piously produced in p�p collisions. This background can
be reduced by requiring a track consistent with the pas-
sage of a charged particle in the central detector which
points to the cluster. By demanding a good spatial match
between cluster and track, backgrounds due to acciden-
tal overlaps of charged particles with photons are also
reduced. To determine the shower centroid ~xc in the
calorimeter, we form the weighted mean of the coordi-
nates ~xi of all cells containing the shower,

~xc =

P
i
wi~xiP
i
wi

: (4.5)

The weights wi are de�ned as

wi = max

�
0; w0 + ln

�
Ei

E

��
; (4.6)

where Ei is the energy in the i
th cell, E the energy of the

cluster, and w0 a parameter, chosen to optimize the posi-
tion resolution. This logarithmic weighting is motivated
by the exponential lateral pro�le of an electromagnetic
shower. Using electrons from collider data, we measure
the azimuthal position resolution in the CC and EC to
be � 2.5 mm.
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FIG. 4. Distribution of track match signi�cance, S, for the

electrons from (a) Z ! e+e� events and (b) EM clusters in
inclusive jet data. Figures (c) and (d) show the distribution

of the dE=dx variable for electrons from Z ! ee decays and

EM clusters in inclusive jet data respectively. Arrows indicate
the placement of selection cuts (see text).

In order to match the shower centroid to a recon-
structed track, we point the track into the calorimeter
and cut on the signi�cance S of the mismatch between
them. For the CC this quantity is

SCC =

s�
��

���

�2

+

�
�z

��z

�2

; (4.7)

where �� is the azimuthal mismatch, �z the mismatch
along the beam direction, and �x is the resolution for
observable x. For the EC

SEC =

s�
��

���

�2

+

�
�r

��r

�2

; (4.8)

where �r is the mismatch transverse to the beam. The
distribution of the track match signi�cance variable S
for electron candidates from Z ! ee decays is shown
in Fig. 4(a). Requiring S < 5 is 94(74)% e�cient for
CC(EC) electron candidates. The corresponding distri-
bution for tracks associated with EM clusters in an in-
clusive jet sample is given in Fig. 4(b).

Track Ionization

Since there is no central magnetic �eld, e+e� pairs
from photon conversions in the material in front of the
tracking chambers are not bent apart and often are re-
constructed as a single track. For an e+e� pair the ion-
ization in the tracking chambers is expected to be twice
that of a single charged particle. The distribution of

ionization per unit length (dE=dx) for tracks associated
with EM clusters in the inclusive jet data sample shows a
two peak structure (Fig. 4(d)). The lower peak is due to
single charged particles and the higher peak arises from
unresolved e+e� pairs. In Fig. 4(c), the dE=dx distribu-
tion of electrons from Z ! e+e� decays is shown. Most
electrons have dE=dx � 1 but there is a long tail to
higher values due to electrons which start to shower ear-
lier in the tracking chambers before the CDC and FDC.
Backgrounds due to conversions can be reduced by re-
jecting tracks in a window of dE=dx around 2, which is
the region populated by conversions. This cut is 92(86)%
e�cient for CC(EC) electron candidates.

For the analyses described in this paper, we combine
these quantities to de�ne two di�erent sets of tight and
loose electron identi�cation criteria. The cuts used and
the corresponding identi�cation e�ciencies are listed in
Table III for both the central (CC) and end calorime-
ters (EC). These vary between 43% and 80% depending
on the choice of tight or loose criteria and whether the
electron is measured in the CC or EC. Also, we use only
electrons with j�j � 2.5, as the electrons from t�t decays
are very central.

TABLE III. De�nition of loose and tight electron identi�-

cation criteria for the low mass analysis (I) and high mass
analysis (II).

Type De�nition E�ciency (%)

in CC(EC)

Loose I fiso < 0:1 79�3, (80�8)
�2 < 100 (CC), 200 (EC)

Tight I fiso < 0:1

�2 < 100 (CC), 200 (EC) 77�3, (60�6)
S < 5:0

Loose II fiso < 0:1 77�3, (57�6)
�2 < 100 (CC), 100 (EC)

S < 5:0

Tight II fiso < 0:1

�2 < 100 (CC), 100 (EC) 72�3, (43�5)
S < 5:0

j�j < 1:2 :dE/dx< 1:5 or > 3:0

j�j > 1:2 :dE/dx< 1:3 or > 2:5

B. Muon Identi�cation

Muons are reconstructed as tracks in the muon PDTs.
To identify muons from W boson and b quark decays
in t�t events and to reject combinatoric and cosmic ray
backgrounds, we impose additional cuts on the properties
of the reconstructed track. Finally, we classify the muons
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based on their pT and isolation from other activity in the
event.
The transverse momentum of the muon is computed

from the de
ection in the magnetized toroid. The mo-
mentum calculation uses a least squares method which
considers seven parameters: four describing the position
and angle of the track before the calorimeter (in both
the bend and non-bend views); two describing the e�ects
due to multiple scattering; and the inverse of the muon
momentum 1=p. This seven parameter �t is applied to
sixteen data points: vertex position measurements along
the x and y directions, the angles and positions of track
segments before and after the calorimeter and outside of
the iron, and two angles representing the multiple scat-
tering of the muon in the calorimeter. Energy loss cor-
rections are then applied using the restricted energy loss
formula as parametrized in GEANT [28].
The muon momentum resolution depends upon the

amount of material traversed, the magnetic �eld inte-
gral, and the precision of the measurement of the muon
bend angle using the muon and central tracking cham-
bers. The momentum resolution was estimated by study-
ing Z ! �+�� events. A momentum resolution function
of �(1=p) = 0:18(p�2)=p2�0:008 (with p in GeV/c) best
matches the data. The �rst of the two components in the
above resolution function arises due to multiple Coulomb
scattering in the iron toroids and is the dominant e�ect
for low momentum muons. The second component is due
to the resolution of the muon position measurements.
A cut on j�j < 1:7 is imposed to restrict the muon

tracks to those totally contained within the WAMUS
spectrometer. Since the decay products from the top
quark are central, this cut does not signi�cantly a�ect
the acceptance.
In the following we describe the quantities used to char-

acterize muon tracks in detail. The muon de�nitions dif-
fer slightly among the e�, ��, e+ jets and �+ jets anal-
yses, because the magnitude and nature of backgrounds
vary from channel to channel.

Cosmic Ray Rejection

We de�ne the impact parameter, IP, as the distance of
closest approach in the bend view plane of the muon track
to the reconstructed vertex. We require this to be � 22
cm to aid in cosmic ray rejection. For tight muons we de-
�ne two additional impact parameter like quantities: (1)
in the CF region, the distance between the z intersection
of the track in the bend view plane and the z position of
the reconstructed vertex. The de�nition is similar for the
EF region. Although this quantity is not truly an impact
parameter, it is referred to as the \bend view impact pa-
rameter", IP(bend). Note that IP = IP(bend)�sin�. And
(2) in the CF region, the distance between the muon track
projected to 0 in the inter-chamber view (the y intersec-
tion for top and bottom tracks and the x intersetion for

side tracks) and the origin. An analogous de�nition is
used in the EF region. Similarly, this quantity is also
not a true impact parameter, but is referred to as the
\non-bend impact parameter", IP(non-bend). Both of
these quantities are required to be � 20 cm. Also events
in which there are hits or a track in the muon chambers
on the opposite side in � and � of a reconstructed muon
with j�j < 1:0 are rejected.

Track Timing

Another method used to discriminate against cosmic
rays in the � + jets analysis is to require the track to
be coincident with the beam crossing time. One way of
determining this is to allow the \time zero" of the hits (as
a group) to vary and de�ne the time for which the track
�2 is minimized as the actual track time (�T0). Since
cosmic rays are random with respect to beam crossings,
it is expected that a di�erent overall �T0 would give a
better �2. Figure 5 shows the time di�erence �T0 for
muons from W ! �� decays and cosmic rays. To select
muons from the pp interaction we require �T0 < 100 ns.

FIG. 5. �T0 for muons from W ! �� decays and cosmic

ray muons. The arrow represents the selection cut (see text).
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Minimum Hit Multiplicity

Typically a muon track has hits on 7{10 PDT planes,
depending on the region of the detector. We require at
least 5 planes to have hits along the track. This cut
reduces the backgrounds from random hits, especially for
j�j � 1:0.

Muon Quality

The muon reconstruction algorithm de�nes a muon
track \quality", similar to that used in the Level 2 trigger,
which contains information about the number of muon
modules with recorded hits, the impact parameters, and
the hit residuals. If a track does not satisfy cuts on more
than one of the above quantities, then it is determined
to have insu�cient \quality" and is rejected.

Calorimeter Con�rmation

A muon typically deposits 1{3 GeV energy as it passes
through the calorimeter depending on its speci�c path
length. We require a logical OR of two conditions. For
events in which a CD track match has been found within
�� � 0:45 and �� � 0:45 of the muon track, an energy
deposit of at least 0.5 GeV is required in the calorime-
ter towers along the track plus its two nearest neighbor
towers. For muons without a CD track match, at least
1.5 GeV is required. The latter cut allows for tracking
ine�ciencies in the region around j�j � 1 where the CD
coverage is incomplete.

Minimum Magnetic Path Length

Muons which pass through the thinner part of the iron
toroid near j�j � 0.9 (and thus through a smaller amount
of magnetic �eld) have poorer momentum measurement
and may be contaminated by a small background from
punchthrough. To reject such muons, the minimum mag-
netic �eld integral traversed,

R
Bdl, is required to be 1.83

Tm.

Isolation

For the analyses described in this paper, two di�erent
isolation algorithms are used.

a. Isolation Algorithm I { e� and � + jets chan-
nels. For the search in the e� and � + jets channels a
muon is called isolated if it is well separated from any
reconstructed jet and other calorimeter activity. For iso-
lated muons we require a separation of R(�� jet) > 0:5
between the muon direction and the nearest jet axis for
jets of ET > 8 GeV. To check for di�use jets which

do not satisfy this energy threshold, we require in addi-
tion less than 4 (5) GeV of energy in an annular cone
of 0:2 < �R < 0:4 around the muon direction for
tracks in the CC (EC) calorimeter. The inner cone with
R < 0:2 is excluded to allow for energy deposition from
bremsstrahlung. Figure 6 shows the isolation variables
for muons from t�t! �+jets decays and the inclusive jet
data.

FIG. 6. Calorimeter isolation of muons in tt ! �� + X

decays and inclusive jet data.

b. Isolation Algorithm II { �� channel. For the
search in the �� channel an alternative muon isolation
de�nition was used to improve the �� acceptance for
j��j < 1:0. It is based on the transverse momentum of
the muon with respect to the axis of the nearest recon-
structed jet, prelT ,

prelT = p�sin# (4.9)

with
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cos# =
(~p� + ~Ejet) � ~p�
j~p� + ~Ejetjj~p�j

(4.10)

where ~Ejet is de�ned along the axis of the jet. Figure 7
shows the prel

T
distribution for a sample of � + jet events

(pT > 10 GeV/c) which are dominated by b�b and c�c
semileptonic decays [29]. For comparison we also show
the distribution for muons in t�t! �� events in the same
�gure. A minimum prel

T
cut of 5 GeV/c together with

the requirement that a jet be reconstructed in the vicin-
ity of the muon gives a rejection of (92 � 1)% for above
backgrounds, while retaining about 75% e�ciency for the
muons from the W bosons in t�t events, for a top quark
mass of 160 GeV/c2.

FIG. 7. prelT for t�t ! �� (mt = 160 GeV/c2 ) and � + jet
data (p�T > 10 GeV/c). The arrow indicates the value of the

minimum prelT cut made in the t�t ! �� analysis.

Muons fromW decays in a t�t event typically have high
pT and are isolated from any hadronic activity because
of the large mass of the top quark. Muons produced in
the decay of the lighter b and c quarks are softer and
are close to hadronic activity from the quark fragmenta-
tion. The latter will be used to tag the presence of b jets
in top quark candidate events. We therefore de�ne two
categories of muons:

� Isolated High pT Muons: We require muons
from W decays to be isolated and have pT > 15
GeV/c. For analysis in the e� channel this thresh-
old is dropped to 12 GeV/c.

� Tagging Muons: The condition for a tagging
muon is the complement of that for isolated high
pT muons. A muon is a tagging muon if it is not
isolated and has pT > 4 GeV/c. We also call an
isolated muon a tagging muon if its pT is below 15
GeV/c for � + jets + �-tag or below 12 GeV/c for
e+ jets + �-tag analysis.

Table IV lists the further cuts used in the two classi�-
cations of muons.

TABLE IV. De�nition of High pT and tagging muon iden-

ti�cation criteria.

Selection Cut High-pT Muon tagging muon

Loose Tight

IP (cm) < 22 < 22 |
IP(bend) (cm) | < 20 |

IP(non-bend) (cm) | < 20 |

Hits/track opposite yes yes no
CD/Cal conf yes yes yesR
Bdl (Tm) > 1:83 > 1:83 |

�T0 (ns) | < 100 |

C. Jets

The D� jet �nding algorithm de�nes a jet by sum-

ming the ET in a cone of radius R =
p
��2 +��2. The

algorithm is similar to that used by the UA1 and CDF
collaborations [30,31]. The jet cone size was chosen to be
R = 0:5. The choice of jet cone size was determined by
maximizing the e�ciency for t�t events with 140 GeV/c2

top quark mass in e; � + � 4 jets �nal states.
Beginning with the highest ET tower, preclusters are

formed of contiguous cells out to a radius of about
R = 0:3. The preclusters are used to reduce the number
of towers considered as possible starting points for jet
formation, and to reduce the processing time. Only tow-
ers with ET > 1 GeV are included in preclusters. These
preclusters become the starting point for jet �nding and
the precluster center is used as the initial cone center. A
new ET weighted center is then formed using ET of all
towers within a radius R � 0:5 of the center, and the
process is repeated until the jet is stable. A jet must have
ET > 8 GeV. If two jets share energy, they are combined
or split, based on the fraction of energy shared relative to
the ET of the lower ET jet. If the shared fraction exceeds
50%, the jets are combined.
The jet energy resolution is extracted from the asym-

metry variable, A, computed for dijet events:

A =
ET1 �ET2

ET1 +ET2

; (4.11)

where ET1;2 denotes the ET of the two jets in the event.
The asymmetry variable has a rms width that may be
written as:

(�A)
2 =

����� @A@ET1

�����ET1

�2

+

����� @A@ET2

�����ET2

�2

: (4.12)

If we assume ET1 = ET2 � ET and �ET1
= �ET2

� �ET
,

the jet resolution can be written as:�
�ET

ET

�
=
p
2 �A: (4.13)
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We use corrected jet energies (see section IVD) to com-
pute the asymmetry, from which the resolution is deter-
mined as a function of the average corrected energy of
the two jets. A series of standard cuts are introduced as
a means of selecting a clean dijet sample for this study.
However, jet resolution can also be extracted from direct
photon + jet events by balancing the transverse energy in
the event. This method gives reliable values at low trans-
verse energies and hence is a good test of the resolutions
obtained from dijet data.
We obtain a global �t to the energy resolutions deter-

mined from both dijet balance and photon jet balance
in all the di�erent � regions to the following functional
form:

��E
E

�2
=

�
N

E

�2

+

�
Sp
E

�2

+C2; (4.14)

where N , S, and C are the noise, sampling, and con-
stant terms, respectively. The results of the �t are given
in Table V while Fig. 8 shows the data, and the �tted
resolution function, in each of the calorimeter � regions.

TABLE V. Jet energy resolution �t parameters for each of
the calorimeter regions.

� Noise Term Sampling Term Constant Term
Region (N) (S) (C)

j�j < 0:5 7:07� 0:09 0:81� 0:016 0:0� 0:005

0:5 < j�j < 1:0 6:92� 0:12 0:91� 0:019 0:0� 0:01
1:0 < j�j < 1:5 0:0� 1:4 1:45� 0:016 0:052� 0:006

1:5 < j�j < 2:0 8:15� 0:21 0:48� 0:07 0:0� 0:014

2:0 < j�j < 3:0 3:15� 2:5 1:64� 0:13 0:012� 0:58

D. Energy Scale Corrections

In order to put the measured energies of the physics
objects of interest in both the data and the Monte Carlo
on an equal footing, we apply a series of energy correc-
tions to electrons and jets.
The electromagnetic (EM) section sets the absolute en-

ergy scale for the D� calorimeter. The EM energy scale
is established by setting the invariant mass peak recon-
structed from dielectron events in the appropriate mass
region equal to the Z mass as measured by the LEP ex-
periments [17]. Requiring both electrons in such events
to be in the same cryostat, we obtain an independent ab-
solute scale factor for each cryostat [32], which we apply
to isolated electrons and photons (see IVA). We have
used low mass resonances (�0 ! 

, J= ! ee) to check
the calibration at di�erent energies. Details of the EM
energy calibration procedure can be found in reference
[32].

FIG. 8. Jet energy resolution as a function of the average
corrected jet ET as computed from dijet events and photon jet

events in four pseudorapidity regions. Fits to the resolution

function in these � regions are also shown.
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There are several e�ects which contribute to the jet en-
ergy response: non-uniformities in the calorimeter, non-
linearities in the calorimeter response to hadrons, noise
due to the radioactivity of uranium, and energy from
the products of the soft interaction of spectator partons
within the proton and antiproton (underlying event).
These e�ects have been estimated using collider data,
Monte Carlo simulations, and test beam data.
We use a variant of the method described in reference

[31] to measure the cumulative response of the calorime-
ter to the fragmentation products associated with a jet.
This method uses events with an isolated EM cluster due
to a photon or a jet which fragmented mostly into neutral
mesons, and at least one more hadronic jet. We attribute
any energy imbalance along the direction of the photon
in the transverse plane to the mismeasurement of the
hadronic jet. In this way we measure the response of
the calorimeter to the hadronic jet relative to the known
response to the EM cluster.
The fragmentation products from �nal state partons

falling within the jet cone produce wide showers in the
calorimeter, causing some of the energy to fall outside
of the cone. To measure this out-of-cone fraction, we
have substituted single particle test-beam showers for
fragmentation products in the Monte Carlo event gen-
erators ISAJET [33] and HERWIG [34]. We correct only
for the energy deposited outside of the jet cone due to
showering, not for any particles landing out-of-cone due
to fragmentation or radiation.
Having obtained the corrections described above for

jets in the central calorimeter, we determine the variation
of the jet energy scale with � and with the fraction of
energy in the EM calorimeter by using dijet events. We
determine these variations by balancing one jet in the
forward region or a jet of varying EM fraction with an
average jet in the central calorimeter.
Energy from the underlying event within the jet cone

is included in the jet energy. The energy 
ow from the
underlying event is assumed to be independent of the
hard scatter that gives rise to the jets we observe [35]. We
estimate this energy deposition by measuring the energy
density in minimum bias events and then subtracting it
from the jet energy. This also compensates for the biases
in the energy measurement due to radioactive decays of
the uranium.
The cumulative correction from all of these e�ects is

shown in Fig. 9 and is typically 25% for central jets above
20 GeV in ET . The correction generally increases with
� as out-of-cone losses increase, while it decreases at the
very lowest jet ET due to the 8 GeV jet reconstruction
ET threshold. The dashed curves in Fig. 9 represent the
error band on the jet energy scale corrections.

FIG. 9. Energy scale correction for jets as a function of jet
energy in the central region (j�j = 0:0) and in the forward

region (j�j = 2:0). Results are given for R = 0:5 cone jets.

The dashed curves represent the error band.

E. Missing ET ( /ET )

We calculate the missing transverse energy deposited
in the calorimeter /Ecal

T to be

/Ecal
T

=

q
/Ecal
Tx

2
+ /Ecal

Ty

2
(4.15)

where,

/Ecal
Tx

= �
X
i

Eisin(�i)cos(�i)�
X
j

�Ej
x (4.16)

/Ecal
Ty = �

X
i

Eisin(�i)sin(�i)�
X
j

�Ej
y (4.17)

The �rst sum is over all cells in the calorimeter and ICD
and the second sum is over the corrections in ET applied
to all electrons and jets in the event. In order to obtain
the best energy resolution, we use the �Ei

T
for jets ob-

tained by reconstructing the event with R = 0:7 cone
jets. This quantity can be used to estimate the transverse
energy of neutrinos in events without muons because they
do not interact in the detector. Given the hermeticity of
the detector and its good energy resolution, we obtain
very good /Ecal

T resolution as shown in Fig. 10. The miss-
ing transverse energy ( /ET ) resolution of the calorimeter
is important for the detection of top quark decays, which
may contain several neutrinos. In the presence of muons,
we subtract the transverse momentum of the muon from
/Ecal
T

in order to estimate the total missing ET :
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/ETx = /Ecal
Tx �

X
i

p�ix (4.18)

/ETy = /Ecal
Ty
�
X
i

p�iy (4.19)

FIG. 10. Uncorrected /Ecal
T x

distribution for minimum bias

data. The line represents a �t to the data points.

V. EVENT SIMULATION

Event simulation plays an important role in the at-
tempt to identify a t�t signal in the presence of signi�cant
backgrounds. A reasonable description of the production
and decay of t�t events is needed to calculate detector ac-
ceptances and develop methods to identify the events.
Whenever possible the backgrounds are estimated using
the observed data but sometimes we need to resort to
Monte Carlo guided by theoretical expectations. The
primary Monte Carlo program used for acceptances and
backgrounds is ISAJET but for the W+ jets �nal state
the output from VECBOS [36], a parton level Monte
Carlo, is used as input to ISAJET. The details are given
in the sections VA and VB.

A. Top Production and Decay

Events were generated for top quark masses between
100 and 200 GeV=c2 for the reaction p�p ! t�t + X us-
ing the ISAJET, HERWIG, and PYTHIA [37] Monte
Carlo programs. These programs simulate t�t production
starting from leading order processes and simulate higher
order corrections via �nal state and initial state radia-
tion using leading log approximations for QCD evolution.
The top quarks then decay to a W boson and a b quark.
TheW boson and the top quark decays have V�A matrix
elements as do the semi-leptonic decays of the B mesons
or baryons. In addition the quarks from W decays or
the b quarks may radiate gluons before hadronization oc-
curs. The basic underlying assumptions are the same
in all three programs but they di�er in the detailed im-
plementation. The generated events were run through
D�GEANT [38], a trigger simulator and the D� recon-
struction program.
The di�erences in the acceptances calculated with the

various Monte Carlo programs are small (of the order of
10%�15%) and are incorporated as systematic errors. As
an illustration, we show in Figs. 11 and 12 the ET dis-
tributions of the 3rd and 4th jets (ordered in ET ), apla-
narity (A) and scalar transverse energy (HT ) for events
with one isolated electron and four or more jets with a
top mass of 140 GeV=c2 generated using the ISAJET and
HERWIG Monte Carlo programs. A and HT are global
quantities used to separate t�t from W + jets events and
are de�ned in section VII. It is apparent that for these
variables the di�erences between HERWIG and ISAJET
are small.

B. W+ Jets

The VECBOS Monte Carlo program was used to gen-
erate samples ofW + jets events up to 4th order in �s at
the parton level. VECBOS o�ers leading order parton-
level calculations using the tree-level exact matrix ele-
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FIG. 11. ET distributions for the (a) 3rd jet and (b) 4th

jet for ISAJET (solid), and for HERWIG (dashed), for 140
GeV=c2 top mass.

ments for (W or Z) + n jets processes for 1 � n � 4.
Events have to be generated specifying a value of n, so
each order must be generated separately. The jets refer
to QCD partons and the calculations are carried out at
the order �ns based solely on the formalisms of pertur-
bative QCD (PQCD). Its accuracy is thus determined
by the validity of the assumptions of PQCD. Therefore
caution has to be exercised in de�ning and limiting the
generation to the part of phase space where those as-
sumptions hold reasonably well. This is done by setting
minimum thresholds for the ET 's of the jets away from
thresholds used in analysis and picking minimum separa-
tions between the jets so as to remain safely away from
the regions of soft and small angle radiation where PQCD
is known to yield divergent results. For the analyses pre-
sented in this paper we required:

� ET > 10 GeV for all the �nal-state partons

� �R > 0:5 for every pair of jets

� the CTEQ1M option for structure functions [39]

� hQ2i =M2
W

for the dynamical scale

The events generated by the VECBOS Monte Carlo
program represent �nal state partons. In order to sim-
ulate the detector response to these events the particle

FIG. 12. (a) A and (b) HT distributions for t�t events with

four or more jets from ISAJET (solid), and from HERWIG

(dashed), for 140 GeV=c2 top mass.

fragmentation of these �nal states had to be simulated
and the e�ects of the underlying (\spectator") processes
included. The results from VECBOS were therefore run
through a modi�ed version of ISAJET to hadronize the
partons. As VECBOS carries no information about the

avor of the �nal partons the assumption was made that
they are all gluons. These events were then run through
D�GEANT to simulate in detail the detector response
and then through the D� reconstruction program.
Because VECBOS only generates events up to 4th or-

der in �s, ISAJET was also used to get an approximate
representation of higher order events (i.e. �ve or more
jets) starting from 4th order. To test how well ISAJET
simulates higher order processes, we generated W + 3
jets and W + 4 jets events with VECBOS, fragmented
both samples with ISAJET and compared the results.
In Fig. 13 we show the ET distributions of the 3rd and
4th jets (ordered in ET ) from VECBOS W + 3 jets and
VECBOS W +4 jets events after they have been through
ISAJET fragmentation, detector simulation and recon-
struction. We required at least 4 jets to be reconstructed
with ET > 10 GeV. It shows that ISAJET reproduces
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FIG. 13. ET distributions for (a) 3rd and (b) 4th jet in

events with � 4 jets starting from VECBOS with 3 jets

(dashed lines) and from VECBOS with 4 jets (solid lines).

the next higher order e�ect reasonably well.
VECBOS calculations are based only on tree-level di-

agrams (leading order) which can result in signi�cant er-
rors in the prediction of cross sections as the number of
jets increases. We therefore avoid using the cross sec-
tions predicted by VECBOS by normalizing with respect
to data (see section VIID) which enables us to estimate
the cross sections with smaller errors. Note, even though
the number of predicted events in Table XXII and Fig. 27
(see section VIID) are not normalized to the number of
observed events, the deviations with respect to the data
are well within the statistical errors. We do rely on the
Monte Carlo (with the corrections arising from higher or-
der e�ects partially implemented by ISAJET) to study
the kinematics of the events.

VI. ANALYSIS OF DILEPTON EVENTS

The search for t�t events in the dilepton decay modes
concentrates on the process t�t ! W+W�b�b in which
the twoW bosons decay leptonically into either e� or ��
�nal states. The �� �nal states, where � decays hadron-
ically, are excluded from the dilepton analyses because
of the di�culty in reliably reconstructing the hadronic �
decays. This leaves three �nal states ee + X (ee chan-
nel), e�+X (e� channel), and ��+X (�� channel) each
of which contains two isolated, high pT leptons together
with large /ET and two or more hadronic jets. This de-
�nes the starting point for the analyses described in the
following section.
In the case of the ee and e� channels, two separate

analyses were performed. One, hereafter referred to as
analysis I, has been optimized for top quark mass val-
ues down to the published limit at that time [8], and
the other, analysis II, has been optimized for a low back-
ground search for top quark masses above 120 GeV/c2.
For the �� channel the analysis was restricted to the
higher top quark mass region only.
The selection cuts were chosen to maximize the sig-

nal to background ratio, while simultaneously keeping
an appreciable e�ciency for observing top quarks in the
dilepton channels. Whenever possible we used collider
data to estimate the e�ects of detector resolution and
bias and we used Monte Carlo samples only in cases in
which suitable data sets were not available.

A. The ee Channel

1. Event Selection

If both W bosons decay to electron + neutrino, then
t�t decays result in a �nal state containing two isolated
high pT electrons, two neutrinos which give rise to /ET ,
and jets from the fragmentation of the two b quarks, as
well as initial and �nal state radiation. We shall refer to
this decay channel as the ee channel.
We trigger on these events with the logical OR of the

following four trigger conditions: ELE JET, ELE HIGH,
ELE MAX and ELE 2 HIGH (see Table II). The com-
bined trigger e�ciency, obtained via trigger simulation
studies on samples of Monte Carlo t�t events processed
through full detector simulation, varies between 76% and
94% for top quark masses between 80 and 180 GeV/c2.
There are a number of background processes that can

produce �nal states containing two electrons: Z; 
� !
e+e�; �+(! e+��)��(! e���) decays; W+W� !
e+�e�� and WZ ! e+e�X decays and semileptonic de-
cays of b�b. We shall refer to these as physics backgrounds.
Fake backgrounds are due to misidenti�cation of jets and
single particles as electrons [40].
We apply a number of selection criteria to separate the

signal from these backgrounds:
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� Electron Identi�cation

We use two sets of electron identi�cation criteria,
loose and tight. These are de�ned in Table III
which also lists the corresponding selection e�cien-
cies. In both analyses (I and II) we require two elec-
trons of which at least one must satisfy the tight
electron identi�cation cuts. The second electron is
required to satisfy the looser criteria. For analysis I
the emphasis was on high selection e�ciency while
for analysis II the cuts were chosen to minimize
fake backgrounds, resulting in somewhat di�erent
de�nitions of tight and loose cuts for the two anal-
yses. By requiring the electrons to be isolated we
strongly suppress backgrounds from semileptonic b
and c quark decays.

� Transverse Energy (ET )

Both electrons must have ET > 20 GeV. By re-
quiring two electrons above this kinematic thresh-
old which also pass the electron identi�cation and
the detector acceptance cuts, we accept around (22
� 5)% of all t�t! ee decays for a top quark mass of
180 GeV/c2. This cut signi�cantly reduces back-
grounds from Drell-Yan production of e+e� and
�+�� pairs, Z ! �+�� decays and fake back-
grounds. After isolation and ET cuts, backgrounds
from semileptonic b and c quark decays have been
reduced by more than a factor of 50 to a negligible
level.

� Dielectron Invariant Mass (Mee)

Production of e+e� pairs is dominated by Z !
e+e� decays. They do not contain any high pT
neutrinos and can very e�ectively be rejected by
excluding events with 79 GeV/c2 < Mee < 103
GeV/c2 and /ET< 40 GeV. We retain events with
/ET> 40 GeV even if they lie in the Z mass region
since we expect less than 2�10�4 of all Z decays
to pass this /ET cut. This increases the acceptance
for t�t decays by about 15%.

� Missing Transverse Energy ( /ET )

Z ! �+(! e+��)��(! e���) decays and Drell-
Yan processes produce e+e� pairs outside the Z
mass region. Since they do not have high /ET they
can be heavily suppressed by requiring /ET> 25
GeV. Figure 14(a) illustrates the e�ect of the Mee

and the /ET cuts on t�t Monte Carlo events after the
dielectron requirement. Figures 14(b), (c), and (d)
show the e�ect on Z ! e+e�, Z ! �+��, and
W+W� ! e+�e��, respectively.

� Jet Multiplicity and Transverse Energy

After the preceding cuts, W+W� ! e+�e�� de-
cays are the dominant background. The W pairs
are typically produced with few or no associated
jets, whereas t�t decays are expected to have jets

FIG. 14. /ET vsMee for (a) t�t! ee+X (mt = 140 GeV/c2),

(b) Z ! ee, (c)Z ! �� and (d) WW ! e�e� Monte Carlo

samples corresponding to an integrated luminosity of 12.1
pb�1, 47.7 pb�1, 0.53 fb�1, 21.2 fb�1 respectively. Dashed

line represents the cut (see text).

from the fragmentation of the two b quarks. To
suppress the W+W� background we cut on the
multiplicity and ET of the reconstructed jets. For
analysis I we require at least 1 jet with ET > 15
GeV and for analysis II we require at least 2 jets
with ET > 15 GeV. We select jets in the �ducial
region j�j < 2:5.

A plot of /ET versus Mee for the data sample after
requiring two electrons and two jets is shown in Fig. 15.
The number of events which pass our cuts for the two

analyses are summarized in Tables VI and VII. In analy-
sis I, one event passes all selection cuts. Some kinematic
properties of this event are presented in the appendix. It
is rejected in analysis II because the second jet fails the
j�j requirement.

TABLE VI. Analysis cuts for t�t ! ee + X channel after

trigger selection and cumulative e�ects on data for analysis I.

Analysis I cuts Number of events

in 13.5 pb�1

1 Tight I, 1 Loose I electron

ET > 20 GeV, j�j < 2:5 940

/ET> 40 GeV if 79 <Mee < 103 GeV/c2 149

/ET> 25 GeV 4

� 1 jet, ET > 15 GeV, j�j < 2.5 1
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FIG. 15. /ET vs Mee for D� data. The dashed line is the

cut (see text).

TABLE VII. Analysis cuts for t�t ! ee+ X channel after
trigger selection and cumulative e�ects on data for analysis

II.

Analysis II cuts Number of events

in 13.5 pb�1

1 Tight II, 1 Loose II electron

ET > 20 GeV, j�j < 2:5 739

/ET> 40 GeV if 79 <Mee < 103 GeV/c2 111
/ET> 25 GeV 4

� 2 jets, ET > 15 GeV, j�j < 2.5 0

2. Expected t�t Signal

We expect to detect

Npred =

Z
Ldt� �t�t � Bee � �tot (6.1)

t�t decays, where
R Ldt is the integrated luminosity of

the data sample, �t�t is the t�t production cross section,
Bee is the branching ratio for the ee channel, �tot is the
e�ciency for t�t decays in this channel.
The integrated luminosity [9] for the data sample isZ

Ldt = 13:5� 1:6 pb�1: (6.2)

We use the central value for �t�t given by the approximate
NNLO QCD calculation [21] and the Standard Model
branching fraction of 1.23% for Bee. The e�ciency �tot
is the product of the trigger e�ciency �trig, the e�ciency
of the selection cuts �sel and the geometric acceptance A:

�tot = �trig � �sel �A: (6.3)

Both e�ciencies are functions of the top quark mass. We
have studied them using samples of Monte Carlo events
generated with the ISAJET and PYTHIA event genera-
tors and with full detector and trigger simulation.
The t�t decays, in which one or bothW bosons decay to

� , followed by � ! e��, contribute an additional 0.47%
to the total branching ratio for t�t to �nal states contain-
ing an e+e� pair :

t�t ! �� +X ! ee +X and t�t ! �e+X ! ee +X .

The electron pT and /ET spectra for these events are softer
than for t�t decays in which bothW bosons decay directly
to e� and the increase in event yield after the selection
cuts is very small (e.g. < 0:5 events formt = 80 GeV/c2).
In calculating the predicted event yield from t�t decays we
include these contributions.
The values of �tot�Bee and Npred are tabulated in Ta-

ble VIII. Systematic uncertainties in t�t simulation (8%),
electron identi�cation e�ciency (3% (CC), 7% (EC)),
event reconstruction (10%), and trigger simulation (5%)
add in quadrature to give the systematic error quoted in
the table.

TABLE VIII. E�ciency � Bee and predicted event yields
for t�t ! ee+X for Analyses I and II.

analysis I analysis II
mt �tot �Bee Npred �tot �Bee Npred

(GeV/c2) (%) for 13.5 pb�1 (%) for 13.5 pb�1

90 0:16� 0:02 4:01� 0:76 � �
100 0:20� 0:03 2:83� 0:54 � �
120 0:26� 0:04 1:37� 0:26 0:14� 0:03 0:76 � 0:12

140 0:28� 0:04 0:63� 0:12 0:18� 0:02 0:41 � 0:07
160 0:29� 0:04 0:32� 0:06 0:20� 0:03 0:22 � 0:04

180 � � 0:21� 0:03 0:12 � 0:02

200 � � 0:30� 0:04 0:09 � 0:02

3. Backgrounds

To evaluate the number of events expected from
physics backgrounds we have determined the detection
e�ciency and acceptance with Monte Carlo event sam-
ples and used Eq. 6.1 with the known cross sections and
branching fractions in the same way as for the t�t signal
yields. The cross sections used for various background
processes can be obtained from reference [41]. The con-
tributions estimated from the individual processes are
listed in Table IX.
We use the data sample collected using the same trig-

gers as for signal selection in order to estimate the num-
ber of events expected from fake backgrounds. These
backgrounds arise when either one or both of the elec-
trons in the event arise from misidenti�ed jets. We select
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events which pass the /ET cut and have at least one clus-
ter which passes either the loose or tight electron iden-
ti�cation cuts described in Table III. We also require
the presence of at least two additional jets in the event.
We then hypothesize that every jet with ET > 20 GeV
in this data sample can 
uctuate and be misidenti�ed
as an electron and hence causing the event to be iden-
ti�ed as a di-electron event. Therefore, we count the
total number of jets (Njet) in the CC and EC regions in
these events. By multiplying Njet with the appropriate
probability that a jet fakes the electron selection cuts,
(P(jet! loose e(tight e))), we obtain an estimate of the
number of events expected from fake backgrounds.
The probability that a jet passes the loose or tight elec-

tron selection cuts is measured using the multijet trigger
data sample. In this sample the contribution from real
electrons due to heavy quark decays and direct photon
events with accidental track overlap is assumed to be
small. The probability that a jet fakes an electron is de-
�ned as the number of jets passing the electron selection
cuts divided by the total number of jets in the sample.
We �nd that the probabilities that a jet passes the elec-
tron II selection cuts are

P (jet! loose e) = (2:5� 1:2)� 10�4 for CC and

(3:3� 2:0)� 10�4 for EC:

P (jet! tight e) = (0:8� 0:4)� 10�4 for CC and

(2:0� 1:0)� 10�4 for EC: (6.4)

The estimated number of fake background events is listed
in Table IX.

TABLE IX. Physics and fake backgrounds to the
t�t! ee +X searches.

Background Event yield for 13.5 pb�1

analysis I analysis II

Z ! ee 0:03� 0:03 0:03� 0:03

Z ! �� ! ee +X 0:09� 0:04 0:05� 0:03

W+W� ! ee+X 0:07� 0:01 0:01� 0:01
WZ ! ee+X (2:5� 1:0)� 10�3 (1:0� 1:0)� 10�3


� ! �� ! ee+X (4:0� 1:0)� 10�3 (1:5� 1:0)� 10�3

b�b ; c�c ! ee +X 0:02� 0:01 0:01� 0:01

Fake backgrounds 0:32� 0:14 0:05� 0:03

Total: 0:54� 0:23 0:15� 0:11

4. Summary of ee Channel

In the search for t�t decays with two electrons in the
�nal state, we �nd one event surviving all cuts in analysis
I, while no events are found in analysis II which was
optimized for the high mass top quark search.

For analysis II, we estimate a background of 0:16�0:07
events, which is a factor of three lower than in analysis
I. The expected top quark event yields for mt > 130
GeV/c2 are very similar for the two analyses. The ex-
pected t�t event yields corresponding to analysis II are
0.76 � 0.12 events, 0.41� 0.07 events, 0.22� 0.04 events,
0.12 � 0.02 events, 0.09� 0.02 events for mt = 120, 140,
160, 180 and 200 GeV/c2, respectively.

B. The e� Channel

1. Event Selection

The signature of an event candidate in the e� chan-
nel is the presence of two isolated leptons (�,e) with
large transverse momentum, large /ET and one or more
hadronic jets.
The triggers used for this channel are MU ELE,

MU JET MAX and ELE JET MAX (see Table II). The
latter trigger increases the acceptance by approximately
15%, owing primarily to the region j�j < 1.0 where the
muon Level 1 trigger coverage is incomplete because of
the structural supports of the calorimeter. The combined
trigger e�ciency is (90 � 7)% and is dependent on the
value of mt.
The selection cuts and their cumulative e�ect on the

data is summarized in Tables X and XI for analyses I
and II respectively [41]. In the following we discuss the
motivations for each cut. Both analyses result in one
event candidate with two leptons with very large trans-
verse momentum, three hadronic jets and a substantial
/ET . The properties of this event are given in the ap-
pendix.

� Lepton Transverse Momentum (pT , ET )

For analysis I, events satisfying the triggers were
required to have at least one electron with ET >
15 GeV and j�j < 2:5 and one muon with pT > 15
GeV/c and j�j < 1:7. For the electron selection we
use the loose electron de�nition described in Ta-
ble III and for the muon selection we use the loose
muon de�nition described in Table IV. We further
require that the muon track be isolated (isolation
algorithm I, see section IVB). For analysis II the
muon pT cut was lowered to 12 GeV/c to improve
the t�t acceptance and minimize the dependence on
the muon momentum. Requiring the leptons to be
isolated reduces backgrounds from semileptonic b�b
and c�c decays to a negligible level.

� Missing Transverse Energy ( /ET )

To suppress background contributions from b�b de-
cays, QCD multijet fake background, and from
Z ! � (! e��)� (! ���) we require /ET> 20 GeV
in analysis I and /ET> 10 GeV in analysis II. Lower-
ing of the /ET cut was necessary to gain acceptance
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for t�t! e� decays while putting little emphasis on
the muon momentum measurement.

� Transverse Energy Imbalance in Calorimeter ( /Ecal
T
)

To suppress backgrounds from the process W (!
��) +jets, where a photon radiated from the muon
or a jet is misidenti�ed as an electron due to an ac-
cidental track overlap, we require /Ecal

T > 20 GeV.
/Ecal
T

is a measure of the transverse momentum of
theW in this process. Since W bosons are typically
produced with small transverse momentum, this
cut substantially decreases this background while
having little e�ect on the acceptance for t�t decays.

� Muon-Electron Separation (�Re�)

An energetic photon radiated by a muon from
W ! �� decays may be misidenti�ed as an elec-
tron. These events are characterized by small e�
invariant mass (typically Me� < 2 GeV/c2) and
small e� separation (�Re� < 0.2). Since this is
an extremely unlikely topology for a t�t decay we
require �Re� > 0:25.

In Fig. 16(a), we plot the inverse pT of the muon
versus the ET of the electron for the events remain-
ing at this stage in our analysis. The corresponding
plot for t�t ! e� Monte Carlo events is shown in
Fig. 16(b). The event denoted by ? in Fig. 16(a)
survives all selection cuts.

� Jet Multiplicity and Transverse Energy

As in the ee channel, the remaining background
is dominated by diboson decays and Z bosons with
large transverse momentum which decay to e� �nal
states Z ! �� ! (e��)(���). To suppress these we
require the presence of at least one jet with ET > 15
GeV (analysis I) and at least two jets with ET >

15 GeV for analysis II. We count all jets within
j�j < 2:5.

TABLE X. Analysis cuts for t�t ! e� + X channel and

cumulative e�ects on data for analysis I.

Analysis I Cuts Num. of events

in 13.5 pb�1

1 Loose Isolated �, pT > 15 GeV/c, j�j < 1:7

1 Loose I electron, ET > 15 GeV, j�j < 2:5 27

/ET > 20 GeV 15

/Ecal
T > 20 GeV 8
�Re� > 0.25 5

� 1 jet, ET > 15 GeV, j�j < 2.5 1

FIG. 16. 1/p�T vs. Ee
T for (a) D� data and (b) t�t ! e�

Monte Carlo events (mt = 170 GeV/c2,
R
Ldt = 21 fb�1).

The dashed lines represent the selection cuts on 1/p�T and
Ee
T .

2. Expected t�t Signal

The predicted number of t�t ! e� + X events pass-
ing the selection cuts, Npred, has been evaluated using
Eq. 6.1 in the same way as for the ee channel. The
only di�erences are in the value of the branching frac-
tion, Be� = 2:47%, and the e�ciencies. The e�ciency
term in Eq. 6.1 has been evaluated separately for the two
analyses using Monte Carlo, generated with the ISAJET
and PYTHIA event generators in combination with a full
simulation of the detector and trigger systems.
As in the ee channel, t�t decays which result in e� �nal

states via a W ! �� ! e��� or W ! �� ! ����
decay contribute to the e�ective branching ratio. The
contribution is 0.95% of the e� branching fraction. In
computing the predicted event yield from t�t decays we
include these contributions.
The resulting values of �tot �Be� and Npred are listed

in Table XII. For Npred we have used the central value of
�t�t from Ref. [21]. The errors are dominated by the 15%
systematic error which is the sum in quadrature of the fol-
lowing contributions: event simulation (8%), modelling
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TABLE XI. Analysis cuts for t�t ! e� + X channel and
cumulative e�ects on data for analysis II.

Analysis II Cuts Num. of events

in 13.5 pb�1

1 Loose Isolated �, pT > 12 GeV/c, j�j < 1:7

1 Loose II electron, ET > 15 GeV, j�j < 2:5 12
/ET > 10 GeV 8

/Ecal
T > 20 GeV 8

�Re� > 0.25 7

� 2 jets, ET > 15 GeV, j�j < 2.5 1

of the detector and event reconstruction (10%), trigger
response (5%) and uncertainties in electron and muon
identi�cation (4% (e), 5% (�)).

TABLE XII. E�ciency � Be� and predicted event yields

for t�t ! e� +X in analyses I and II.

mt analysis I analysis II

(GeV/c2) �tot �Be� Npred �tot �Be� Npred

(%) for 13.5 pb�1 (%) for 13.5 pb�1

90 0:39 � 0:10 9:40� 2:57 � �
100 0:46 � 0:11 6:34� 1:76 � �
120 0:49 � 0:12 2:56� 0:71 0:27� 0:04 1:4� 0:30
140 0:54 � 0:13 1:23� 0:33 0:31� 0:04 0:72� 0:14

160 0:56 � 0:14 0:62� 0:17 0:36� 0:05 0:40� 0:08

180 � � 0:39� 0:05 0:23� 0:04
200 � � 0:40� 0:05 0:12� 0:02

3. Backgrounds

The treatment of the experimental background in the
e� channel is analogous to that in the ee channel. Physics
backgrounds have been estimated using Monte Carlo sim-
ulations. The processes considered and their estimated
contributions to the background are listed in Table XIII.
To estimate the background contribution arising from

particle misidenti�cation we have considered the cases in
which the electron is the result of misidenti�cation and
those in which the muon is from a �=K decay, cosmic ray
or punchthrough.
The probability for jets faking an electron is given

in the section on the ee channel. Hadronic one-prong
or three-prong � decays also give rise to narrow jets.
We studied the probability for hadronic � decays be-
ing misidenti�ed as electrons using a sample of Z !
�� Monte Carlo events, generated with the ISAJET
event generator and a full detector simulation using

TABLE XIII. Physics backgrounds to the two t�t! e�+X

searches.

Background Event yield for 13.5 pb�1

analysis I analysis II

Z ! �� ! e�+X 0:32� 0:07 0:13� 0:03

W+W� ! e�+X 0:19� 0:04 (1:8� 0:4) � 10�2

WZ ! e�+X (2:4� 0:5)� 10�2 (6:2� 1:2) � 10�3


� ! �� ! e�+X (5:8� 1:0)� 10�3 (4:3� 0:9) � 10�3

b�b ; c�c ! e�+X (0:0� 2:7)� 10�2 (0:0� 2:7) � 10�2

W + jets! e�+X (0:0� 1:9)� 10�2 (0:0� 1:5) � 10�2

Total: 0:54� 0:16 0:16� 0:08

D�GEANT. The fake probability for the loose electron
identi�cation cuts is 0.010� 0.003. Finally, electrons can
be faked by bremsstrahlung from muons. The photon en-
ergy spectrum for these events peaks towards very small
values of E


T
and only the events from the hard tail of the

spectrum satisfy the electron ET cut of 15 GeV. These
are further suppressed by the �Re� cut. We calculated
the probability for a photon to pass all the electron cuts
using the Monte Carlo of Baur and Zeppenfeld [42] to be
(2.0 � 0.5) � 10�3 per muon.
Muons can be faked by energetic hadrons which punch

through the calorimeter. Because of the large number
of interaction lengths of material provided by the D�
calorimeters and muon toroids, this background is negli-
gible. Studies using a detailed Monte Carlo shower sim-
ulation [43] and large pT muon data show no evidence
for punchthrough background which satis�es the muon
identi�cation criteria used in the top quark search. We
estimate the background from this source to be < 10�4

events. Trigger and selection criteria suppress the cosmic
ray background so that it is negligible for muons with
pT > 15 GeV/c. We also consider muons from �/K de-
cays under this category of backgrounds since they have
a long decay length (c� � 4 { 8 m). Detailed calculations
of the decay background result in a value of (1.2 � 0.3) �
10�6 for the probability per jet of detecting an isolated
muon with pT > 12 GeV/c originating from �=K decays
[44].
The channels considered as possible sources of back-

ground are listed in Table XIV. We adopt the nota-
tion X(e) and Y (�) to denote a misidenti�ed electron or
muon, respectively.
Combining the results from the physics and misidenti-

�cation backgrounds (Tables XIII and XIV) we calculate
a total background of 1.13 � 0.44 events for analysis I
and 0.27 � 0.14 events for analysis II.
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TABLE XIV. Misidenti�cation backgrounds to the two

t�t! e�+X searches. X(e) and Y (�) represent misidenti�ed

electrons and muons, respectively.

Background Event yield for 13.5 pb�1

analysis I analysis II

W + jets ! �+ jets +X(e) 0:36� 0:22 0:05� 0:04

W + jets ! � +(brem)+jets (2:1� 0:4)� 10�2 (6:0� 1:3)� 10�3

W + jets! e+ jets + Y (�) (4:1� 5:2)� 10�3 (1:0� 1:4)� 10�3

Z + jets ! �� ! �+ jets +X(e) 0:19� 0:04 0:05� 0:02

Z + jets! �� + jets +X(e) (1:3� 0:4)� 10�2 (1:6� 0:9)� 10�3

b�b; c�c! � +X(e)+jets (1:2� 0:7)� 10�3 (7:9� 5:0)� 10�4

Total: 0:59� 0:27 0:11� 0:06

4. Summary of e� Channel

In the top quark search with one electron and one iso-
lated muon in the �nal state, we �nd one event surviving
all cuts in analyses I and II. All the kinematical quanti-
ties of this event are far from the cut boundaries. The
expected top quark yields for this channel vary with the
top quark mass and for the cuts used for analysis II they
are 1.4 � 0.3 events, 0.72 � 0.14 events, 0.40 � 0.08
events, 0.23 � 0.04 events, 0.12 � 0.02 events for mt =
120, 140, 160, 180 and 200 GeV/c2, respectively.
Note that the background estimates for analysis II are

more than a factor of four smaller than those obtained in
analysis I while the acceptance for the t�t signal for mt >

130 GeV/c2 is similar for the two analyses.

C. The �� Channel

The search for t�t production in the �� channel was
performed on a sub-sample of the data. The integrated
luminosity used in this analysis is:Z

Ldt = 9:8� 1:2 pb�1: (6.5)

1. Event Selection

The signature of an event candidate in the �� channel
is the presence of two isolated muons with large trans-
verse momentum and one or more hadronic jets.
The trigger used for this analysis is MU JET MAX

(see Table II) which requires a muon with pT > 14 GeV/c
and j�j < 1:7 and a jet with ET > 15 GeV. The trigger
e�ciency varies between 85% and 87% for 100 GeV=c2 <
mt < 180 GeV=c2.
The principal background is the decay of Z bosons into

a muon pair. Since the dimuon invariant mass distribu-
tion for Z ! �� decays has a full width at half maximum
of about 30 GeV/c2, a cut on this quantity is ine�ective.

The analysis instead exploits the topological di�erences
between Z ! �� and t�t ! ��+X decays. In Table XV
we list the selection cuts and their cumulative e�ect on
the data [45]. No events pass all the selection cuts.

� Transverse Momentum (pT )

Events satisfying the MU JET MAX trigger were
required to have two muons with pT > 15 GeV/c.
The muons were required to be within j�j < 1:1 due
to trigger losses at Level 1 for muon chambers cov-
ering j�j > 1:1. We require that both muons satisfy
all the tight muon identi�cation cuts described in
Table IV except for the integrated magnetic �eld
and 
oating T0 requirements. The pT cut reduces
backgrounds from semileptonic decays of b and c
quarks.

� Dimuon Invariant Mass (M��)

To exclude  ! �� decays we require M�� > 10
GeV/c2.

� Muon Isolation

For the �� channel we de�ne muon isolation in
terms of prelT (isolation algorithm II) and require
that both muons have prel

T
> 5 GeV/c to reject

muons from semileptonic decays of b and c quarks.

� Cosmic Ray Rejection

We reject cosmic rays by excluding events in which
the two muons are collinear. Events are rejected if
j��1 + ��2 j < 0:3 and ���� > 165�.

� Missing Energy Veri�cation

If /ET is dominated by the mismeasurement of the
momentum of one muon it will point in the di-
rection opposite to that of the muon. To re-
ject such events we require for the leading muon
��( /ET ; p

�1
T
) < 165� for 2 layer muon tracks and

��( /ET ; p
�1

T
) < 175� for 3 layer muon tracks.

For Z ! �� decays, /Ecal
T

gives an independent
measurement of the transverse momentum of the
dimuon system (p��

T
). These two vectors tend to

align (Fig. 17(a)). In t�t ! �� +X decays the two
vectors are decorrelated by the two neutrinos from
the W decays (Fig. 17(b)). To reject Z ! �� de-
cays, we require ��( /Ecal

T ; p
��

T
) > 30�.

In Z ! �+��, Z ! �+�� ! �+�� + X and
b�b ; c�c ! �� +X decays, the muons are predomi-
nantly produced back to back in � with little or no
/ET (Fig. 18(a)). Figure 18(b) shows that t�t decays
are uniformly distributed in ����. We require /ET

> 40 GeV if ���� > 140� (indicated by the box in
Fig. 18).

� Jet Multiplicity and Transverse Energy

As for the other dilepton channels (in analysis II),
we require at least two reconstructed jets with
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FIG. 17. Azimuthal opening angle �� between the dimuon

pT and the /Ecal
T vectors for: (a) Z ! �� Monte Carlo events

(
R
Ldt = 110 pb�1) and (b) t�t ! ��+X MC sample (mt =

160 GeV/c2,
R
Ldt = 20.8 fb�1). Arrow describes the selec-

tion cut (see text)

ET > 15 GeV and j�j < 2:5. For this analysis we
use jets reconstructed with a cone size of R = 0:7.
This cuts further reduces the background from Z

decays while having little e�ect on the acceptance
for high mass t�t events.

2. Expected t�t Signal

The number of t�t ! �� + X events passing the selec-
tion cuts Npred, has been calculated using Equation 6.1
in the same way as for the ee channel. Table XVI
lists e�ciency � branching fraction and expected signal
yields, including contributions to �� �nal states from
W ! �� ! ���� decays. The contributions to the
uncertainty are from event simulation(8%), event recon-
struction (10%), trigger simulation (5%) and muon iden-
ti�cation (8%).

FIG. 18. Correlation of ���� and /ET for: (a) Z ! ��

(
R
Ldt = 110 pb�1) and (b) t�t! �� +X (mt = 160 GeV/c2,R
Ldt = 20.8 fb�1) Monte Carlo samples. The box represents

the selection cuts (see text).

3. Backgrounds

In the case of the �� channel there is only one signi�-
cant background, Z ! ��, after cuts. However, for com-
pleteness we have also studied the small contributions
from other physics processes. The results are summa-
rized in Table XVII. As with the e� channel we �nd that
both the punchthrough and cosmic ray backgrounds are
negligible.

4. Summary of �� Channel

The search for t�t decays with two muons in the �nal
state does not yield any signal events. In this channel,
the major source of background is Z ! �� decays, giv-
ing a total of 0:36 � 0:06 events as the estimated back-
ground. We expect to observe 0.50 � 0.08 events, 0.25�
0.04 events, 0.12� 0.02 events, 0.06 � 0.01 events, 0.03�
0.01 events for mt = 120, 140, 160, 180, 200 GeV/c2,
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TABLE XV. Comparison of the cumulative e�ect of the t�t
! �� +X analysis cuts after trigger selection.

Analysis Cuts Number of events

in 9.8 pb�1

2 muons, pT > 15 GeV/c, j�j < 1.1

1 jet, ET > 15 GeV, j�j < 2.5 39
M�� > 10 GeV/c2 28

prelT > 5 GeV/c 13

��(~p�1
T
; ~p

�2
T
) < 165� if j��1 + ��2j < 0:3 13

��( /ET ; ~p
�1
T ) < 165�(175�) 10

��( /Ecal
T ; ~p

��

T ) > 30� 5
/ET > 40 GeV if ��(~p�1

T
; ~p

�2
T
) > 140� 2

2 jets, ET > 15 GeV, j�j < 2.5 0

TABLE XVI. E�ciency � branching fraction (B��) and

predicted event yields for t�t ! ��+X.

mt �tot �B�� Npred

(GeV/c2) (%)

120 0:13� 0:02 0:50� 0:08

140 0:15� 0:02 0:25� 0:04

160 0:15� 0:02 0:12� 0:02
180 0:14� 0:02 0:06� 0:01

200 0:14� 0:02 0:03� 0:01

respectively.

TABLE XVII. Backgrounds to the t�t! ��+X search and
associated event yields for 9.8 pb�1.

Background Event Yield

Z ! �� 0:28� 0:06
Z ! �� ! �� +X (0:0� 1:8) � 10�2

Z ! b�b ; c�c ! ��+X (3:3� 0:7) � 10�3


� ! ��, 
� ! �� ! ��+X (7:0� 1:5) � 10�3

W+W� ! �� +X (7:0� 1:0) � 10�3

ZW� ! �� +X (1:0� 0:1) � 10�2

ZZ ! ��+X (5:3� 1:1) � 10�3

W + jets! �� +X and b�b; c�c ! �� +X (2:0� 0:1) � 10�2

Total: 0:33� 0:06

VII. ANALYSIS OF LEPTON + JETS EVENTS

A. Analysis Methods

The search for top in channels with a single isolated
lepton has to contend with a large background from sin-
gle W production. In t�t ! (� or e) + jets events the
lepton comes from W ! (�� or e�) while the other W
decays hadronically. The leptons from W bosons are ex-
pected to be well isolated and the presence of a � should
be detected by signi�cant missing transverse energy ( /ET )
in the event. The t�t events characteristically have ad-
ditional jets: two b jets, two jets from a W decaying
hadronically plus any other jets coming from initial or
�nal state radiation. Typically one would expect at least
four jets but the number can be fewer if jets merge or
fall below the jet ET threshold. Even after selecting four
jets the number of events from W + jets is larger than
for t�t. For example, the expected W + jets cross section
times branching fraction for events with an electron and
at least four jets (ET > 10 GeV) is 15 pb while the con-
tribution to that channel from t�t events with a mass of
140 GeV=c2 is 2.5 pb. Therefore additional requirements
are needed to suppress the W + jets background relative
to the t�t signal. One strategy is to require the jets to be
more centrally produced and with higher ET . The e�ec-
tiveness of that requirement depends on the top mass.
Another method is to try to separate events by their
shape characteristics. A very e�ective handle is to tag
the b jets, and this will be discussed in section VIII. The
analyses in this section will concentrate on non-tagged
events and exclude those with a muon tag.
The chief source of background to our signal consists

of QCD multijet events with or without a real W (the
latter happens when a jet is misidenti�ed as an electron
and measurement 
uctuations result in substantial /ET ).
In either case, most of the jets are produced by gluon
radiation or by gluon-splitting. On average, the jets in
such events tend to have smaller pT relative to each other
than in the t�t events where most are produced by cascade
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decays of high-mass resonance states. A useful quantity
that exploits the di�erences is aplanarity (A) [46], used
extensively in e+e� experiments. For each event we de-
�ne the normalized momentum tensor Mab:

Mab =
X
i

piapib=
X
i

p2i (7.1)

where ~pi is the 3-momentum of the ith object in the lab-
oratory frame and a; b run over x,y and z. The objects
may be jets, leptons or theW . Mab is a symmetric matrix
which can be diagonalized. We compute the eigenvalues
Qj and order them:

Q1 � Q2 � Q3 (7.2)

The following relations hold:

Q1 +Q2 +Q3 = 1 (7.3)

Q1 � 0 : (7.4)

These eigenvalues can be subsequently used to quantify
the shape of the event:

� for roughly spherical events, Q1 � Q2 � Q3

� for planar events, Q1 � Q2

� for linear events, Q2 � Q3 .

The quantity A is de�ned as

A =
3

2
Q1 (7.5)

normalized to lie in the range 0 � A � 0:5. Clearly large
A values characterize spherical events. A is independent
of the overall energy scale of the event but its distribu-
tion for signal is weakly dependent on the top mass (mt)
and pT . The shape of a t�t event is expected to be most
spherical when the momenta of the �nal state partons are
close in absolute value and opening angles are not small.
This occurs when the t and �t have relatively low pT and
mt is roughly in the range 1:5 mW < mt < 2:0 mW ,
which is the region of interest. Figure 19 compares the
aplanarity for W + 4 or more jets events generated with
the VECBOS Monte Carlo program to that of t�t events
generated with ISAJET.
As Fig. 20 illustrates, we expect higher ET for jets from

t�t than from background events. A measure of transverse
hadronic jet activity is the scalar sum of jets ET (HT ):

HT �
j�j<2X
jets

E
jet

T
(7.6)

where the choice of jets with j�j < 2:0 is motivated by
the expectation of more central jets from top events than
for background. This quantity is obviously strongly cor-
related with the top mass and becomes more e�ective

FIG. 19. Aplanarity (using jets and W ) for e + 4 or

more jets events, solid line background predicted by VEC-
BOS, dashed line for t�t (top mass 140 GeV=c2 ) predicted by

ISAJET, both normalized to 500 pb�1.

the heavier the top. For a given top mass HT is practi-
cally uncorrelated with A for t�t events in the mass range
140�180 GeV=c2 while showing a tendency to decrease
as A increases for background events (see section VII D).
Both HT and A are calculated using jets with ET > 15
GeV.
Two somewhat di�erent analyses are described in sec-

tions VII B and VII C. One (analysis I) was optimized for
setting a top mass limit; the data is selected in a way that
keeps the acceptance high for relatively low top masses
while getting reasonable background rejection. The re-
sults of this analysis were published soon after the end of
the 1992-1993 data taking run [8] and were based on data
collected with Express line triggers. The analysis will be
shown in some more detail in this paper but remains un-
changed. The other (analysis II) is optimized for good
signal/background at higher masses. The intent is not to
set a limit but rather search for a top signal in the mass
range 140 to 200 GeV=c2; these results were summarized
in [47].
Both analyses require at least 4 jets with ET > 15

GeV, but analysis I makes no additional requirements on
the jets and uses only the A variable to reduce the back-
ground. Analysis II makes use of both A and HT and
limits the jets to j�j < 2.0. Estimating the background is
critical for analysis II so section VII D describes in some
detail two di�erent background estimates which rely pri-
marily on data.
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FIG. 20. ET distributions of 3rd and 4th jet from W+ � 3

jets Monte Carlo (solid) and t�t (dashed) with top mass

160 GeV=c2, normalized to 500 pb�1.

B. Electron + Jets Events

The selection criteria for e + jets events are:

� a tight electron as de�ned in section IVA with
ET > 20 GeV,

� /Ecal
T > 15 GeV.

� at least 1 jet with ET > 15 GeV.

The electron requirements were somewhat looser in anal-
ysis I (tight I) than in analysis II (tight II). For tight I
there was no dE=dx cut and the electrons were required
to have j�j < 2:5. For analysis II a dE=dx cut was im-
posed and the electrons were required to have j�j < 2:0.
More details on the event selection can be found in [48].
Figure 21 shows the /Ecal

T
distributions for events with

electromagnetic showers that satisfy the requirements for
a tight II electron and for those that fail (fakes). There
is still a noticeable low /ET background remaining in the
electron sample which becomes small when the /Ecal

T
cut

is raised to 25 GeV. We will refer to the sample of fake
events with /Ecal

T < 25 GeV as the QCD multijet sample.

Because of the looser requirements on the electron for
analysis I the /Ecal

T
cut in that analysis was raised to 30

GeV.
Analysis I uses Express line triggers only (ELE MAX,

ELE JET MAX, see Table II in section III); this low-
ers the e�ciency for low jet multiplicities by about 10%
but has negligible impact for events with four or more
jets. The W transverse mass distributions (Fig. 22), af-
ter these cuts for fakes and good electrons, illustrates
the cleanliness of the sample with a tight II electron se-
lection. The geometric acceptance � trigger e�ciency
for electrons from t�t events with top mass 140 GeV=c2 is
60%. After cuts to reduce the fake electron background
the e�ciency is 48%.
The number of events observed as a function of the

number of jets and the expected background from fakes
is given in Table XVIII. Each jet is required to haveET >

15 GeV with no � cut for analysis I (e�ectively j�j < 3:2
from detector acceptance). As the signal to background
ratio is improved for high mass top by limiting the jets
� range, for analysis II the jets are limited to j�j < 2:0.
In addition, events with any � with p

�

T
> 4:0 GeV are

removed to avoid any overlap with the events selected by
the analysis in section VIII. This reduces the acceptance
by 25% for top masses higher than 140 GeV=c2.
To reduce the background in the sample of events with

four or more jets further cuts are made using the shape
variables A and HT described in section VIIA. In analy-
sis I only A is used as HT is not a very e�ective variable
for masses below 120 GeV=c2. For the � + jets channel,
discussed in detail in section VIIC, we use Ajets calcu-
lated only from jets while for the e + jets channel we
included the reconstructed W since the electron is pre-
cisely measured. The W is reconstructed by assuming
that the /ET is all due to the � coming from the W decay.
This gives two solutions for the longitudinal momentum
of the W ; the smaller of the two is chosen as the correct
one.
In Fig. 23 we show scatter plots of /Ecal

T vs. AW+jets for
QCD multijet events, Monte Carlo W+ � 4 jets, Monte
Carlo t�t with top mass 120 GeV=c2, and the data for the
e+ jets channel. It is clear that imposing /Ecal

T > 30 GeV
removes most of the QCD multijet background without
having much impact on the signal. Requiring AW+jets >

0:08 reduces the total background by about a factor of 5
while keeping half of the t�t events. Figure 24(a) shows the
A distribution and the location of the cut; only one event
survives. After the cut the QCD multijet background to
the e + jets channel is estimated to be 0:3 � 0:2 events
while the number ofW+jets events expected is estimated
from theW+4 jets VECBOS Monte Carlo to be 1:8�0:8.
In analysis II both A and HT are used to reduce the

background but A is calculated using only jets so the
e + jets and � + jets samples can be combined to esti-
mate the background. Figure 25 shows the distribution of
events in these two variables for the QCD multijet sam-
ple, VECBOS Monte Carlo, t�t Monte Carlo with mass
180 GeV=c2 and the data (e and � + jets combined). If
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TABLE XVIII. The number of e+ jets events as a function of jet multiplicity

Analysis I Analysis II

number of jets e+ jets non-W background e+ jets non-W background

� 1 1531 150� 10 1374 94� 6

� 2 319 38� 5 241 26� 3
� 3 66 8:5� 1:2 37 5:7� 0:9

� 4 11 1:5� 0:4 8 1:1� 0:3

AW+jets > 0:08 1 0:3� 0:2

Ajets > 0:05, HT > 140 GeV 2 0:2� 0:1

we divide the A, HT plane into four quadrants using axes
A = 0:05 and HT = 140 GeV=c2, we see that the QCD
multijet sample and the W + jets Monte Carlo sample
populate those quadrants more or less equally while 60%
of the t�t events are in the quadrant with A > 0:05 and
HT > 140 GeV. In the data two e + jets events are left
in this quadrant.
Table XIX gives the acceptance times branching ratio

and number of t�t events expected for analyses I and II.
The errors include a 10% uncertainty in t�t generation, a
10% uncertainty in reconstruction and a 15% uncertainty
due to the jet energy scale (this uncertainty varies from
20% formt = 100 GeV=c2 to 10% formt = 200 GeV=c2).
In section VIID we will describe two methods for esti-
mating the background with minimal reliance on Monte
Carlo.

C. Muon + Jets Events

For �+ jets we require:

� A single tight high-pT muon with pT > 15 GeV/c
(see section IVB)

� Signi�cant transverse energy imbalance in the
calorimeter, /Ecal

T
> 20 GeV.

� Signi�cant total (calorimeter plus �) transverse en-
ergy imbalance, /ET > 20 GeV.

� At least 1 jet with ET > 15 GeV

The event selection di�ers only slightly between anal-
yses I and II. For analysis I the Express line trigger
MU JET MAX (see section III) was used. This has a
10% lower e�ciency than the MU JET HIGH trigger
used in analysis II. For more details on the event se-
lection see Ref. [49]. As in the e + jets channel, no �
cut was imposed on jets for analysis I while the jets were
restricted to j�j < 2:0 for analysis II. The dominant back-
grounds come from Z bosons with only one detected �

and from QCD multijet processes where the � from a de-
cay other than W satis�es the isolation criteria; the two
backgrounds are roughly comparable.

To illustrate the rejection power against QCD multi-
jet background of requiring a tight high-pT muon with
/ET > 20 GeV, we show in Fig. 26 the di�erence in az-
imuthal angle between the muon and a recoiling jet in
events with only one jet before and after the muon iso-
lation and /ET requirements. There still remains a small
QCD multijet background estimated at less than 10%.
The number of events as a function of the number of
jets and the estimated backgrounds are given in table
XX. The QCD multijet background was estimated by
extrapolating from the number of events observed with
non-isolated muons at each multiplicity to the number
expected to survive the isolation cuts (6%). The back-
ground from Z+jets was estimated from Monte Carlo
normalized to the number observed in the data when
both muons are detected.
The geometric acceptance for muons having a recon-

structed transverse momentum satisfying pT > 15 GeV=c
and j�j < 1:7 is found to be (78 � 1)% using t�t Monte
Carlo events with mt = 140 GeV=c2. The acceptance in-
creases slightly as the top mass changes from 140 to 180
GeV=c2.
The acceptance for the jet portion of the trigger is

found by measuring the trigger e�ciency as a function
of jet ET and convoluting this with the ET and jet mul-
tiplicity spectra in the t�t Monte Carlo. Events having a
�-only trigger and either one or two reconstructed jets
were used to measure the jet trigger e�ciency. The ef-
�ciency was found by counting the number of jets hav-
ing a calorimeter trigger object above threshhold within
�R < 1:0 of the jet. The overall t�t acceptance resulting
from convoluting this e�ciency with the jets in Monte
Carlo events is greater than 99%.
The combined trigger acceptance is found from the

product of the muon trigger acceptance and the jet trig-
ger acceptance. The result is 53% for single � events.
Because of trigger biases the ratio of e data to � data is
not constant as a function of the number of jets.
To reduce the background in the sample of events with

4 jets further cuts are made using the shape variables A
andHT described in section VII A. In analysis I only A is
used. For the �+jets channel we use Ajets calculated only
from jets. To have the same background rejection power
as in the e+ jets channel the cut was set to Ajets > 0:1.
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TABLE XIX. E�ciency � branching fraction and predicted event yields for t�t! e+ jets in analyses I and II.

mt analysis I analysis II

(GeV/c2) �tot �Be+jets Npred �tot �Be+jets Npred

(%) for 13.5 pb�1 (%) for 13.5 pb�1

90 0:28� 0:08 6:8� 2:1 � �
100 0:44� 0:12 6:0� 1:8 � �
120 1:13� 0:22 5:9� 1:3 0:85� 0:21 4:4� 1:3

140 1:45� 0:20 3:3� 0:6 1:1� 0:3 2:5� 0:6

160 1:69� 0:20 1:9� 0:3 1:5� 0:3 1:7� 0:4
180 � � 1:6� 0:3 0:9� 0:2

200 � � 1:8� 0:4 0:5� 0:1

No events survive the cut, see Fig. 24(b). The expected
background is 0:3 � 0:1 from non-W sources and 1:1 �
0:7 from W + jets (calculated using the VECBOS Monte
Carlo). For analysis II the same cuts are used in the
� + jets and the e + jets channel, namely Ajets > 0:05
and HT > 140 GeV. Events with more than one muon
are removed from the sample to avoid any overlap with
events found in the analyses of sections VIC and VIII.
Two �+ jets events pass all cuts. In the next section we
will describe two methods for estimating the background
to analysis II with minimal reliance on Monte Carlo.
In Table XXI we give the acceptance and the expected

number of events after all cuts for analysis I and II. The
systematic errors are larger than in the e + jets channel
because of an additional 20% uncertainty in the trigger
e�ciency.

D. Estimation of Background

A problem in calculating the background coming from
standard single W production is the uncertainty in calcu-
lating the higher order terms needed. The uncertainty in
the overall cross section can be in error by perhaps 10%
per jet, so the W+ four or more jets cross section has a
theoretical uncertainty of at least 40%. In analysis II two
di�erent methods were used to decrease that uncertainty
by using the data to estimate the background. The �rst
method exploits a noteworthy feature of the data, namely
the simple exponential behavior of the number of events
as a function of jet multiplicity (this behavior is predicted
by Monte Carlo generation of W +jets events). Theoret-
ical expectations [36] suggest that the ratio of number of
events when the jet multiplicity increases by one should
be roughly constant, i.e.

W + (n� 1) jets

W + n jets
=
W + (n � 2) jets

W + (n � 1) jets
� � (7.7)

The line in Fig. 27(a) is a �t of a simple exponential
to the e + jets data. There is no obvious deviation from
theoretical expectations that could be attributed to t�t

production. In particular, one would expect a larger de-
viation as the jet ET threshold is raised, as indicated by
Fig. 20 which shows the expected ET distributions of the
3rd and 4th jets (ordered in ET ) in W +jets Monte Carlo
and 160 GeV=c2 t�t Monte Carlo. To estimate how much
t�t production can be accomodated and still satisfy the
scaling law, we �tted the data to a function:

N obs
i = NW�

i�1 + fiNt (7.8)

where N obs
i is the number of observed events for a given

multiplicity i, fi are the fractions of t�t events expected
at multiplicity i and NW ; �; Nt are the parameters ob-
tained from the �t (number of W + 1 jet events, ratio of
multiplicities, total number of top events). The �+ jets
and e + jets data were added together after correcting
the � + jets bias at low jet multiplicity. The results of
the �t are given in Table XXII. The total number of top
events is 5:8� 5:7 (3:0� 3:0 for four or more jets) while
the number of W + 4 or more jets events is 6:3 � 1:9
and of non-W background 2:4�0:4. The total estimated
background in four or more jets is thus 8:7� 2:0 before
any cuts in the A and HT variables. The table includes
the predictions from the VECBOS Monte Carlo for com-
parison purposes only, they are not used for determining
the background level.
To check the validity of the scaling law, we also �t-

ted the QCD multijet sample (�xing Nt to 0). In Table
XXIII and Fig. 27(b) we show the jet multiplicities for
that sample after correcting for the dependence of jet fake
probability on the number of jets. The fake probability
as a function of jet multiplicity was calculated by count-
ing the number of jets at each multiplicity in the �ducial
volume where electrons can be identi�ed and then multi-
plying by the probability of a jet faking an electron. The
QCD multijet data is clearly well �tted. We also �tted
the predictions of the VECBOS Monte Carlo. All the
�ts give similar values for �: 0:162� 0:009 for the data,
0:160 � 0:013 for VECBOS Monte Carlo, 0:187 � 0:004
for the QCD multijet sample. The jet multiplicity distri-
butions for the Z + jets sample are consistent with the
W + jets results within errors. The �t to the VECBOS
Monte Carlo tends to underestimate the predicted num-
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TABLE XX. The number of �+ jets events as a function of jet multiplicity

Analysis I Analysis II

number of jets �+ jets non-W background �+ jets non-W background

� 1 299 51� 9 295 48� 8

� 2 88 17� 3 81 16� 3
� 3 20 5:3� 1:0 18 4:8� 0:8

� 4 5 1:5� 0:4 6 1:3� 0:3

Ajets > 0:1 0 0:3� 0:1

Ajets > 0:05, HT > 140 GeV 2 0:3� 0:1

TABLE XXI. E�ciency � branching ratios and predicted event yields for t�t! �+ jets in analyses I and II.

mt Analysis I Analysis II
(GeV/c2) �tot �B�+jets Npred �tot � B�+jets Npred

(%) for 9.8 pb�1 (%) for 9.8 pb�1

90 0:15� 0:07 2:7� 1:3 � �
100 0:19� 0:08 1:9� 0:9 � �
120 0:61� 0:20 2:4� 0:8 0:50� 0:22 2:4� 0:8

140 0:90� 0:27 1:6� 0:5 0:80� 0:20 1:3� 0:4
160 0:85� 0:24 0:7� 0:2 1:1� 0:3 0:9� 0:4

180 � � 1:1� 0:3 0:5� 0:2

200 � � 1:3� 0:4 0:3� 0:1

TABLE XXII. W + jets and t�t events as a function of jet multiplicity (analysis II)

jets Data non-W results from �t VECBOS

background W + jets t�t W + jets

� 1 1669 142 � 20 1495 � 96 5:8� 5:7

� 2 322 50:6� 7:0 265� 17 5:7� 5:6 293 � 60:

� 3 55 10:3� 1:5 44:5� 5:8 4:5� 4:5 41 � 12:
� 4 14 2:4� 0:4 6:3� 1:9 3:0� 3:0 8:7� 3:5

� 5 3 0:6� 0:3 1:0� 0:5 1:2� 1:2 1:3� 0:6
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FIG. 21. /Ecal
T distribution for (a) good electrons, (b) fake

electrons.

ber of four or more jet events by 15% while the QCD
multijet �t overestimates the number of events with four
or more jets by 12%. To account for these deviations,
we estimate a 20% systematic error in the validity of the
scaling law.
The fraction of top events expected at each multiplic-

ity is obtained from Monte Carlo. To estimate the uncer-
tainty in this procedure we compared two di�erent Monte
Carlo programs (ISAJET and HERWIG); the di�erences
between them were of the order of 10%. There is an
additional 15% uncertainty in the top acceptance from
the uncertainty in the jet energy scale. The estimated
number of background events with four or more jets is
8:7 � 2:0 before including systematic errors (from Ta-
ble XXII). The fraction of background events satisfying
A > 0:05 and HT > 140 is (21� 3)% (see Table XXIV).
Thus the expected background after cuts (e + jets and
�+jets channels combined) is 1:8�0:4(stat:)�0:6(syst:).
The second method for estimating the background re-

lies on the distribution of the data with four or more jets
in the A and HT variables. Figure 25 shows the distribu-
tion of events in these two variables for the QCD multijet
sample, W+4 jets VECBOS Monte Carlo, t�tMonte Carlo

FIG. 22. W transverse mass distribution for (a) good elec-

trons, (b) fake electrons with /Ecal
T > 25 GeV.

events with mass 180 GeV=c2 and the data (e+ jets and
�+ jets combined). In Table XXIV we give the expected
fractions of W + jets, QCD multijet and t�t events in the
four A, HT quadrants of Fig. 25.
To calculate the uncertainties in the W + jets estima-

tion we generated W + jets events in two di�erent ways.
One was to use VECBOS to generate W + 3 jets events
(at the parton level) and use ISAJET with those events
as input to generate events with four or more jets. The
other was to use VECBOS to generate W + 4 jets and
then proceed as in the previous case. One can see in
section V that both sets generate quite similar ET dis-
tributions for the 3rd and 4th jet in events with � 4 jets.
As shown in Table XXIV, the fractions estimated with
the two di�erent Monte Carlo samples di�er by less than
20% in any one quadrant. The number of t�t events in a
given quadrant i (N i

t�t) is given by

N i

t�t = �it�tft�tN (7.9)

where N is the total number of observed events with four
or more jets, �i

t�t is the fraction of t
�t expected in quadrant

i and ft�t is the fraction of N that are t�t events. The
number of expected background events is then:
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TABLE XXIV. Relative fractions in the A;HT plane for � 4 jets samples

�1 �2 �3 �4

A > 0:05 A > 0:05 A < 0:05 A < 0:05
HT > 140 HT < 140 HT < 140 HT > 140

VECBOS(4 jets) 0:21� 0:03 0:27� 0:03 0:21� 0:03 0:31� 0:03
VECBOS(3 jets) 0:19� 0:04 0:28� 0:05 0:25� 0:05 0:28� 0:05

QCD multijet 0:19� 0:04 0:25� 0:05 0:28� 0:05 0:28� 0:05

t�t (180 GeV=c2) 0:60� 0:05 0:02� 0:01 0:02� 0:01 0:36� 0:04

FIG. 23. A vs /Ecal
T distributions for events with 4 or more

jets: (a) QCDmultijet sample, (b)W+4 jets VECBOS Monte

Carlo, (c) t�t Monte Carlo events, top mass 120 GeV=c2, (d)
e + jets data. The lines show the cuts used to select events

for analysis I. The Monte Carlo samples correspond to an

integrated luminosity of 300 pb�1.

N i
bkgd = �ibkgd(1� ft�t)N (7.10)

where N i
bkgd is the number of background events in quad-

rant i and �i
bkgd

is the expected fraction. Given N and
the �'s one can �t for ft�t.
The results of the �t give ft�t = 0:27 � 0:25 in the

sample of data with four or more jets. The number of
observed events are 4, 1, 4, 5 while the predicted numbers
are 4.3, 3.0, 2.7, 4.1 (in the order of the quadrants listed
in Table XXIV). There is a large systematic error (35%)
from the choice of partitioning the A, HT plane. This
error is estimated by moving the axes until one event
falls into a di�erent quadrant. There is an additional
20% systematic error from the uncertainty in calculat-
ing the fractions for each quadrant. The number of t�t

FIG. 24. Aplanarity (A) distributions for events with 4 or

more jets: (a) e+jets sample, (b) �+jets sample. The dashed

curve is the expected distribution forW+ � 4 jets; the dotted

curve for t�t with top mass 140 GeV=c2. The arrow indicates

the location of the cut for analysis I.
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FIG. 25. A vs HT distributions for events with 4 or more

jets: (a) QCD multijet sample, (b) VECBOS Monte Carlo,

(c) t�t events, top mass 180 GeV=c2, (d) data e and � + jets
combined, the quadrants used in the �t are numbered, see

section VII D.

TABLE XXIII. Jet multiplicities for QCD multijet sample

jets events correction corrected �t

� 1 6340 1.00 6340� 80 6416� 77
� 2 1797 1.40 1283� 30 1200� 28

� 3 403 1.78 226� 11 224� 7

� 4 79 2.19 36� 4 41:9� 3:3
� 5 13 2.70 4:8� 1:3 7:8� 0:8

FIG. 26. Absolute value of the di�erence in azimuthal angle

between the � and the jet in � + 1 jet events. (a) before
isolation and /ET cuts, (b) after cuts.

events estimated in the sample with four or more jets is
thus 3:6� 3:3(stat:) � 1:5(syst:). This value is in good
agreement with that obtained �tting the jet multiplici-
ties. Note that each method relies on a di�erent indepen-
dent set of assumptions and thus has di�erent sources
of systematic errors. The background in the quadrant
with A > 0:05 and HT > 140 GeV is then calculated as
2:1 � 0:7� 0:5, in good agreement with that calculated
using the scaling law (1:8�0:4�0:6). It is worth empha-
sizing that neither method relies on the total number of
W+ � 4 jets events predicted from Monte Carlo. They
rely on the Monte Carlo only to determine the e�ciency
of the cuts. The fact that the same rejection power is ob-
served in the QCD multijet sample and in two di�erent
ways of generating W+ � 4 jets Monte Carlo samples in-
dicates that the assumption is reasonable. The number
of observed events after all cuts is 4. This is a small, but
not statistically signi�cant, excess over background. In
section IX we average the results from both methods and
divide the background between the e + jets and � + jets
channels according to their relative acceptance and lumi-
nosity.

36



FIG. 27. Number of events as function of jet multiplic-

ity (a) e+jets data after non-W background subtraction and
VECBOS predictions (vertical error bars indicate uncertainty

in prediction) (b) QCDmultijet sample after correcting for in-

creased probability for triggering with increasing multiplicity.

E. Summary

We have performed two di�erent analyses of the data
in channels with one isolated lepton (e or �) and four
or more jets. The �rst analysis makes use of the event
aplanarity, A, to reduce the background to possible top
production while keeping the acceptance reasonably high
for top masses between 90 and 130 GeV=c2. Only one
event survives the cut for an expected background of 3:8�
1:4 events, showing no evidence for any top production.
The second analysis made use of an additional variable,

HT , which is e�ective for top masses above 140 GeV=c2,
to reduce the background. To avoid overlap with the
analysis in section VIII events with a tagging muon were
removed from the sample. We observed four events. The
background in the second analysis was estimated from
data using two di�erent methods, one extrapolating from
events with low jet multiplicity, and the other from the
distribution of events with four or more jets in the A and

HT variables. Both methods give a comparable estimate
for the background. By averaging both results we esti-
mate the number of background events to be 2:0 � 0:8
events.
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VIII. ANALYSIS OF LEPTON + JETS WITH �

TAGGING

Standard model t�t events that decay according to the
lepton + jets signature include among their decay prod-
ucts two b quarks and an average of 2.5 c quarks. Each
b or c hadron can decay semileptonically into a muon
with a branching fraction of about 10%. The probabil-
ity of a t�t event containing at least one muon from b
or c hadron decay is 44%. The processes that are the
main backgrounds to the top quark lepton + jets signa-
ture, namely W + jets and QCD multijet production,
are much less rich than t�t in heavy 
avor quarks and
the resulting muons. Muon tagging therefore provides
an e�ective method of reducing the background and im-
proving the signal-to-background ratio in the lepton +
jets top quark search.
Muons arising from b and c quark decay can be readily

distinguished from muons arising directly from top quark
or direct vector boson decay by the fact that they have
relatively low momentum (the average pT of muons from

b and c decay from a 160 GeV/c
2
top quark is 17 GeV/c)

and by the fact that they are found in close proximity
with jets. The D� muon detection system is capable of
detecting muons with an e�ciency such that � 20% of
all t�t events have an observed muon tag. The fraction of
W + 3 or 4 jet events with an observed muon tag from
all sources (b/c decay, �=K decay, punchthrough) is ex-
pected to be about � 2%, or about an order of magnitude
smaller than the fraction of tagged t�t events.
The muon-tagged analyses described here were only

performed in the high mass analysis (analysis II, see sec-
tion VI). For analysis II the muon-tagged and untagged
(event shape) analyses were kept orthogonal by removing
muon-tagged events from the event shape sample, even
if they satis�ed the event shape criteria. For analysis
I, which did not have a separate muon-tagged analysis,
muon-tagged events were not removed from the event
shape analysis.
Many aspects of the muon-tagged analyses were the

same as the corresponding untagged analysis. The qual-
ity requirements on all objects other than tagging muons
(i.e. electrons, non-tagging muons, /ET and jets) were
identical to the untagged analyses. The triggers used
were also identical. Tagging muons were not required in
the trigger.

A. Electron + Jets + � Tag

A detailed description of this analysis can be found in
Ref. [50].

1. Event Selection

The event selection criteria for electron + jets + � tag
were as follows:

� One electron (tight II) with

ET > 20 GeV (8.1)

and

j�j < 2:0: (8.2)

� Missing transverse energy:

/Ecal
T >

�
20 GeV if ��(�; /Ecal

T
) > 25�

35 GeV if ��(�; /Ecal
T ) < 25�

(8.3)

This cut is di�erent from the untagged case, which
was /Ecal

T > 25 GeV independent of direction.
The directional aspect of the /Ecal

T cut is intended
to reduce the QCD multijet background (see sec-
tion VIIIA 3). A graphical representation of the
cut is shown in Fig. 28.

� Three or more jets with

ET > 20 GeV (8.4)

and

j�j < 2:0: (8.5)

The minimum jet multiplicity is one fewer than that
used in the untagged analysis, but with a higher
minimum ET (20 GeV instead of 15 GeV).

� At least one tagging muon with

pT > 4 GeV/c (8.6)

and

j�j < 1:7: (8.7)

In order to keep this analysis orthogonal to the e�
analysis, tagging muons were required to be non-
isolated, or to have pT < 12 GeV/c. Muon qual-
ity and isolation criteria for tagging muons are de-
scribed in section IVB.

Table XXV shows the the number of surviving events
for various jet multiplicities.
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TABLE XXV. Number of observed e + jets events in (13:5�1:6) pb�1 of data as a function of the minimum number of jets,

with and without a muon tag, and the expected muon-tagged backgrounds. The signal bin is three or more jets with muon tag.

Number of jets Number of events in 13.5 pb�1

Observed Expected Background
Untagged muon-tagged W + jets Multijet Total

� 1 1218 7 7:9 � 1:3 1:3 � 0:3 9:2 � 1:3

� 2 204 4 2:1 � 0:6 0:6 � 0:3 2:7 � 0:6
� 3 34 2 0:43� 0:14 0:12� 0:05 0:55� 0:15

� 4 5 1 0:08� 0:04 0:04� 0:04 0:12� 0:06

FIG. 28. Distributions of the azimuthal angle between /Ecal
T

and the muon vs. /Ecal
T for: (a) Multijet background sam-

ple; (b) W+jets sample(Monte Carlo); (c) t�t Monte Carlo

sample (mt = 140 GeV/c2); (d) t�t Monte Carlo sample

(mt = 160 GeV/c2). The cuts in these variables are as shown,
and are described in the text.

2. Expected t�t signal

The t�t e�ciency of the cuts described above, includ-
ing muon tagging, was calculated by simulating t�t !
e + jets + � tag events using the ISAJET Monte Carlo
program with detector simulation using the D�GEANT
program. The reliability of the muon tagging e�ciency
calculated by Monte Carlo simulation depends on the
ability of ISAJET to reproduce the kinematic properties
of muons from b and c quark decay, which in turn de-
pends on the b quark fragmentation function and b and
c hadron semileptonic decay form factors, as well as on
muon and jet reconstruction e�ciencies.
We have tested our understanding of the muon tagging

e�ciency by looking for tagging muons in an unbiased
dijet sample of events. This sample was unbiased in the
sense that no trigger or analysis event selection cuts were
made that required muons, or that otherwise enhanced
the heavy 
avor content of the jets. Figure 29 shows (a)
the muon pT and (b) the muon-jet separation in � � �

space, R, for both data and ISAJET Monte Carlo. The
Monte Carlo calculation was done separately for muons
resulting from b and c quark decay and from � and K

decay. Other potential sources of tagging muons, such
as cosmic rays, hadronic punchthrough and fake hits,
are estimated to be negligible and were not included in
the Monte Carlo calculation. There is good agreement
in shape and normalization between data and Monte
Carlo. The relative normalization between data and
Monte Carlo is signi�cant and depends on the fraction
of dijet events that contain heavy 
avor quarks. Note
that both b=c decay and �=K decay muons are necessary
to reproduce the shape of the observed muon spectrum.
Also note that there are more muons from heavy 
avor
decay than from �=K decay. This is typical of tagging
muons in all non-
avor-selected jets samples, including
those of the background processes.
The e�ciency times branching fraction and the ex-

pected number of t�t events are shown in Table XXVI
for several top quark masses.

3. Backgrounds

The main backgrounds to t�t! e+ jets +� tag are the
same as in the corresponding untagged channel, namely,
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FIG. 29. Comparison of (a) muon pT and (b) muon-jet

separation R between dijet data and ISAJET Monte Carlo.

TABLE XXVI. E�ciency � branching fraction and pre-
dicted event yields for t�t ! e+ jets + � tag (analysis II) for

several top quark masses.

mt (GeV/c
2) ��Be+jets (%) Npred in 13.5 pb�1

140 0:6� 0:2 1:4� 0:5
160 0:9� 0:2 1:0� 0:3

180 1:1� 0:2 0:6� 0:1

200 1:4� 0:1 0:4� 0:1
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FIG. 30. Typical Feynman diagrams contributing to heavy


avor production with W bosons: (a) gluon splitting to b�b /
c�c pairs and (b) single charm production.

W + jets production and QCD multijet production where
one jet fakes an electron and the /ET is produced by de-
tector resolution. Neither background is rich in heavy
quarks and therefore both of them are highly suppressed
by the requirement of a muon tag. The heavy quark con-
tent of these processes sets an upper limit on the back-
ground rejection that can be obtained from muon tag-
ging. Figure 30 shows some typical Feynman diagrams
for the production of (a) heavy quark pairs and (b) sin-
gle charm quarks with W bosons. The gluon-splitting
process shown in Fig. 30(a) is generic in the sense that it
is basically independent of the underlying hard scatter-
ing process. The fraction of multijet events with heavy

avor quark pairs attributable to gluon splitting should
increase linearly with the number of �nal state gluons
(or jets) and should be the same for most processes. In
contrast, the fraction of events containing heavy quarks
attributable to direct production processes, such as the
one shown in Fig. 30(b), is di�erent for di�erent pro-
cesses, but approximately independent of the number of
jets.

a. W + jets background. We have attempted to char-
acterize the muon tagging probability of various multijet
processes in terms of the following variables:

� Process (W + jets, multijet, \fake electron" + jets,
photon + jets, Z + jets, etc.).

� Jet multiplicity.

� Jet ET .
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FIG. 31. Fraction of events containing muons as a function

of jet multiplicity.

� /Ecal
T .

We hypothesize, consistent with our observations, that
the probability of tagging events with several jets is pro-
portional to the number of jets and independent of pro-
cess. This hypothesis is consistent with gluon splitting
being the dominant source of heavy 
avors, but is also
consistent with other sources of muon tags, such as heavy

avor hadron production via fragmentation, decays of �'s
and K's in jets or hadronic punchthrough.
Figure 31 shows the observed muon tagging rate as a

function of the number of jets with ET > 15 GeV and
j�j < 2:0 for two processes, QCD 5-jet and \fake elec-
tron" + jets production, and a Monte Carlo calculation
of the W + jets process. What we call fake electrons
are highly electromagnetic calorimeter clusters (i.e. jets)
that satisfy electron or photon triggers, but from which
good electrons or photons are excluded. The Monte Carlo
calculation was based on the VECBOS program for the
hard scattering subprocess, with higher order QCD ra-
diative corrections (including the gluon splitting process)
and fragmentation added by the ISAJET program and
detector simulation (including �=K decay) added by the
D�GEANT program. The results of this study are con-
sistent with the hypothesis of process-independent tag-
ging rate proportional to the number of jets. In the
Monte Carlo calculation, about 70% of observed tagging
muons are from heavy 
avor decay, and 30% are from
�=K decay.
The jet ET dependence of the tagging probability is

shown in Fig. 32 for fake electron + jets events. The
tagging probability of jets increases with the jet ET .
We can use the ET -dependent jet tagging probability to
predict any kinematic distribution for muon-tagged pro-
cesses from the corresponding untagged process. Two
cross checks of this method are shown in Figs. 33 and 34.

FIG. 32. Muon tagging fraction as a function of jet ET in

fake electron + jets events.

TABLE XXVII. Expected and observed muon-tagged Z +
jets events.

Data Type Untagged Muon-tagged

Expected Observed

Z + 1 jet 171 0.97�0.08 0

Z + 2 jets 36 0.35�0.05 0
Z+ � 3 jets 6 0.09�0.03 0

Figure 33 shows the predicted and observed ET spectrum
of muon-tagged jets in dijet events. Figure 34 shows the
predicted and observed jet multiplicity distribution in (a)
photon + jets events and (b) QCD multijet events.
We present two �nal checks of our understanding of the

muon-tagging rate in W and Z + jets events. Figure 35
shows the predicted and observed number of W + 1 jet
+ � tag events as a function of the minimum ET of the
jet. There is good agreement. Table XXVII shows the
predicted and observed number of Z + jets + � tag events
for one, two and three or more jets. We predict that we
should see 1:41� 0:10 events and we do not see any.

b. Multijet background. Figure 36 shows the QCD
multijet background for untagged W + jets events for
one, two and three jets. This background occurs when
one jet in a multijet event is misidenti�ed as an electron,
and simultaneously the /Ecal

T 
uctuates to a large value.
This background is modeled by normalizing the fake elec-
tron + jets spectrum, which does not contain any real W
bosons, to the electron + jets spectrum for /Ecal

T
< 15

GeV.
Muon-tagged events have a worse /Ecal

T resolution than
untagged events (see Fig. 37). Figure 38 shows how the
muon tagging rate increases from its usual value when a
/Ecal
T cut is applied to fake electron + jets events. Since

the extra /Ecal
T is correlated with the muon or its as-

sociated muon-neutrino, it is predominantly parallel to
the muon � direction. This can be seen in Fig. 28,
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FIG. 33. Predicted and observed ET spectrum of tagged
jets in QCD dijet events.

FIG. 34. Jet multiplicity distribution of muon-tagged

events for (a) photon + jet events and (b) QCD multijet
events compared to the distribution predicted from untagged

events.

FIG. 35. Comparison of background predictions and data

for electron + 1 jet + muon tag events with /ET > 20 GeV as
a function of the minimum jet ET .

which shows the correlation of /Ecal
T

with the � separa-
tion of the /Ecal

T and the muon (��(�; /Ecal
T )) for the two

main background processes and for the top quark sig-
nal. Figure 28(a) provides the justi�cation for the angle-
correlated /Ecal

T cut (Eq. 8.3) as a way to reduce the QCD
multijet background.
The expected W + jets and multijet backgrounds to

e + jets + � tag are shown in Table XXV as a function
of the number of jets.

B. Muon + Jets + � Tag

1. Event Selection

The event selection criteria for muon + jets + � tag
were as follows:

� One high-pT isolated muon (tight) with

pT > 15 GeV/c (8.8)

and

j�j < 1:7: (8.9)

� Missing transverse energy:

/Ecal
T > 20 GeV; (8.10)

/ET > 20 GeV: (8.11)

For the highest pT muon:
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FIG. 36. /Ecal
T distribution of electron + jet events (solid

circles) and fake electron + jet events (open squares) for (a)

one or more jets, (b) two or more jets and (c) three or more
jets. The fake electrons are normalized to the good electrons

for /Ecal
T < 15 GeV.

FIG. 37. The /Ecal
T distribution of the fake electron + � 1

jet events with and without a � tag. Both curves are normal-

ized to unit area.

FIG. 38. Muon tagging rate as a function of the minimum

/Ecal
T cut and jet multiplicity for fake electron + jets events.
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��( /ET ; �) < 170� (8.12)

and

j��( /ET ; �)� 90�j =90� < /ET=(45 GeV): (8.13)

The �rst two of the above cuts (Eqs. 8.10{8.11) are
the same as in the untagged analysis. The last two
(Eqs. 8.12{8.13) are directional cuts speci�c to the
muon-tagged analysis. Taken together, Eqs. 8.11{
8.13 describe a graphical cut in the /ET -��( /ET ; �)
plane (see Figs. 39 and 40). The directional cuts
reduce the QCD multijet background.

� Three or more jets with

ET > 20 GeV (8.14)

and

j�j < 2:0: (8.15)

This is one fewer jet than was required in the un-
tagged mode, but with a higher minimum ET (20
GeV instead of 15 GeV). This is the same jet-
counting requirement as the e + jets + � tag anal-
ysis.

� At least one tagging muon with

pT > 4 GeV/c (8.16)

and

j�j < 1:7: (8.17)

The tagging muon was required to be non-isolated
or to have pT < 15 GeV/c.

� Inconsistent with Z(! ��) + jets hypothesis with
P (�2) < 0:01. (see section VIII B 3).

Table XXVIII shows the the number of surviving
events for various jet multiplicities.

2. Expected t�t signal

The t�t e�ciency of the above cuts was calculated by
simulating t�t ! � + jets + � tag using the ISAJET
Monte Carlo program with detector simulation using the
D�GEANT program. The e�ciency times branching
fraction and the expected number of t�t events are shown
in Table XXIX.

FIG. 39. The correlation of the angle �� between the total

/ET and the highest pT muon with the total /ET for multijet

events having a non-isolated high-pT muon (a) without and
(b) with an additional tagging muon.

TABLE XXIX. E�ciency � branching fraction and pre-
dicted event yields for t�t ! �+ jets + � tag (analysis II) for

several top quark masses.

mt (GeV/c
2) ��B�+jets (%) Npred in 9.8 pb�1

140 0:4� 0:1 0:7� 0:2

160 0:5� 0:1 0:4� 0:1
180 0:7� 0:1 0:3� 0:1

200 0:8� 0:2 0:2� 0:1
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TABLE XXVIII. Number of observed � + jets + � tag events in 9:8�1:2 pb�1 of data as a function of the minimumnumber

of jets, and the expected background. The signal bin is three or more jets.

Number of jets Number of events in 9.8 pb�1

Observed Expected Background
W + jets Z + jets Multijet Total

� 1 5 1:7� 0:1 0:5� 0:4 0:7� 0:1 2:9� 0:5

� 2 3 0:6� 0:1 0:2� 0:2 0:3� 0:1 1:1� 0:3
� 3 2 0:2� 0:1 0:1� 0:1 0:1� 0:1 0:4� 0:1

� 4 1 0:1� 0:1 0:02� 0:02 < 0:02 0:1� 0:1

FIG. 40. The correlation of the angle �� between the total

/ET and the highest pT muon with the total /ET for simulated
W + jets and t�t events (mt = 160 GeV/c2). The luminosities

of the two samples are 80 pb�1 and 3240 pb�1 respectively.

3. Backgrounds

The main backgrounds to t�t ! � + jets + � tag are
(a) W + jets, (b) Z(! ��) + jets, and (c) QCD multijet
production.

a. W + jets background. As was the case with e +
jets + � tag, the largest background is from W + jets
production. The W + jets background was calculated
by multiplying the measured rate of untagged W + jets
by the measured jet-tagging rates (Fig. 32), exactly as
was done for e + jets + � tag. An upward correction to
the trigger e�ciency was made to account for the fact
that the tagging muon may satisfy the muon trigger.
Because of the muon trigger pT threshold (nominally 8
GeV/c), tagging muons have a lower trigger e�ciency
than high-pT muons. Nevertheless, the presence of the
tagging muon increased the muon trigger e�ciency from
53% to 70%, or a relative increase of 32%. The tagging
muon trigger e�ciency was measured using non-muon-
trigger jet data. The predicted background, based on
seven W + 3 jet events is 0:20� 0:08 events.

b. Z + jets background. In the process Z(! ��)+jets
where both muons are detected, there is approximately
a 30% chance that one of the two muons will satisfy the
criteria for tagging muons. If only the high-pT muon,
/ET , jet and tagging muon cuts are applied, the pre-
dicted background from Z(! ��)+jets is relatively high
(0:23 � 0:07 events). Additional rejection was obtained
from the last cut listed in section VIII B 1, which was
to require that the event as a whole was inconsistent
with the Z(! ��) + jets hypothesis. This cut was based
on a constrained chisquare �t of the entire event to the
Z(! ��) + jets hypothesis using known detector resolu-
tions. The constraints were overall pT balance between
the two muons and the rest of the event (as determined
by /Ecal

T
) and m�� = mZ . We required the chisquare

probability P (�2) to be less than 0.01. Figure 41 shows
the P (�2) distribution for (a) simulated t�t! �+jets+�
tag events and (b) simulated Z(! ��)+ � 3 jet events.
Figure 42 shows the P (�2) distributions for simulated
Z ! �� events and Z ! �� events observed in data.
Ideally the P (�2) distribution should be 
at for Z ! ��
events and strongly peaked near P (�2) = 0 for top quark
events. In fact, Z ! �� events also have a peak near
P (�2) = 0 due to non-Gaussian tails in the resolution
function and backgrounds. The rejection factor of the
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FIG. 41. The �2 probability distribution for (a) simulated
t�t ! �+jets + �-tag events (mt = 160 GeV/c2) and (b)

simulated Z(! ��) + 3 jet events.

cut P (�2) < 0:01 measured from data (Fig. 42(b)) is
2:8 � 0:8 (statistical errors). The di�erent rejection in
data and Monte Carlo is used as a measure of the sys-
tematic error of the P (�2) cut, giving a background from
Z(! ��) + jets of 0:08� 0:03(stat:)� 0:05(syst:) events.

c. Multijet background. The QCD multijet back-
ground to � + jets + � tag occurs when multijet events
are produced that contain two muons from the sources
that normally give rise to tagging muons (i.e. b=c de-
cay and �=K decay). Due to 
uctuations, such as an
accompanying jet having very low energy, one of the two
muons satis�es the criteria for a high-pT isolated muon.
The fact that one muon passes a relatively high pT cut of
15 GeV/c ensures that this background is in fact mostly
b�b + jets (see Fig. 29(a)). This process has been stud-
ied using a control sample of events that satisfy all event
selection cuts, except that the high-pT muon fails the iso-
lation cut. The /ET resolution of these events is strongly
correlated with the direction of the muons, and especially
with the high-pT muon. Figure 39 shows scatter plots
of the � separation between /ET and the high-pT muon
(��(�; /ET )) versus /ET for multijet events containing a
high-pT non-isolated muon, with and without an addi-

FIG. 42. The �2 probability distributions for (a) simulated
Z ! �� events and (b) data Z ! �� events.
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tional tagging muon. The contour generated by the three
/ET cuts (Eqs. 8.11{8.13) is also shown. This �gure is the
justi�cation of this set of cuts. Figure 40 shows the same
distribution for simulated W + jets + � tag and t�t! �
+ jets + � tag. The expected multijet background to the
� + jets + � tag top quark signal was calculated from the
number of untagged, non-isolated � + 3 jet events satis-
fying all other relevant cuts. The observed rate for these
events was multiplied by the measured muon isolation
probability for muons in � + jets events of (6:5� 0:4)%
and the calculated tagging probability for the second b

quark of (5:1 � 0:7)%. As with the W + jets + � tag
background, there is also an upward correction of the
trigger e�ciency by 32% from the presence of a second
muon.
The methodology for calculating the QCD multijet

background was tested using events that passed all � +
jets + � tag selection criteria except for the /ET cuts.
There is good agreement between the low- /ET � + jets
+ � tag data and the expected background (see Ta-
ble XXX).
The expected background from all sources and the

number of events observed in the data are shown in Ta-
ble XXVIII.

C. Summary

As part of the high mass top quark analysis (analy-
sis II), we have searched for events with one high pT
isolated lepton (e or �), /ET , three or more jets and a
tagging muon. Figure 43 shows the number of events for
e and � combined, and the expected backgrounds. The
�nal sample contains four events with an expected back-
ground of 1:0�0:2 events. Of the four events, two would
have satis�ed the untagged single-lepton event selection
described in section VII (analysis II) in the absence of a
tagging muon.

FIG. 43. Observed lepton + jets + � tag events (solid cir-

cles) and expected backgrounds (open points) as a function
of the minimum number of jets.

IX. CROSS SECTIONS AND MASS LIMITS

The results from analysis I [8], based on four channels,
are summarized in Table XXXI. The expected number
of events, < N >, is calculated using the theoretical top
cross section multiplied by the e�ciency, branching frac-
tion, and luminosity for each channel. Also included is
the number of observed events and expected background
for each channel. Adding all four channels together,
there are three observed events with an expected back-
ground of 5:4 � 1:4 events. We set an upper limit on
the top cross section without subtracting the expected
background from the number of observed events. The
95% con�dence level (CL) upper limit on the cross sec-
tion is obtained by convoluting a Poisson probability for
the number of observed events, with Gaussian distribu-
tions for the uncertainties in luminosity and e�ciency as
a function of the top mass (mt). Figure 44 shows the re-
sulting 95% CL upper limit curve for the t�t cross section
as a function of mt. The intersection of this curve with
the predicted t�t cross section lower bound [21] yields a
lower limit on mt of 128 GeV=c2. This is slightly lower
than the limit of 131 GeV=c2 published earlier as a result
of a recalibration of the integrated luminosity [9].
Table XXXII summarizes the results of the analysis

II for all seven channels used. The channel �� + jets
is included in the high mass analysis and the e + jets
and � + jets channels with and without �-tag are now
treated as separate channels. In analysis I the signal to
background ratio was one to one when the top mass is 150
GeV=c2 while for analysis II that ratio is one to one, with
comparable acceptance, for a top mass of 170 GeV=c2.
Adding all channels together, there are nine observed

events with an expected background of 3:8� 0:9 events.
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TABLE XXX. Test of � + jets + � tag QCD multijet background calculation as a function of inclusive jet multiplicity using
low- /ET � + jets + � tag events. The columns for the W and Z backgrounds are taken from Monte Carlo predictions. The

column for the multijet background was calculated from data by the method described in the text.

Number of jets Background Events Data
W + jets Z + jets Multijet Total Events

� 1 1:6� 0:3 6� 2 34� 7 42� 8 44

� 2 1:1� 0:4 1:6� 0:3 6:3� 1:0 9� 1 15
� 3 0:2� 0:1 0:4� 0:2 0:8� 0:2 1:4� 0:3 5

TABLE XXXI. E�ciency � branching fraction ("�B), expected number of events (hNi) for signal [21] (errors do not include
the �t�t theoretical uncertainty) and background sources for the observed integrated luminosity (

R
Ldt), and number of events

observed in the data, for analysis I.

mt (GeV=c
2) e� ee e+ jets �+ jets ALL

"�B(%) 0:39� 0:10 0:16� 0:02 0:28� 0:08 0:15� 0:07

90 hNi 9:4� 2:6 4:0� 0:8 6:8� 2:1 2:7� 1:3 22:9� 3:6

"�B(%) 0:46� 0:11 0:20� 0:03 0:44� 0:12 0:19� 0:08

100 hNi 6:3� 1:7 2:8� 0:5 6:0� 1:8 1:9� 0:9 17:0� 2:7

"�B(%) 0:49� 0:12 0:26� 0:04 1:13� 0:22 0:61� 0:20

120 hNi 2:6� 0:7 1:4� 0:3 5:9� 1:3 2:4� 0:8 12:3� 1:7

"�B(%) 0:54� 0:13 0:28� 0:04 1:45� 0:19 0:90� 0:27

140 hNi 1:2� 0:3 0:6� 0:1 3:3� 0:6 1:6� 0:5 6:7� 0:8

"�B(%) 0:56� 0:14 0:29� 0:04 1:69� 0:18 0:85� 0:24

160 hNi 0:6� 0:2 0:3� 0:1 1:9� 0:3 0:7� 0:2 3:5� 0:4

Physics Background 0:5� 0:2 0:2� 0:1 2:1� 1:1 1:1� 0:7 3:9� 1:3

Fake Background 0:6� 0:3 0:3� 0:1 0:3� 0:3 0:3� 0:1 1:5� 0:4

Total Background 1:1� 0:4 0:5� 0:2 2:4� 1:3 1:4� 0:9 5:4� 1:4R
Ldt (pb�1) 13:5� 1:6 13:5� 1:6 13:5� 1:6 9:8� 1:2

Data 1 1 1 0 3
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FIG. 44. 95% con�dence level on �t�t as function of top
mass from low mass analysis. Also shown are central (dotted

line), high and low (dashed lines) theoretical cross section

curves [21].

In the absence of top, we calculate the probability of an
upward 
uctuation of the background to nine or more
events to be 2.7%.
The t�t cross section for top quark masses of 140,

160, 180 and 200 GeV=c2 uses the results given in Ta-
ble XXXII. Assuming that the observed excess is due to
t�t production, we calculated the top cross section accord-
ing to the equation �t�t =

P7
i=1 (Ni � Bi)=

P7
i=1 "iBiLi,

where Ni is the number of observed events for decay chan-
nel i, Bi is the expected background, "i is the detection
e�ciency for a particular mass top, Bi is the branching
fraction and Li is the integrated luminosity. The results
are given in Table XXXIII and plotted in Figure 45.

TABLE XXXIII. t�t theoretical [21] and measured cross

section for top quark masses of 140, 160, 180 and 200 GeV=c2

assuming the observed excess is due to t�t production

mt theoretical measured
(GeV=c2) �t�t (pb) �t�t (pb)

140 16.9 11:5� 7:1

160 8.16 9:2� 5:7

180 4.21 8:2� 5:1

200 2.26 7:4� 4:6
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FIG. 45. Measured t�t production cross section ( solid line,

shaded band = one standard deviation error) as a function

of top mass hypothesis. Also shown are central (dotted
line), high and low (dashed lines) theoretical cross section

curves [21].

X. CONCLUSIONS

We have searched for production of t�t pairs in p�p col-
lisions at

p
s = 1:8 TeV assuming the Standard Model

prediction that for top quark masses above the W mass
top quarks decay 100% of the time to aW and a b quark.
The data were analyzed in two di�erent ways. One way
aimed at setting a minimum mass for the top quark, and
the second at searching for a possible signal from top
quarks with masses in the region mt =140{200 GeV=c

2.
The �rst analysis used four di�erent channels. Two

channels required at least two isolated high pT leptons
(e� or ee) indicating leptonic decays for both W bosons,
and at least one additional jet. The other two channels
required at least one isolated lepton (e or �) indicating
one W decaying leptonically, and at least four jets, in-
dicating a W decaying hadronically and two additional
jets. A total of three events was found and the expected
background (predicted from Monte Carlo) was 5:4� 1:4.
Assuming all the observed events to be from t�t produc-
tion we set a lower limit on the top mass of 128 GeV=c2,
slightly lower than previously published [8] as a result of
a recalibration of the integrated luminosity [9].
A second analysis of these data optimized the event

selection for high top masses by lowering the background
while increasing the overall acceptance in the region mt=
140{200 GeV=c2. It included an additional �nal state in
the dilepton channels (��) and the use use of �-tagging
or the HT variable in the lepton + jets channels. A total
of 9 events was observed with an expected background of
3:8� 0:9 events. Unlike the �rst analysis the estimation
of background was based mostly on the data itself.
The event observed in the e� channel is exceptional in

that its kinematic characteristics (see Appendix) rule out
the possibility of it being a Z ! �� , the largest physics
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TABLE XXXII. E�ciency � branching fraction ("�B) and the expected number of events (hNi) in the seven channels, based
on the central theoretical t�t production cross section of Ref. [21], for four top masses. Also given is the expected background,

integrated luminosity, and the number of observed events in each channel for analysis II.

mt (GeV/c
2) e�+ jets ee+ jets �� + jets e+ jets �+ jets e+ jets=� �+ jets=� ALL

" �B(%) 0:31� 0:04 0:18� 0:02 0:15� 0:02 1:1� 0:3 0:8� 0:2 0:6� 0:2 0:4� 0:1
140 hNi 0:72� 0:12 0:41� 0:07 0:25� 0:04 2:5� 0:7 1:3� 0:4 1:4� 0:5 0:7� 0:2 7:2� 1:3

" �B(%) 0:36� 0:05 0:20� 0:03 0:15� 0:02 1:5� 0:3 1:1� 0:3 0:9� 0:2 0:5� 0:1
160 hNi 0:40� 0:08 0:22� 0:04 0:12� 0:02 1:7� 0:5 0:9� 0:3 1:0� 0:3 0:4� 0:1 4:7� 0:8

" �B(%) 0:39� 0:05 0:21� 0:03 0:14� 0:02 1:6� 0:3 1:1� 0:3 1:1� 0:2 0:7� 0:1
180 hNi 0:23� 0:04 0:12� 0:02 0:06� 0:01 0:9� 0:3 0:5� 0:1 0:6� 0:1 0:3� 0:1 2:7� 0:4

" �B(%) 0:40� 0:05 0:30� 0:04 0:14� 0:02 1:8� 0:4 1:3� 0:3 1:4� 0:1 0:8� 0:2
200 hNi 0:12� 0:02 0:09� 0:02 0:03� 0:01 0:5� 0:1 0:3� 0:1 0:4� 0:1 0:2� 0:1 1:7� 0:3

Background 0:27� 0:14 0:15� 0:11 0:33� 0:06 1:3� 0:7 0:7� 0:5 0:6� 0:2 0:4� 0:1 3:8� 0:9R
Ldt (pb�1) 13:5� 1:6 13:5� 1:6 9:8� 1:2 13:5� 1:6 9:8� 1:2 13:5� 1:6 9:8� 1:2

Data 1 0 0 2 2 2 2 9

background to this channel. The estimated background
for this event is 0:16� :06.
In the absence of top, we calculate the probability of

an upward 
uctuation of the total background to nine or
more events to be 2.7%. Assuming the observed excess
is due to t�t production we can calculate a cross section.
Because the acceptance varies with the top mass the cal-
culated cross section is a function of the top mass. For a
180 GeV/c

2
(160 GeV/c

2
) top mass hypothesis, the top

production cross section is 8:2�5:1 pb (9:2�5:7 pb). This
cross section is consistent with theoretical expectations
for the Standard Model top quark [21] and the obser-
vation of top quark production from D� [11] and CDF
[12]. The excess of events over background observed in
the 1992-1993 run is not su�cient to demonstrate the
existence of the top quark.
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APPENDIX A: TOP CANDIDATE EVENTS

We list in the tables parameters for the top candidate
events. The parameters given for muons correspond to
values obtained after re�tting them to an improved ver-
sion of the reconstruction program [51] with signi�cantly
better muon resolution (see section IVB) than in the
version of the reconstruction program used for the event
selection.

TABLE XXXIV. Parameters of t�t! ee+X candidate

Run 55642, Event 2662 (analysis I)

Particle ET (GeV) �

Electron 1 36:0� 1:0 �0:14
Electron 2 28:9� 0:8 0:50

Jet1 69:5� 12:1 �0:85
Jet2 17:7� 3:1 �2:52
/ET 44:6� 12:2

TABLE XXXV. Parameters of t�t! e�+X candidate.

Run 58796, Event 7338 (analyses I, II)

Particle ET (GeV) �

Muon 194:6 0:33

> 40:2 at 95% CL

Electron 98:8� 1:6 0:40

Jet1 26:1� 4:1 �0:70
Jet2 23:0� 2:4 1:10

Jet3 7:9� 1:2 1:20

/Ecal
T 120:0� 2:4

/ET 100:7

> 53:5 at 95% CL

TABLE XXXVI. Parameters of t�t! e+ jets candidates.

Run 62431, Event 788 (analysis II)

Particle ET (GeV) �

Electron 51:8� 1:8 0:98

Jet1 79:3� 15:4 �1:57
Jet2 74:5� 15:5 0:02

Jet3 33:4� 6:7 �1:81
Jet4 18:0� 4:4 �0:97
/ET 25:4� 5:9

HT 205.0

A 0.09

Run 63066, Event 13373 (analyses I, II)

Particle ET (GeV) �

Electron 51:3� 1:9 0:18

Jet1 79:5� 16:4 �0:04
Jet2 55:0� 10:9 �1:54
Jet3 31:6� 6:8 �1:16
Jet4 29:6� 7:0 0:17

Jet5 28:2� 6:3 0:99

/ET 53:2� 4:9

HT 224.0

A 0.124

TABLE XXXVII. Parameters of t�t! �+ jets candidates.

Run 61275, Event 9188 (analysis II)

Particle ET (GeV) �

Muon 12:9+2:9
�2:0 �1:35

Jet1 57:1� 12:2 �0:31
Jet2 38:5� 8:1 1:09

Jet3 29:7� 7:0 �0:42
Jet4 25:5� 6:3 0:07

Jet5 22:9� 5:7 0:27

/ET ( /Ecal
T ) 52:4+6:4

�6:1 (49:9� 5:8)

HT 173.7

A 0.120

Run 63740, Event 14197 (analysis II)

Particle ET (GeV) �

Muon 23:8+5:3
�3:7 �0:43

Jet1 103:4� 20:5 0:73

Jet2 68:1� 14:2 �0:37
Jet3 61:4� 12:9 0:44

Jet4 41:1� 8:9 0:74

/ET ( /Ecal
T ) 55:1+8:5

�7:7 (34:8� 6:7)

HT 274.0

A 0.08
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TABLE XXXVIII. Parameters of t�t ! e + jets + �-tag
candidates.

Run 57144, Event 15138 (analysis II)

Particle ET (GeV) �

Electron 50:1� 1:7 �1:40
Jet1 95:7� 18:9 0:92

Jet2 83:1� 16:5 1:02

Jet3 38:4� 8:7 0:36

Jet4 19:2� 5:5 2:32

Jet5 13:1� 4:0 0:90

Muon 4:8+0:7
�0:5 1:00

/ET ( /Ecal
T ) 91:1� 11:0 (86:4� 10:0)

Run 62199, Event 13305 (analysis II)

Particle ET (GeV) �

Electron 65:3� 2:2 1:14

Jet1 79:3� 16:2 �0:49
Jet2 71:9� 15:0 0:76

Jet3 46:6� 10:2 0:41

Jet4 30:6� 6:6 1:23

Jet5 13:4� 4:0 2:67

Muon 16:3+3:2
�2:3 :02

/ET ( /Ecal
T ) 26:6+6:4

�6:0 (23:0� 5:5)

TABLE XXXIX. Parameters of t�t! �+ jets + �-tag can-

didates.

Run 58192, Event 137 (analysis II)

Particle ET (GeV) �

Muon 78:9+33:3
�18:1 �0:09

Jet1 134:3� 26:3 0:60

Jet2 40:3� 8:6 1:00

Jet3 36:6� 8:4 �0:27
Jet4 35:5� 7:3 �1:50
Muon 9:2+1:7

�1:3 0:97

/ET ( /Ecal
T ) 75:6+34:

�20: (138:8� 6:3)

Run 58203, Event 4980 (analysis II)

Particle ET (GeV) �

Muon 83:0+41:8
�20:8 0:56

Jet1 111:9� 22:4 0:13

Jet2 36:2� 8:3 0:29

Jet3 33:8� 7:1 1:26

Jet4 18:4� 4:6 �0:70
Muon 7:4+1:2

�0:9 0:22

/ET ( /Ecal
T ) 38:0+42:2

�21:0 (109:9� 5:7)
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