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Abstract 

We present a study of W~multijet events that compares the kincm&cr of the 

observed ewnts with expectations from direct QCD W-jet production and from pro. 

ductioo and decay of top quark pairs. The data were collected in the 1992.93 run with 

the Collider Detector at Fermilab (CDF) from 19.3 pb-’ of proton-antiproton collisions 

at fi = I.8 TeV. A Wt 2 2 jet sample and a W+ > 3 jet sample are selected with 

the requirement that at least the two or three jets have energy transycrsc with respect 

to the beam axis in excess of 20 CeV. The jet energy distributions for the W+ 2 2 jet 

sample agree well with the predictions ofdixect QCD W production. From the W+ > 3 

jet events, a “signal sample” with an improved ratio of d to QCD produced W events is 

selected by requiring each jet to be emitted centrally in the event center of mau frame. 

This sample contains 14 events with unusually hud jet .& distributions not well de- 

scribed by expectations for jets from direct QCD W production and other background 

processes. Using expected jet & dintributionr, a relative likelihood ic defined and used 

to determine if an event ic more cotitent with the decay of tf pairs, with Mt, = 170 

CeV/c2, than with direct QCD W production. Eiiht of the 14 s&ml sample events 

are found to be more consistent with top than direct QCD W production, while only 

1.7 such top-like events are expected in the absence of ti The probability that the ob- 

servation is due to an upward fluctuation of the number of background cwtta is found 

to be 0.8%. The robustneu of the result ‘1” tcrted by “UyiD8 the cuta defining the 

signal sample, and the largest probability for such a Bncination found wu 1.9% Good 

agreement in the jet spectra is obtained ifjet production from tipair decays is included. 

For those events kinematidy more coluiatcnt with ti we And evidence for a &quark 

content in thdr jets to the extent expected from top decay, and luger than expected 

for backgonnd pwxsses. For events with four or more jets, the discrepancy with the 

predicted jet energy distributiona from direct QCD W production, and the associated 

exeu of &quark content ir more prononzkced. 
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1 Introduction 

Recently CDF presented evidence for top quark pair production, both via the observation 

of events with two high PT leptons and via the observation of events with a W, 3 or more jets, 

and a jet tagged as a 6 quark [l]. In that analysis the distributions of specific krnematrc 

parameters of the events, such as jet energies and angles, were not used to discriminate 

between signal and background. It is of interest to search for evidence of top quark pair 

production based on this event stmcture and to determine whether one can select a top 

quark enriched sample of events with suitable cuts on kinematic variables. 

The main background to tc production comes from higher order QCD production 

of quarks and gluons in association with direct W production. Recent experiments have 

indicated that the top quark mass is larger than of order 130 GeV/cZ [l] [Zj [3]. For such a 

heavy top quark it is difficult to distinguish the signal from the background based on the 

properties of the W. H&ever, the jets in ti events have higher energies on average than 

those accompanying the W in direct W production, and are expected to be produced at 

larger angler relative to the beam direction. In this paper we separate ti events where one 

of the W’s decays leptonically and the other hadronic.sUy (ti + W+b + W-6 - Iv6 7 qq6) 

by exploiting these properties. 

The paper is organized aa follows. Section 2 describer the analysis cuts used to define 

the W+ jet sample. Section 3 give1 a brief comparison of the kinematics of directly produced 

Wf jet events and of W+ jet events from top quark decay, and explains the analysis 

strategy. Section 4 summa&es nvious comparisons of QCD Monte Carlo predictions which 

successfuLly fit experimental meeJurements in procernes where a top quark contribution 

can be neglected. Kinematic f+urcs of our W+ 2 3 jet data sample are compared to 

background and to top quark prediction in Section 5. This comparison shows evidence for a 

top quark-like component in the data. Section 6 combiner thin rewlt with the independent 

information obtained from the algorithm which provide identification of b quarks in the 

events. In Section 7, ZU an additional test, we look for an excesl of W + 4 jet events in the 

top quark candidate ample. The conclusiona are presented in Section 8. 
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2 Data Selection 

This analysis is based on 19.3 pb-’ of data from 1.6 TeV pi? c&rions taken with the 

CDF detector during the 1992-1993 Tevatron run. The CDF detector is described in detail 

elsewhere :1],[4],[53. For this run, the tracking system was upgraded with a high precision 

silicon vertex detector (SVX) [5!), and the muon detector was improved at preudorapid- 

ity [6] /q1<0.6 by adding an absorber of 0.6 m of steel followed by driit chambers. In 

addition, the coverage of the central muon detector was extended to the region of pseudora- 

pidity 0.6 < lqj c 1.0 (over about 2/3 of the azimuth) with drift chambers and scintillation 

counters, The transverse momentum PT, defined as PI = Psin 0, is the projection of the ob- 

served momentum(P) onto the plane transverse to the beam ais. Similarly, the transverse 

energy is defined as: ET= EninB, where E is the energy measured in the calorimeter. The 

identification and measurement of isolated, high-PT electrons and muons, the measuremqnt 

of the missing ET (E,) indicative of neutrinos in the events, the jet clustering algorithm, 

and the jet energy corrections are discussed in Ref. [I],[71 and [8]. 

A sample of W 4 ev(/.w) candidate events wea selected with the requirement that 

E$>20 GeV (P’;>20 GeV/c) and &>25 GeV. In addition, the transverse mass, defmed 

-aa MT = [2E~~,(l-cosA~)]‘~* (where A4 is the difference in azimuthal angle between the 

missing energy direction and the lepton), wan required to be larger than 40 GeV/c*. The 

jets are reconstructed with a cone size R = J Aa + A$ = 0.4 (where Aip is the cone 

half-width in azimuth and Aq is the cone half-width in pseudorapidity). The jet energies 

are corrected by a rapidity and energy dependent factor which accounts for calorimeter non- 

linearity and reduced response at detector boundaries 171, [8]. In addition to these detector 

effects, a correction is also made for energy which is radiated out of the jet reconstruction 

cone. The $= is calculated after correcting the jet energier. In order to allow for a clean 

separation of jeta kom each other and to facilitate the comparison of energy distributions 

with theoretical expectations, the centroids of the three leading jets are required to be sep 

arated from each other by AR 2 0.7. 

Backgrounds from Z decay, DreU Yan production of dileptons, and possible t? events 
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in which both W’S decay leptonically are removed by rejecting events with an addition4 

isolated trade with PT > 15 GeV/c in the central tradriag system that is not usociated with 

the primary lepton. Tracks are defined as isolated when the tota trrmsverse momentum of 

the charged tracks (other than the track in question) in a cone of radius R = 0.4 centered 

on the track is less than 0.1 times the PT of the track. .i study of a QCD multijet sample 

has shown that fewer than 1% of jets with &(jet) > 20 GeV are rejected by this cut :9j. 

An additional Z removal algorithm eliminates events with an oppositely-charged dilepron 

(ee or /r/r) invariant mass in the range 70 to 110 GeV/$. 

A sample of W+ 2 2 jets with the two leading jets having &Get) > 20 GeV and 

i?(jet)l < 2 is selected, where the ti contribution is expected to be relatively small. This 

sample is studied in order to check whether the energy spectra of the leading jets agree with 

QCD prediction for direct W+ jet production. The search for a ti component is performed 

in the subsample with 2 3 such jets. 

The primary dXerenccs in event selection between thin analyaia and the analysis of 

W+ 2 3 jets performed in Ref. [l] are that (1) corrections to jet energy and $+ are made 

prior to event selection, (2) the jets are explicitly required to be separated by AR > 0.7, 

(3) a cut is added on the transverse -I, and (4) the rejection of events with an additional 

isolated track ia included. These changes are made to simplify the comparison of observed 

jet energies with theoretical predictions for direct W+ jet production and to reduce back- 

ground tram non-W sourcc~. 

The fraction of all d events that should fall into our Wf 2 3 jet sample is deter- 

mined &cm the HERWIG pg + tf Monte Carlo program and the CDF detector simulation. 

Corrections to the acceptance for trigger ine&.iemies and differences in lepton identifica- 

tion between data and Monte Carlo simulation UC identical to those described in Ref. [l]. 

For this analysis we find that the top quark acceptance ranges from 2.7f0.2% at &,,=150 

GeV/c* to 3.0f0.2% at I&+= 190 GcV/cZ. The number of &events expected in the W+ > 3 

jet sample using the Standard Model top quark production crow section from Ref. [lo] is 

about 7 for M, = 1’10 GeV/cl. Uiing the cross section from Ref. [I] we expect l&7?::: 



events. We observe a tocal of 49 events, 25 of them being in common with the 52 W- 2 3 

jet event SUTIPL~ of Ref. [I:. For top quark events the two Sets of cuts make little difference: 

about 90% of ail top quark events contained in the sample of 49 events will also show up 

in the sample of 52. QCD Wt jet events often will be close to the jet ET cuts. Therefore 

only approximately 67% of QCD events from the sample of 49 will also be found under the 

cuts of the sample of 52. If we assume that all 49 events are from QCD, then we expect an 

overlap of approximately 33 events to be compared to the observed overlap of 25 events. 

3 W and tt Kinematics 

.Monte Carlo event samples are used to compare the distribution of several kinematic 

variables for top quark and background events. Samples of top quark events of various 

masses were generated with both ISAJET [ll] and HERWIG [12], and it was verified.that 

both Monte Carlo generators give similar results. W+ jet events were generated according 

to the lowest order matrixelements for the productioa of a W with n final state partons. The 

complete sets of matrix elements at tree level have been determined for n = O,l, 2,3,4 and 

are implemented in the program VECBOS [13]. To avoid i&Ted divergences which would 

- occur at smell angles and small PT, cuts are applied in the l vmt generation that require PT 

(parton) > 10 GeV/c, jr) (puton)/ < 3.5, and AR (parton-parton) > 0.4. Unless otherwise 

noted, Q*= Mb has been used for the a, scale and the structure functions; this choice 

yields the hardest jet energy spectrum of a number of Q* scaler considered. Tao different 

techniques are used to transform the partons produced by VFCBOS into hadrons and jets, 

which ~AII then be processed through the CDF detector simulation. One method employs 

a Field and Feyoman fragmentation function [14] (“SETPRT”), tuned to reproduce the 

features of observed inclusive QCD jets. The other (“EBRPRT” [15]) uses part of the QCD 

shower evolution Monte Carlo HERWIG. Lo this case the events generated by VECBOS 

are assigned an appropriate flavour and colour configuration, and are processed through 

the HERPRT initial and final state evolution program. Unless otherwise noted, the results 

presented here will use the HERWIG approach. The Monte Carlo events have then been 
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(a) QCD cb) Top 

Figure 1: $d’u / d&-&T3 for (a) QCD W+ 3 jet and (b) top quark (MI, = 170 GeV/c2) 
Monte Carlo events. 

processed through a full simulation of the CDF detector and reconstructed in the same 

manner as the data. 

The choice of suitable kinematic parameters to diatinguiah top quark events from 

background is prerently the subject of considerable work. The DO collaboration has used 

event aplanarity and the scalar rum of the jet transverse energies [2]. CDF har studied these 

varlablea M well aa other parameters involving combinationa of jet energler and angles [16]. 

Work ie presently in progress to identify which parametera provide optimal information. In 

this study we have focused then analysis on jet transverse energies and polar angles. Our 

studies have indicated that there variables are among the most powerful at separating top 

quark signal from direct WV+ jet background. 

Jets are ordered in ET with jetI having the highest energy-, .&I. It was found that 

the .&2 or &a variables are better discrimin ant between QCD background and top quark 

events than ET,. A qualitative indication of the reparation that can be obtained between ti 
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and direct WA jet production on the basis of ETA, .ET~ is shown in Figure I, which presents 

the predicted density $dZaidET2dET3 of W+ 2 3 jet and ti events (Mt, = 170 GeV/c?). 

The distributions are different for heavy top quark and background events, with ti events 

characterized by higher ET jets. 

Selection of events based on the presence and energy of a fourth jet is aiso predicted 

to be a good discriminant between ti and direct W production. However, in this analysis 

we do not require a fourth jet. This is done in order to minimize: (a) uncertainties in the 

theoretical calculation of the ET, spectrum in ti events with accompanying gluon radiation, 

(b) the uncertainty in the reconstruction efficiency and in the energy measurement of low 

energy jets. The presence of a fourth jet willlater be examined in this paper as an indication 

of whether top quark is present. 

Another variable which can discriminate between W+ jets and tT is 1 cos0’~ [17!, 

where 8’ is the angle between a jet and the incident proton direction in the center of mats 

of the hard subprocera. The component of the hard subprocess center of mam velocity 

along the beam direction is calculated using the four-momenta of the W and all jets with 

ET > 15 GeV. Jets are included down to this relatively low energy in order to reconstruct 

the laboratory velocity of the initial state subprocers as well aa possible. In calculating 

the W 4-momentum, the longitudinal component of the neutrino cannot be determined 

unambiguously and for simplicity is taken to be zero. The expected distribution of the jets 

as a function of 1 cosP~,.,, the ma&mm of IcosP(jet;)l, i=1,2,3 is shown in Figure 2(a). 

The inclusive jet distribution for direct W event8 is peaked in the forward direction while 

that for top quark events il more central. Aa in Ref. [l], jetI, jet2 and jet3 are required to 

have I~(&)\ < 2. The (coaB*I distribution after this cut is shorn in Figure Z(b). After the 

Iq(jet)l < 2 cut, our studier indicate that a ) cos0’) cut still improves the signal/background 

ratio. It also allows one to detine a background dapleted “signal sample” u those events 

in which each of the three leading jets satides ) eos 8’1 < 0.7, and a background enriched 

“control sample” which contains ail events in which at 1-t one of the jets hm 1 COI 8’1 > 0.7. 

The Monte Carlo predictions show that the /co68’I cut generates a harder jet ET distribution 
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and (b) a&r applying the cut on iv(jeta)l < 2. The distributions are normalized to unit 
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for top quark production, while for direct WC jet production it luver the ET distributions 

essentially unaffected. Therefore an analysis which attempts to sepuate top quark front 

background bared on the shape of the Er distributions can be expected to becomrmore 

discriminating titer applying the ices 8’1 cut, 

Using the Standard Modei ti cross section from Ref. [lo] we expect approximately 6 

events in the rignai sample and 7 in the control runple for a top quark mass of 150 GeV/c*, 

while for a top quark mass of 190 GeV/c* we expect approximately two events each in the 

rig& and control samples. Assuming the top qrurk production cross section from Ref. :I], 

the number of top quark evmta expected for % = 170 GeV/c2 is 7.72:: in the signal 

sample and O.OI::: in the control sample. The signal utnple contairu 14 events and the 

control sample 35 l vants. Therefore ia the signal umpla a signai/background of the order 

of 1 can be expectad, while in tha control sample this ratio would be naariy thrr times 

4 Reiiability of W+ Multijet Predictions 

In subsequent sections a detailed comparison is ma& for the observed jet energy dir. 

tributions for events that contain a W aad 2 3 jets with the predictiona of QCD direct 

production of W and jets (as impIemented in the VBCBOS program). It is therefore hn- 

portant to investigate to what extmt these predictiona are r&able. Previously CDF has 

compamd the crom section for W +n jet prodwtion (n 5 4) with QCD predictions [lg] and 

found good agreemmt. In addithm, the jat energy distributions and rapidities for W + 1 jet 

md W + 2 jets show good atpawnt with the QCD c&uIations [lg]. The UA2 coilahora- 

tion at CERN hm eamined the truuverse energy distribntions for mdtijet events with up 

to rix 5nal stata partons and found good m [19] with upctations horn QCD. CDF 

hu also found exceiIent agreemmt bctwwn obsa-mtion and QCD predictions for inclusive 

dirtributiolu in 3 and 4 jet data sampies [fl[E]. Althongh tha UA2 comparison and the CDF 

multijet comparison involve a different set of mat& elements than for jets associated to W 

production, they demonstrate that in tams of jet detection and reconstruction, excellent 
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agreement is obtained between observations and theory for event, contai&g ., mrmy b( 
ci 

four jeta. 

.I good test is provided by the CDF WC 2 2 jet data sample, which hu rektiv+ 
2 

high statistics, is kinematically similar to the WC > 3 jet sample, and ha a rehtively rd 

fractional contribution from top quuk. 

The pngulu distributions of tits ad VECBOS events are compared in Fiyre 3 in 

terms of the variable I ~0.8’ lmoI, which ir here the nurimum Of IcorP(jet,)l, i=i,Z. As for 

the W+ > 3 jet sample, a cut on the jet rapidity wu applied u Iq(Jet)l < 2. Tke Monte 

Culo prediction is notied to the datr The l m is excellent. The I+, end ET~ 

distributions of these R’+ > 2 jet l vent# UC compued to VFCBOS predictions in Figure 4 

under the rquiranaa that both jets hare Icor6’1 < 0.7. The Monte Culo prediction is 

norm&cd to the data. The confidcncc Ietnl of the llkelibood that the data M consistent 

with Monte Carlo predictiona is 55% for Fig. 4(a) and 69% for Fig. 4(b). While the 

VECBOS titian hu no phmomau logiiul pumm, the rerults do depend on the 

choice of the Q* rule ud 00. the asinimurn wpuatioa and I+ of the generued jets. Use 

of@ =c fi >‘inm8dofQ’ = h4&& yielda softer npectm. The agreement between data 

. aad predictiona is e+ly good. With the choice CJ’ =< pr >z the confIdeace level of the 

likeiihood that the &ta ue co&tent with Monte Carlo prediction, i8 62% for both the 

&I cad, &s dietributiom. Since top quwk erants UI expected to give harder jet energy 

spctm tb direct W+jet pmductio% out d&At choice, 4’ = M&, (me Section 3) is 

cmeermtive. Additional tatr on the dtirity to the 4’ SC& of IV+ > 3 jet Monte Carlo 

predictioru ue shown in the next wetion. Fltully, l tat of the pmdictiom of Jet pmduction 

u~ci~ed with vector boeou May be obttied bra the Z+ 2 3 jet# sunple, where little 

contunination h StuAard’Model tap quuk m ia crpctd De md pmdictiow 

are shorn in Figure 5. While the rt8tirtiu are limited, the 8gmmmtt is good. In the higher 

etatieticr ZC > 2 jet umph, one also flnde good agreement between data ad predictions 

for the & dirtribationr of the two la jets. 



0 0.2 0.4 0.6 0.8 I 
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Figure 3: 1 COI 8’1,., for W+ 2 2 jets showing data (pointa with error bars) end VECBOS 
W + 2 jet events (histogram). 
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5 Kinematic Analysis 

As discussed in Section 3, s signal sample of 14 events is defined by the requirement 

that the three leading jets have .cosP(jet)l < 0.7. The background enriched control sample, 

where at least one jet has ,cosP(jet)i > 0.7 contains 35 events. Figure 6 shows the ET 

distributions of the three leading jets in the signal enriched sample. Figure 7 shows the 

same distributions for the process W + 3 jets BS predicted by VECBOS and for top quark 

production modeled with the HERWIG Monte Carlo at a top quark mas.s of 170 GeV/c?. 

The distributions are normalized to unit area. The ET distributions of the data are harder 

than those expected from VECBOS. To combine the information from both ETZ and ETA, 

a discriminating function, “absolute likelihood”, is defined as follows: 

L a* +& x ,;-&I (1) 

that is, aa the product of the two di&ential transverre energy distributions each normalized 

to unit area. The & are derived from the Monte Carlo simulated distributions fitted by 

analytical functions. A Labs function can be defined for any process for which a model 

exists, in particular for QCD W+ 2 3 jets (LybtD) and top quark (Liz). The L,,b,‘s can be 

combined to define a “relative likelihood” (L,.l) for top quark versus QCD es 

LG.1 = L:z,ILiTD. 

Note that the absolute Uelihooda are not probabilities, since &z and ETJ are correlated. 

The relative likelihood allows one to compare ee+ch individual event to the expectation from 

QCD and horn top quark in terms of a single number. This “kinematic tag” provides 

a natural definition of the cut which discrimina tee events which are more top quark-like 

from events which are more QCD-like. A possible disadvantage of L,*I ic its dependence 

on M+,. In particular, a LIel which is optimized for a certain top quark mass may have 

reduced sensitivity if the actual top quark ma118 is signiiicantly different from the assumed 
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mass. we choose for our analysis MCDp = 170 GeV/?, based on the results of Ref. :I]. We 

discuss the effect of a possible different choice in Section 5.1. 

6.1 Data-Monte Carlo comparison 

Figure 8 shows a comparison of the expected and observed distributions for h(Lyb:‘) 

for the W+ > 2 jcr and W+ > 3 jet signal and control samples. In the case of W+ 2 2 

jets, the Labs is defined aa the product of the ETI and El2 distributions, since a third 

jet is not always present in the event. The Wf >_ 2 jet sample is expected to have a 

small top quark fraction. The comparison with the VECBOS prediction (Fig. 8(a)) shows 

good agreement. The W+ > 3 jet control sample data, where the QCD background is 

expected to dominate, also agree with the QCD prediction a shown in Figure S(b). In 

the W+ > 3 jet signal sample (Figure 8(c)), where a ti contribution could be present, 

VECBOS predictions and data are somewhat different. In order to check how @ificant 

this difference is we performed a Likelihood calculation, by assuming a Poisson distribution 

with mean equal to the Monte Carlo prediction for each bin. A confidence level of 19.6% is 

found for VECBOS to agree with the data of Figure 8(b), sad 2.7% for Figure B(c). The 

likelihood for Figure B(c) is amaIl enough to suggest a component in the signal sample not 

well described by VECBOS. The expectationa for HFXWIG ti events, when interpreted as 

direct W+ jet events, are shown in Figure 9 for a number of diRerent top quark masses. 

The signal sample data distribution in ln(L$tD) seen in Figure 8(c) is consistent with a 

combination of direct Wf jet eventa and of ti event6 in a wide maas range around Mt, 

= 170 GeV/cr. Figure 10(a) showa how the VFCBOS W + 3 jet events and HERWIG 

top quark eventa are distributed in relative likelihood, ln(L:‘:‘$ when the cuts of the signal 

sample are applied. The symbol L:::” indicates that Mt, = 170 &V/c2 was used to predict 

the expected ETA and ETA distributions. The two distributions are separated well enough 

to make a top quark signal visible, provided the signal/background is of order 1 as argued 

in Section 3. Figure 10(b) shows how the data events of the signal sample are distributed in 

ln(L:::‘), along with the VECBOS distribution tram Figure 10(a), normalized to the data 
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at ln(L$y’) < 0. The data are not distributed as expected from a pure QCD W+jet sample, 

and look like a superposition of ti and QCD events. 

We find 6 events with in(L::~‘) < 0 (more QCD-like) and 8 events with ln(L$O) 

> 0 (more top quark-like). If we normalize the VECBOS distribution, 76% of which is 

expected to have ln(L::I’) < 0, to the 6 events observed in that region, then we expect 

1.6g:~:~ VECBOS events with ln(L$O) > 0 compared to 8 events observed. This excess 

represents kinematic evidence for the presence of ti production. 

Although Mt, = 170 GeV/c’ tv~ assumed, the result is not sensitive to the precise 

value of .Mtop. As an example, Figure 11(a) shows the expected distributions in LII(L:::~) 

for VECBOS W-P 3 jets and HERWIG tievents if Mt, = 150 GeV/c* is assumed. The two 

samples are still well separated. The data are distributed as shown in Figure 11(b), and 

still indicate a superposition of the two processes. The results of a two-component fit to 

the ln(Li::O) distribution as s diction of M trrp and the sig&cauce of the observed excess 

at positive In(L:::“) will be examined in a later section. 

5.2 Evaluation of the statistical significance 

The probability that a background fluctuation can produce the observed excess at 

ln(L$:‘) > 0 is cd&ted born the binomial probability that given the 14 signal sample 

events, they are distributed with 8 or more eventr in the positive ln(L:::“) side. The cal- 

culation makes use of the fraction of QCD W+ jet events expected at ln(L:::“) < 0 and 

of the statistical error on the &action. For the primary result (shown in line 1 of Table I) 

VECBOS W + 3 parton production with a choice of Qz = Mb and the HERPRT fragmen- 

tation is used. In this care the probability to observe 8 or more events from a -ground 

fluctuation is 0.5%. This disagreement between observation and the VECBOS prediction 

is large enough to suggest the possibility that either VECBOS is wrong, or that there is an 

additional high ET process present in the data sample. 

Next we address systematic uncertainties in the Monte Carlo predictions. One sys- 
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r 
i % rate at ln(L::y)< 0 ~ 

L 1. HERPRT (Q2=M&) 78.2zt2.4 I 
! 2. ET scaled down 81.212.6 
~ 3. ET scaled up 74.9C2.2 
i 4. HERPRT (Q’=<PT>~) ao.4r5.5 
I 5, SETPRT (Q’=<PT>~) 61.1rt2.6 I 

6. HERPRT (Q’=M&) 
i Systematics f non-W backgrounds 78*5 

Table 1: Raction of background events at III(L:::~ ) < 0 for different predictions of the 
l.n(L:::o) shape. The predictions compare to 6 data events observed at In(L:yO) < 0 and 8 
events at In(L::i’) > 0. 

tern&tic uncertainty is the possible Merence in the energy scale of data and Monte Carlo 

events. The relative uncertainty in the jet energy scale of the calorimeter decreases with 

increasing the jet energy. These effects have been taken into account by varying Monte 

Carlo jet energies by an uncertainty from klO% at 8 GeV to zt3% at 100 GeV to account 

for detector effects, in quadrature with a &lo% uncertainty due to the assignment of ener- 

gies to partone in the presence of gluon radiation, which is the dominant uncertainty. The 

second and third lines of Table 1 show the results. The uncertainty in VECBOS due to the 

lack of higher ordu contributions can be addressed by ckmging the Q2 scde in a,. For 

.comparison with the results shown in the tist line of Table 1, the results for Q2=<P~>z 

are shown in the fourth line of Table 1. The fourth and AAh lines compare the results using 

our default fragmentation algorithm HERPRT with SETPRT (see Section 3) and ahow very 

little dxerence. 

Contributions to the event sample from background sources other than the dominant 

direct Wfjct production were studied to determine if they could explain some of the excess 

at ln(L:~‘) > 0. These additional backgrounds arc of two types. First, in the W+jet sample 

there is a &action of non-W events (e.g.: ha&mu misidentiticd U electrons or muons, or 

real leptons from b6). As in [l], the number of ruch events is estimated by extrapolating 

the number of events which pass the & &but have non-isolated leptons, to the region 

in which lepton isolation is required. When only the isolation cut ir released in the signal 

sample, no additional event enters. Following this procedure, the signal sample is estimated 
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to contain 0.0;;:: events from this source. The ln(L;:T) di Strl u mn of the non-W events is ‘b t’ 

shown in Figure 12(a) and is similar to the Monte Carlo predicted distribution of VECBOS 

events. 

A second background is WW, WZ events or single Z events with one non-identified 

decay lepton. The ISAJET Monte Carlo is used to simulate these backgrounds. The WW 

and WZ backgrounds are normalized with the next-to-leading order computations of the 

cross section from Ref. [ZO]. For the Z background the normalization is provided by the 

measured CDF Z - ee cross section 1211. The estimated number of such events in the 

signal sample is 0.9f0.3 WW events, 0.13rtO.05 WZ and 0.14’~:~ misidentified Z’r. The 

III(L$~) distribution of the dominant WW contribution is shown in Figure 12(b). Again, 

most events are at bl(L:::o) < 0, as for the QCD single W+jet background. (21i9)% of 

non-W events and (20+4)% of WW events are expected at ln(L$:o) > 0, compared with 

the (21.gi2.4)% for the W+ jet background (top line in Table 1). 

The probability that the observed excess at positive ln(L:i:“) is consistent with the 

VECBOS prediction including the effects of non-VECBOS backgrounds and the other rys- 

tematic enors discussed above is computed as follow. Non-VECBOS events are chosen 

from a Poisson distribution with the meam presented above, and are distributed at positive 

or negative ln(L::p) according to the determined &action. The remainder of the 14 events 

are taken to have the ln(L:k’)<O fraction predicted by VECBOS, which is taken to be (78 

2~ 5)s. As can be seen from Table 1 this adequately allows for the variations due to changer 

in the energy scale, Q* sale, and the statistical error. The probability is calculated via a 

Monte Carlo program that includes all the uncertainties mentioned above. The probability 

is 0.8% to observe > g events with ln(L:zo) > 0 in a sample of 14 events originating from 

direct W+ jets and non-W sources. 

We tested whether the reeults UC stable under reasonable variations in the event se- 

lection requirements for the signal sample. When we change the requirement on ET, from 

20 to 50 GeV, change the cut on co&” from 0.7 to either 0.65 or 0.75 or cblrnge the jet-jet 

separation cut from AR = 0.7 to 0.6, we get the probabilities for a statistical fluctuation 
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of a sample of non isolated leptons, with small F$; (b) Monte Carlo predicted ln(L:::“) 
distribution of WW eventn. The distributiona are normalized to unit area. 
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of 0.5%, 1.9%, 0.5% and 0.7% respectively. In the worst case the ba&uound fluctuation 

probability is 1.9%. AS an additional test, events were selected with the requirement that 

the uncorrected missing transverse energy ET”, > 20 GeV, and no cut ore the transverse 

mass of the W. This is the gelection used in Ref. ;I]. This sample has about 3 times lager 

background from fake W events due to misidentified leptons, and the neutrino transverse 

momentum for real W events is not as well determined. However, the acceptance for W 

and top quark events is 225 % larger. This resJts in a signal sample of 19 events; 11 events 

are at ln(L:::‘) < 0, 8 at ln(L$“) > 0. The probability that 2 8 events have LII(L$~) > 0 

if the events were entirely QCD background is 3.8%. 

Figure 13 shows how the 35 events of the control sample are distributed in ln(L::yO), 

together with the predictions from VECBOS and HEXWIG. The date are well described 

by the VECBOS QCD expectation. There is no statistically significant indication for an 

excess at ln(L$:‘) > 0 (whether thi s is reasonable is addressed in the next section). For 

this comparison, Q*=M& is used aa the scale for a, and structure functions. The use of 

Q2=<P~>’ would give a softer spectrum in lz~(L:‘,:~) and the number of predicted QCD 

events at ln(L::r”) > 0 would fall by 25%. 

5.3 Cross Section Calculation 

We assume here that the excess of high jet & events in the signal sample results from 

ti production and decay. The most probable numbers of d (N,,) and W (NW) events 

observed in the signal-enriched and background-enriched samples are estimated using an 

unbinned marimumlikelibood fit to the observed lu(L:km) distribution. For this fit, we use 

the ln(L::p) shapes predicted corn the HERWIG Monte Carlo program for tT events (M1, 

= 170 GeV/c’), and from th6 VECBOS Monte Carlo program for QCD W+ jet events; 

these predicted shapes are shown in Figure 10(a). The systematic uncertainties on N1, 

and the tS production cross section, gti, are estimated as a function of Mt,. The following 

effects are considered: (1) uncertainty in the jet energy scale, estimated (u described in 

Section 5.2; (2) uncertainty in the Q’ scale employed by VBCBOS to determine the jet Et 
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, j 150 GeVic’ 170 GeV/c2 190 GeV/c’ 

(1) Jet Et SC& +23% -5% 
(2) VECBOS Qz 

~ -21% -19% +22% -11% 

(3) MC stat - lepton t I 
+lO% -0% +10% -0% ClO% -0% 

j (4) ti generator 
510% *9% *9% 
*lo% C9% *lo% 

(5) non-W background ~ *2% 52% =2% 
~ (6) fitting procedure ~ zk3% ?k3% k3% 

(7) Luminosity I *3.6% 53.6% x3.6% ~ 

N,., total 
I 

~ +27% -21% +28% -17% ~24% -16% ~ 
bti total ~ ~31% -24% +33% -23% +29% -20% i 

Table 2: Individual systematic errors on gtf in the signal sample ea a function of M,,, 
are listed in rows (1) to (7). Total systematic uncertainties for borh N1, and ctZ are 
summarized in the final two rows. 

spectrum in W evento’, estimated by choosing Q* = c Pr >? rather than Qz = .M&.; (3) 

Monte Carlo statistics and uncertainty on the lepton detection efficiency; (4) choice of ti 

Monte Carlo generator (HERWIG, PYTBIA, ISAJET); (5) change of the ln(L?.,) shape due 

to variations of assumed top quark mass in the range 150 < Mt, < 190 GeV/c*; (6) the 

inclusion of non-W, WW, WZ, and misidentified 2 contributions in the likelihood fit; (7) 

uncertainty in the fitting procedure; and (8) uncertainty in data integrated luminosity (this 

enters only in the calculation of utr). The results for the signal sample are summarized in 

. -Table 2 for vti. The systematic uncertainties 011 N ’ ’ top are souls to those on btf; only the 

totals are listed in Table 2. The number of ti events is found to be N,,=6.4:::$ ?t:y and 

Nt, = 0.8$:: 2::: for the signal and control samples respectively, where the first error is 

statistical and the second error is systematic. 

The fits indlutc more ti candidate events in the signal-enriched sample than in 

the bukgroundairiched sample. The ratio of top quark events in the control sample 

to top quark events in the signal sample predicted by the Monte Carlo calculation is 1.17 

(9.0/7.7). The data At finds 0.13. However, the statistical significance of the difTerence from 

expectation, taking into account the error,, is within 1 Q. The systematic and statistical 

errors in the determination of N lop arc signi&antly larger in the control sample, due to 

the larger number of QCD W+jet events. From N1,, we calculate the corresponding tl 

‘We address the efkct of the Q’ wale on the VECBOS ln(L,:::’ ) shape only. Ahdnte rate prcdictioru 
do not ahci the likelihood procedure. 
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I 
.&~I50 GeV/c’ .Mt,=170 GeV/? &,=190 &V/c’ 

/ _ 
I 

i tt acceptance 2.7,;0.2% 2.9*0.2% 3.0&0.2% 

xtop I 
7,gy.6 cz., 

3.8 -1.6 
pjp2.s +,.s I 

-3.2 -,.I 5.6t;:; $1, I 
, 

Oti ) 15.2’8,:; “;I: pb 11.6:;:; :;:“, pb 9.6:::; :;:; pb 

Table 3: First line: tf acceptance for the signal sample. Second and third line: N,, and ti 
production cross section ctt as a function of M,,,. The furt error on each entry is the data 
statistical error; the second error on each entry is the sum in quadrature of all systematic 
errors listed in Table 2. 

cross section. This analysis is performed on the signal sample to minimize the systematic 

effects from the uncertainties in the prediction of the ln(L:~~“) shape for QCD W+jet 

events. Table 3 shows the total ti acceptance, including branching ratios, lepton detection 

efficiencies and energy scale uncertainty, as a function of the top quark mars, and the 

results for both NC, and gti. Figure 14 shows the summed ln(L:~~“) distribution for ti 

and VECBOS corresponding to the Table 3 result (with M,- = 170 GeV/c2) compared to 

the observed ln(L ii?) distribution. The cross section detamined from the signal sample 

is consistent with that found in [l] and, given the large errors, is not inconsistent with the 

value of 5.7tA:i pb predicted by the theory for I) top quark mass of 170 GeV/cZ [lo]. 

6 Identification of b jets 

Each top quark event h.w two b jeta. In contrast, direct W+ jet events contain b jets 

only at the level of * few percent [22]. In this section we use two diffaent methods to 

identify the b jets in the event (b tagging). In the fist method, the Silicon Vertex Detector 

(SVX) is ued to detect B huirons by reconstruction of seconday vatices separated in the 

plane trawase to the beam from the primay intemction vertex u & result of the long 

B ha&on lifetime. The aorithm used to reconstruct secondary vatices, “jet-vertexing”, 

and its performance are discussed extensively in Ref. [l], For top quak events, the tagging 

efficimcy (i.e the efficiency to tw at leut one jet in an evat u * b-jet, including detector 

acceptance) is expected from Monte Carlo to be 24 2 5 % in the si& sample and 19 * 5 
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Figure 14: The combined Huwig (M, = 170 GcV/cl) + VECBOS la(L:~‘) distribution 
corrcrponding to the values of Nt, found (for M, = 170 G&‘/c*) in Table 3 (dashed) 
along with the data (solid). 
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% in the controi sample. The efficiency is larger in the signal sample since more events 

fall within the fiducial acceptance of the SVX detector. From the number of top quark 

events derived from the !n(L:::O) h p s a e analysis above, 1.5I::z SVX tags are expected from 

top quark in the signal sample and 0.15:~:~~ in the control sample. The expected number 

of SVX tags if no top quark were present in the sample is computed in the same way as 

in Ref. [I]. The dominant contribution is from Wbi, WCE and mistags. The background 

estimate assumes that all the events are backgoud and uses a tag probability for each jet, 

based on jet ET, q and track multiplicity, which is derived from a study of a large sample 

of inclusive jet data jl]. This contribution is found to be 0.47 5 0.06 events in the signal 

sample and 0.83 * 0.11 events in the control sample. Note that these estimates are derived 

directly from the data and do not rely on Monte Carlo predictions. Adding the other small 

background contributions to the tags (WW, WZ, WC, 2 --t IT and non-W events, see [l]), 

the total expected number of tags assuming that the data contain no top quark events is 

0.56~~:$ in the signal sample and 1.1 f 0.2 in the control sample. In the data, 4 events 

have a SVX tag in the signal sample (3 in common with the events selected in Ref. 11:) 

sod 1 event is tagged in the control sample. The probability that the tagging rate in the 

signal sample ir consistent with the data b&g only background is about 0.4 %. On the 

other hand, the observed numbers of tagn are consistent with the mixture of top quark and 

background event8 expected from the kinematic aoalyaia. Including mistags of top quark 

events and correcting the background estimates for top quark content in the sample, a total 

of 1.9 i 1.0 tags is expected in the signal sample aud 1.2:::: iu the control sample. These 

numbers are summe& cd in Table 4, together with the probability that the observed tag 

rate ir consirtent with the respective expectation. 

As discusred in Ref. [l], b jeta can alao be identified by the presence of an electron 

or muon Erom remileptonic B dtcsy. For this “So!? Lepton Tag” algorithm (SLT), the top 

quark tagging e5ciencies are expected to be 19 !z 3 % in the signd rample and 13 zk 3 

% in the control sample. The expected number of SLT tags, assuming the data do not 

contain top quark, cao be computed in a similar way aa for the SVX jet-vertetig tagging 
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algorithm. With all background contributions included, 1.2 i: 0.3 tags are expected in the 

signal sample and 1.4 i: 0.3 tags in the control sample. In the data, there are 4 SLT tags in 

! Obs. 
Sample ( 

Exp. tags ~ Exp. tags Prob. 

tags backg. ( backg. 

1 Prob. ’ 

A ti ) backg. : backg. c ti 

1 Signal 4 1.2 c- 0.3 2.2 * 0.9 
SLT 

/ 4% 20.705 
, 

Control 
1 

1.4 * 0.3 1.5 +‘.O 
SLT 

-0.3 74% 84.7% 1 

Table 4: Summary of &tagging results in the signal and control samples. Also shown are the 
probabilities that the observed rate is consistent with background only, or with a mixture 
of top quark + background. 

the signal sample (3 of them in common with Ref [l]) and 1 (alao in common with Ref. [l!) 

in the control sample. Two of the four events tagged by SLT in the signal sample are also 

tagged by the SVX jet-vertexing algorithm: one of these two in in common with Ref. (1;. 

In the signal sample there ir again an excerr of tags over the predicted background. 

The observed b-tags in the signal sample have a low probability of being entirely 

due to a fluctuation in tagging direct B”i; jet background events. On the other hand, the 

hypothesis that the observed events are a mixture of background and top quark gives a 

good description of the observed tagging rater for both SVX and SLT tagging methods. 

7 R%lative Likelihood of b-tagged and four jet Events 

The ln(L:~~) values of the s&ml sample eventa are lirted in Table 5. One observes that 

5 out of 6 b-tagged events are at i.n(L~~:‘) > 0. The ln(L:ip) distribution of the 4 SVX 

tags together with the do minant background from Wei, WCE and mistagr, estimated from 

the inclusive jet parametrization, is shown in Figure 15. 

HERWIG predicts that about 80% of the top quark events (Mtw = 170 GeV/c’) will 
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Figure 15: Distribution in ln(L::F) of the 4 cvmtr of the signal sample tagged by the SVX 
jet-vertexing algorithm. The expected tags in QCD W+jct evade (0.47 in total) are shown 
ae * shaded hi8togram. 
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i Run-Event ‘m(L::TO) SVX SLT 4th jet prim. lep. 1 

! 40756-44414 1 3.1 ! l 
* 

e 

43096-47223 1 3.0 I . * 

42539-200087 1 2.2 19. * 
e j 

P I 
i 43351-266423 I 1.1 I l * p 1 

457794523 0.7 l 
e 

42517-44047 i -3.5 I* . P I 
44931-59686 i -4.3 I e ~ 
47616-24577 i -5.0 e I 

i Run-Event i In(L::T”) SVX SLT 4th jet prim. lep 1 

1 42913-59303 / 2.2 I e 
I 45705-54765 1 1.6 / . l e 

j 43276-101644 I 0.2 ' cc 
i 45902-240096 -2.2 e 
I 46290-264893 -2.9 e 
1 45801-60320 -3.4 e 

Table 5: Summary of the signal sample events. The upper section lists events with at least 
one jet within the acceptance of the SVX tagging algorithm. The events in the lower section 
cannot be tagged by the SVX. The f&h column identifies those events which have four or 
more jets, and the last column identifies the lepton from the W decay as either an electron 
or muon. 

exhibit a fourth jet in the CDF detector with transverse energy more than 15 GeV. Due to 

the small value of a,, the &action of WV+ 2 4 jet events expected in a W+ 2 3 jet sample 

is much less. Thus the requirement of a fourth jet should further enrich the sample in top 

quark events relative to QCD be&ground. The signal sample containa 6 events with four 

or more jets with %(jet) > 15 GeV. These events ate indicated with a * in Table 5. They 

are all at In(L:f:‘) > 0. Figure 16(s) shows their distribution in ln(L:::‘) together with 

the prediction from the VECBOS W + 3 jets t BERPRT fragmentation routine. We reca.U 

that in this approach the fourth jet is produced by bard bremsstrablung from initial and 

final state partons. Studies using W + 4 parton + SETPRT-Vtibor simulated events yield 

similar predictions for bsckgro~d. The normdimtion cbomn for VECBOS in Figure 10(b) 

predicts 2.3 VECBOS events at ln(Lf::‘) < 0 in Figure 16(s), abile none is observed. This is 

compatible at the 10% C.L.. At l.n(L::p) > 0, 1.0 VECBOS events ue predicted compared 

to the observation of 6 data events. The excess with respect to the QCD prediction at 

ln(L:f:“) > 0 already observed for Wf 1 3 jet events in Figure 10(b), is therefore made 
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relatively more pronounced by the requirement of a fourth jet, showing a positive correlation 

between the ln(L$‘) > 0 and four-jet signature. The four-jet topology and b-tags are also 

strongly correlated. In three of the 6 four-jet events we find an SVX tag. The distribution 

in ln(L:::‘) of these 3 events is shown in Figure 16(b). In the absence of top quark, 0.15 

background tags are predicted for the dominant direct W+ jet production, distributed as 

shown in the figure. 

A similar picture emerges for the SLT tag algorithm, since 3 SLT tags are identified 

in the W t 4 jet sample. In conclusion, 6 out of the 6 events at ln(L::~‘) > 0 of Fig. 10(b) 

have at least one additional jet, and 5 of them are b-tagged. This is very unlikely to be 

due to background, and is more consistent with ti events. 

Using the methods described in Ref. [l] we have computed the top quark mass for 

the subset of events of the signal and control sample with exclusively four jets, by requiring 

ETA > 15 GeV and ETA < 10 GeV. Four events fuBill this requirement: three belong to.the 

signal sample and one to the control sample. The three of the signal sample (aLI at III(L:~:~) 

> 0) are in common with the W+ jet event sample of Ref. [l]) and are among the 7 tagged 

events used in [l] for the derivation of the top quark mars. 

The masses of these 4 events are in the range 161 ?c 11 GeV/c* to 172 h 11 GeV/c2, 

. lower on average but consistent with the result of M hop = 174 zt 10 zy reported in Ref. [l]. 

We have compared their maas distribution with the distributions expected for ti and direct 

W +4 jet events. The expected distributions for top quark and for direct Wt jet production 

are appreciably different. Within the very poor statistics, the distributionof the dataevents, 

shown in Figure 17, favours the ti hypothesis over QCD. 

8 Conclusions 

The kinematics of a sample of 49 Wt 2 3 jet events w(u compared with the theoretical 

expectations for direct W+jet production and d quark pair production. It is determined 

whether a given W+ 2 3 jet event fits better the expectationa of direct W+ jet production 

as predicted by the VECBOS QCD Monte Carlo or top quark as predicted by the HERWIG 
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Monte Carlo. The VECBOS predictions for W- > 2 central jets and Z+ 2 3 jet production 

agree well with the observed data. A subsample of W T > 3 jet events (“control sample”) 

that should be enriched in direct W production events relative to top quark has been 

defined. VECBOS also gives a good description of the observed jet ET distributions for this 

sample. A separate subsample (“signal sample”) is defined with the requirement that the 

three leading jets be central. It should be enriched in tf event9 relative to direct W- jet 

events which form the main background. This signal sample contains 14 events. The jet ET 

distributions for these events are unusually hard and not well described by the expectations 

from QCD and other backgrounds. By means of a suitable variable, ~I-,(L:::~), events that 

are kinematically more top quark-like can be selected as those events with ln(L::I”) > 0. We 

observe 6 such events, while we expect 1.7 from non-top quark processes. From a statistical 

analysis, which takes into account the systematic errors, we have derived a probability of 

0.6% for this excess to be due entirely to background fluctuations. The analysis was repeated 

for a number of d&rent aelection cuts defining the signal sample, and in the worst case s 

probability for such a fluctuation as large as 1.9% was found. A two component fit to the 

data that includes contributions from .s 170 GeV/c* mass top quark and from QCD and 

other backgrounds gives a good description of the observed jet ET distributions, and yields 

a tS production cross section of 11.6?‘.’ “J s,, -*.o pb, consistent with the findings of Ref. :lj. A 

similar two component fit to the background enriched control sample yields a cross section 

which is 1 sigma below this value, and statistically consistent with zero. 

With a secondary vertex &tag algorithm (SVX) we iind evidence for bottom quark 

decay in four of the 14 events in the signal enriched sample. If the 14 events contained 

no contribution &am top quark, only 0.56 events with such a secondary vertex b-tag are 

expected. The probability for four events to be twed due to a statistical fluctuation is 

0.4%. Similarly, this same event sample of 14 events contalm 4 soft lepton tags (SLT) with 

an expected background of 1.7. eventa. The probability for four events to be tagged due to 

a statistical fluctuation is about 4% in this case. 

Additional information on the nature of the event8 at ~II(L$:~) > 0 was obtained from 
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their large probability of containing a fourth jet. In the signal sample, out of a total of 6 

events at ln(L:::‘) > 0, there are 6 four-jet events and 5 of them are b-tagged. Assuming 

that b-tags are indicative of ti pairs, one can ague thst the events at ln(L:::o) > 0 show 

an increased top quark purity when the kinematic cuts are made more stringent (P 4th jet 

is required). We note that 5 out of 6 b-tagged events of the signal sample listed in Tabie 

5 are in common with the b-tagged sample of Ref. [l]. This shows that, although the 

primary event sample selected in this analysis overlaps only in pert with the W+jet sample 

of Ref. [l] (25 events in common), the two andysis strategies have isolated the same physics 

process. The evidence for top quark reported in [I] w(u derived only on the basis of the 

observed excess of di-leptons and b-tags. The observation of a top quark-like component 

in the lr~(LjL~) distribution reported here provides additional evidence, independent of that 

provided by the counting experiments reported in Ref. [I], that our data contains a fraction 

of events more consistent with the decays of top quarks of mea around 170 GeV/c* than 

with the WC jet background. 
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Figure 16: Distribution in ln(L:iy) of W+ 1 4 jet events. (a) data with VECBOS pre- 
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