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Abstract 

We report precise measurements of the Do and D+ meson lifetimes by the 

E687 Collaboration at Fermilab. The measurements have been made using 

16,000 fully reconstructed decays of the Do into the K-r+ and IT-xfw-r+ 

final at&es and 9,000 decays of the D+ into the K-r+rf final state. The 

lifetimes of the D” and D+ mesons are measured to be 0.413 f 0.004& 0.003 ps 

and 1.048 i 0.015 f 0.011 ps respectively. 

Typeset using REV&X 
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This paper reports new precise measurements of the D” and D+ meson lifetimes from 

data collected in high energy photoproduction experiment E687 during the 1990/91 Fermilab 

fixed target physics run. 

The E687 detector, a large aperture multiparticle magnetic spectrometer with excellent 

vertex measurement, particle identification, and calorimetric capabilities, is described in 

detail elsewhere [l]. It utilized a high energy bremsstrahlung photon beam with average 

tagged photon momentum of 220 GeV/c and a beryllium target. 

To obtain clean charm samples in K-n+, K-x+-lr-r+ and K-n+n+ decays, all daugh- 

ter candidates were required to have acceptable tracks in both microstrip and multiwire 

proportional tracking systems with consistent track parameters, and be appropriately iden- 

tified by the cerenkov system. The distinct topology of charm events (i.e., the existence of 

two spatially separated vertices) provides the single most powerful tool to isolate the signal 

from the non-charm background. Therefore, the value of the spatial separation f between 

the reconstructed production and decay vertices divided by its error al was used as a de- 

tachment cut variable. The standard E687 “candidate-driven” vertexing algorithm [l] was 

used to form the secondary (decay) vertex from candidate tracks and then seed the primary 

(production) vertex with the reconstructed charm vector. The confidence levels for the hy- 

potheses that the selected tracks form secondary and primary vertices were required to be 

greater than 1%. In addition, the fiducial region for decays was defined to end at the first 

trigger counter (TRl) in order to avoid the region of partial detection and reconstruction 

efficiency for charmed particles decaying very close to or within the microstrip system. 

High energy photon-beryllium interactions produce J=O (Ds,D+) as well as J=l 

(PO, D’+) charm mesons among other products. (States and their charge conjugates are 

implied in this paper except where otherwise explicitly stated.) Thus a fraction of the ob- 

served Do’s come from the decay chain D’+ + r+D”. It is thus natural to partition the 

total sample into “no-tag” and “tag” events according to their origin. Events are placed in 

the “tag” sample if a pion of the correct charge can be combined with the reconstructed 

D” such that the invariant mass difference M(s+D”) - M(D”) lies within zk2 MeV/c’ of 
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the accepted [2] D’+ - D” mass difference. The pion candidates were selected from among 

all the tracks reconstructed in the multiwire proportional system not already belonging to 

the charm vertex. Candidates that fail the tagging criteria form the “no-tag” sample sta- 

tistically independent from the former. In addition to the requirements listed above, events 

with primary vertices formed only by the reconstructed charm vector and a single track 

were removed in order to reduce possible systematic bias from incorrectly identified primary 

vertices. Figures 1 and 2 show the invariant mass distributions for the four D” and one 

D+ sample for particular choice of L/at detachment cut. The charm signal yields, presented 

with the figures, are deduced kom fits to the mass distributions with a Gaussian peak over 

a linear background. 

The lifetimes were measured using a binned maximum likelihood fitting technique [3]. A 

fit was made to the reduced proper time distribution of the events in the signal region. The 

reduced proper time is given by t’ = (1 - Nod)/& e, where N represents the significance of 

detachment cut used, and @y is the laboratory frame Lorentz boost of the charm meson. 

The signal region reduced proper time distribution was formed kom events with invariant 

mass within 12o,,, of the mean D mws (fO.028 GeV/cs for K-r+, 310.020 GeV/c’ for 

K-x+x-n+, and ho.022 GeV/cs for K-r+*+). The binned maximum likelihood method 

allows direct use of the proper time distribution of the data above and below the D mass 

peak to represent the background underneath the signal instead of using a background 

parameterization. We have chosen two sidebands starting 4u,,, above and below the mean 

D mass, each half as wide & the signal region. The signal and background reduced proper 

time distributions were binned in proper time resolution wide bins (0.05~~) spanning six 

nominal lifetimes. 

The observed numbers of events in a reduced proper time bin i (centered at ti) in the 

signal and side band histograms are labeled s; and bi respectively. The predicted number of 

events n~i in a reduced proper time bin is given by 
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where N, is the total number of events in the signal region, B is the total number of 

background events in the signal region and f(t:) is a correction factor. The fit parameters 

are B and T. The f(P) correction factor, derived from Monte Carlo simulation, corrects the 

reduced proper time evolution of the signal for the effects of geometric acceptance, analysis 

cuts, hadronic absorption, and decay of charm secondaries. Fig. 3 and Fig. 4~) display f(P) 

as a function of t’ for the four D” and the DC sample respectively. The f(t’) factors do not 

vary significantly with t’ over the whole reduced proper time interval with the exception of 

the K-n+n+ case. The fall off in f(t’) for the D+ case is due to exclusion of long lived 

events with vertices downstream of the TRl cut. 

A factor Las is included in the likelihood function in order to relate B to the number of 

background events expected from the side band population. The background level is thereby 

jointly determined from the invariant mass distribution and from the reduced proper time 

evolution in the side bands. The likelihood function is then given by 

where 
bh ai 

L#i#d = rJ $ -4-4 

Lb‘ = ‘~f@~ exp(-/Lb) 

with Nas = C bi and fibs = B/R where R is the ratio of widths of the signal and side band 

mass regions. 

The fitted lifetimeis plotted versus the (/cc detachment cut used for the four D” samples 

in Fig. 5 and the single D+ sample in Fig. 4s~). The five displayed lifetimes show no significant 

variation with the L/al cut employed. The value of the L/Q detachment cut at which to 

quote the lifetime was chosen by minimizing the systematic uncertainty of the measurement 

while preserving its statistical significance. We will quote the lifetimes at the L/Q cuts listed 

in table I. 
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The background subtracted Monte Carlo corrected t’ distributions for the four D” samples 

are shown in Fig. 6 along with the t’ distributions of the side bands used to represent the 

background underneath the signal. The corresponding distributions for the D+ are shown 

in Fig. 4b). Superimposed on each of the plots is a pure exponential function with the fitted 

lifetime value. In order to search for possible fit biases and to verify that the errors are 

estimated properly, several thousand Monte Carlo replicas of our final data samples were 

generated. These samples, identical in size to the final data samples, were generated using 

an exponential function to model the proper time evolution of the signal. The background 

proper time evolution was modeled by a sum of two exponential functions whose parameters 

were derived from the data. The distribution of the fitted lifetime from these simulated data 

samples revealed the presence of a small positive bias (overestimating the lifetime) of 0.001, 

0.005,0.002, and 0.002 ps, in the case of the K-z+ tag, K-r+ no-tag, K-x+x-e+ tag, and 

K-x+n-x+ no-tag samples respectively. All quoted lifetime values have been corrected for 

these biases. The statistical error calculated by the fitter was shown to be an underestimate 

of the true error due to neglected fluctuations in bi. The corresponding statistical errors 

calculated by the fitter were subsequently increased (by 8%,14%, S%, and 10% respectively) 

to account for this effect. Table I shows the five measured lifetimes together with their 

statistical errors. The final value of the D” lifetime, obtained as the weighted average of 

the four measurements using statistical errors only, is 0.413 f 0.004 pa. The confidence level 

of the hypothesis that the four D” lifetime measurements are consistent within statistical 

errors is 66%. The value of the D+ lifetime is measured to be 1.048 f 0.015 ps. 

Systematic uncertainties in the lifetime measurements can arise from several sources. 

First, an error can be made due to uncertainties in the target absorption corrections. Two 

effects are present: hadronic absorption of second&es which would increase the fitted life- 

time if ignored; and absorption of the D in the target which would tend to decrease the 

fitted lifetime if not taken into account, The systematic error results from the uncertainty 

regarding the extent to which elastic scattering of charm secondaries crm cause severe mis- 

measurement of the parent D and from the fact that the D bbsorption cross section is 



unknown, We have simulated the total cross section of pions and kaons on beryllium with 

relative contributions of inelastic, elastic and quasi-elastic cross section from ref. [2), [4] and 

parameters of the elastic and quasi-elastic differential cross sections from ref. 151. Uncertain- 

ties in this model caused negligible systematic errors in the lifetime. The D absorption cross 

section was modelled by the pion absorption cross section [4]. The systematic uncertainty 

due to this effect has been estimated by reducing the absorption cross section to half of the 

utilized value. 

In general the acceptance of charm decay products depends on both the longitudinal and 

transverse position of the decay vertex due to the finite acceptance of the spectrometer. D 

mesons with higher momentum have higher acceptance on the average than those with lower 

momentum since they tend to decay closer to the microstrip system. The difference between 

the assumed D momentum distribution used for the calculation of the f(P) correction factor 

and the true momentum distribution is a possible source of systematic bias. This systematic 

uncertainty has been estimated by fitting reduced proper time distributions of high and low 

momentum samples separately while utilizing the standard f(P) correction factor. 

The photon beam profile at the beryllium target determines the relative numbers of 

events occurring in the central and outer regions. The systematic error of the lifetime caused 

by the uncertainty in the photon beam profile has been estimated in a similar manner as the 

error associated with the D momentum distribution by fitting samples of inner and outer 

region events separately with the standard f(P) correction factor. 

Another source of systematic uncertainty comes kom the uncertainty in the background 

time evolution caused by a choice of a particular combinbtion of lower and upper sidebands 

to represent it. The magnitude of this uncertainty is estimated as the mean deviation of the 

lifetime obtained by using 25 - 75% and 75 - 25% mixtures of the low and high sidebands 

from the standard value obtained with a 50 - 50% mixture. 

In addition, the finite statistics of the Monte Carlo samples leads to uncertainty in the 

calculated correction factor j(t’). In the case of our samples, this source introduces 0.003 ps 

systematic uncertainty in the lifetime measurements. Table II summsrizes the estimates of 
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the systematic uncertainties discussed above for all the five samples. 

In order to check our results for consistency and possible hidden biases each of the 

samples was fitted under different requirements and conditions including more stringent cuts 

and division (statistics permitting) of the data in various ways . No significant variation has 

been observed outside the statistical error bars for any of the five samples. Fig. 7 shows the 

result of these studies performed on the K-r+*+ sample. 

In order to obtain the final systematic error of the D” lifetime we have combined in- 

dividual sources of systematic uncertainties for each of the four measurements with the 

assumption that the absorption and beam profile contributions are completely correlated 

between the four samples. To obtain the systematic uncertainty of the Df measurement we 

have combined individual contributions in quadrature. Combining all sources of systematic 

errors, we obtain the final lifetime values of 0.413fO.O04(statistical) f0.003 (systematic) ps 

for the D” and 1.048 f O.O15(statistical) fO.Oll(systematic) ps for the D+. 

Using these two values and our previous result for the D, lifetime [6] we obtain the 

following numbers for the ratios of charm meson lifetimes: 

r(D+) - = 2.54 f 0.04 
r(D”) 

and 

r(DJ -= 
r(W 

1.15 * 0.05 

where the quoted errors are statistical. 

In summary, new precise measurements of the D” and D+ lifetimes based on samples 

of 16,000 and 9,000 fully reconstructed decays into K-n+, K-r+n-x+, and K-n+rr+ 

modes are reported. The lifetime of the Do is measured to be 0.413 f O.O04(statistical) ct 

O.O03(systematic) ps, while the D+ lifetime is measured to be 1.048 & O.O15(statistical) i 

O.Oll(systematic) 9s. Different dbta sets exhibited a high degree of consistency as observed 

through a very good agreement between the K-T+ and K-rc+n-*+ samples and the tag 

and no-tag samples. We conclude by noting that our result will significantly decrease the 

errors on the current world average values [2] for the D” and D+ lifetimes. 
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FIGURES 

FIG. 1. Invariant mass distributions for the four Do samples: a) K-d tag sample for (/al > 5; 

b) K-n+ no-tag sample for L/UC > 13; c) K-n+r-r+ tag sample for L/cl > 6; d) K-r+rr-?r+ 

no-tag sample for r/o, > 10. 

FIG. 2. Invariant mass distributions for the K-*+x+ sample for t/q > 15. 

FIG. 3. The correction factors f(q to the reduced proper time I’as a function of rfor the 

four Do samples: a) K-r+ tag sample for l/q > 5; b) K-r+ no-tag sample for L/UC > 13; c) 

K-a+n-d tag sample for f/q > 6; d) K-&*-r+ no-tag sample for L/at > 10. 

FIG. 4. a) The fitted lifetime o a function of the f/of detachment cut for the K-n+r+ sample; 

The dot-dashed and dotted Lines represent the previous world werage lifetime value and its error 

respectively. b) The background mbtracted and Monte Carlo corrected lifetime evolution of the 

K-n+*+ sample for L/UC > 15 (shown M the solid-line histogram). The dashed-line histogram 

shows the side band I’distribution used to represent the background. The straight line is an 

exponential with the fitted lifetime; c) The correction factor f(q to the reduced proper time I’ss 

a function of I”for the K-r+%+ sample. 

FIG. 5. The fitted lifetime aa a function of the f/u< detachment cut for the four D” samples: 

The dot-dashed and dotted lines represent the previous world average lifetime value and its error 

respectively. 

FIG. 6. The background subtracted and Monte Carlo corrected lifetime evolution of the four D’ 

samples (shown AI the solid-line bistogrmu): a) K-r+ tag aample for f/u1 > 5; b) K-T+ no-tag 

sample for f/cl > 13; c) K-br-x+ tag sample for f/q > 6; d) K-rfn-sr+ no-tag sample for 

f/ml > 10. The dashed-line histogram shows the side band Pdistribution used to represent the 

background. The straight line is an exponential with the fitted lifetime. 
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FIG. 7. Plot of the D+ lifetime obtained under different conditions: a) Anti-Particle lifetime; 

b) Particle lifetime; c) Tight Cerenkov requirements; d) Vertex isolation cuts; e) Upstream pri- 

mary vertices; f) Downstream primary vertices; g) Upstream TRl cut; h) Decays occurring in the 

vacuum; i) Explicit cut on the error of the primary and secondary vertex positions of 0.08 cm; j) In- 

creased confidence level cut on the primary and secondary vertices; k) Low momentum D+ events; 

1) High momentum D+ events; m) Events near the target center; n) Events away from the target 

center; o) Background from low sideband only; p) Background from high sideband only; q) Fit to 

the proper decay times; r) Fit to the sample obtained by a stand alone vertexing algorithm. The 

dot-dashed line represents the standard fit value, while the dashed lines show the extent of the sum 

of systematic end statistical errors. 
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TABLES 

TABLE I. Measured lifetimes 

I Sample (IQ Lifetime x 1O-'z see. 

K-T+ tag >5 0.421& 0.009 

K-x+ no-tag > 13 0.405& 0.010 

K-*+*-x+ tag >6 0.410 f 0.010 

K-a+%-*+ no-tag > 10 0.413 * 0.007 

K-r+*+ > 15 1.046 l 0.015 

TABLE II. Systematic uncertainities in 1O-‘2 ICC. 

sye. Kr tag KT nwtag K3* tag K3r no-tag K*r 

Momentum 0.000 0.000 0.000 0.000 0.005 

Absorp. 0.001 0.001 0.001 0.003 0.006 

Beam Prof. 0.001 0.001 0.001 0.001 0.001 

Sidebands 0.002 0.006 0.002 0.002 0.003 

f(r3 0.003 0.003 0.003 0.003 0.003 

Total 0.004 0.007 0.004 0.005 0.011 
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