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Fermilab high-energy photoproduction experiment E687 provides a high statistics 
sample of the decay mode D+ t Top+” (charge conjugates are implied). Our 
analysis yields a branching ratio of l?(D+ + x*‘j~+v)/r(D+ * If-?r+?r+) = .56 3~ 
.04 4~ .06. The ratios of the form factors governing the decay are measured to be 
R, = 1.74 f 27 ?c ,213 and Rz = .78 & .I8 f .lO, implying a polarization of rl/Ft = 
1.20 h .13 + .13 for the electron decay. Finally, we report new limits on the decay 
modes D+ - K-*+,u+v (nonresonant) and D+ ---) ti*O,O/&+v 
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We report on an analysis of a very clean sample of 875 f 44 events of the decay 
mode D+ -+ ~*‘~+v. The data were collected in the photoproduction experiment 
E687, conducted in the Fermilab Wideband Photon beam during the 1987-1988 and 
1990-1991 fixed-target runs. 

Several different models exist which predict the form factors for this decay and 
initial interest in this topic developed when the first experimental measurements 
appeared to disagree with the predictions [l]. 

The E687 detector[2] studies high-energy photon-Beryllium interactions using 
a multiparticle magnetic spectrometer with excellent vertex measurement, particle 
identification, and calorimetric capabilities. The average triggered photon energy 
is approximately 200 GeV. The trigger requires evidence of tracks outside the ?e- 
gion where Bethe-Heitler pairs are produced and a minimum hadronic energy in our 
hadronic calorimeter. Charged particles emerging from the experimental target are 
tracked through a twelve-plane silicon microstrip vertex detector, an analysis magnet, 
three stations of multiwire proportional chambers, a second analysis magnet, and two 
more multiwire proportional chambers. The vertex detector measures decay proper 
times with approximately .048 ps resolution for charm particles which decay with all 
daughters detected in the microstrips. Three Cerenkov counters with different thresh- 
olds allow kaons to be separated from pions over a momentum range from 4.5 to 61 
GeV/c. Particle tracks are projected through the inner electromagnetic calorimeter, 
hadron calorimeter, and additional shielding and are matched to hits in the inner 
muon detector consisting of three planes of scintillators and four planes of 5.08 cm 
diameter proportional tubes, covering approximately k 40 mrad. 

The data were reconstructed and then skimmed by requiring evidence of detached 
vertices in the event. Specifically, all high-quality two-track vertices were formed and 
the event was accepted if any two vertices were separated by more than 4.5~[3]. 

In this analysis, all tracks are searched for correct sign, mass, lepton and Cerenkov 
identification combinations to form K?rp candidates. All tracks must be found in the 
microstrips and the PWC system. The muon is identified in the inner muon detector 
where it must leave hits in at least three of the seven planes if the momentum is less 
than 30 GeV/c, and at least five of the seven planes if the momentum is greater than 
30 GeV/c. The kaon must be identified by the t)erenkov system as kaon definite CDI 
kaon-proton ambiguous and the pion and muon must not be identified as a kaon OI 
proton. 

We require the K?rp combination to form a good vertex with a confidence level 
greater than 10%. The muon must have a momentum greater than 10 GeV/c and the 
Kx~ combination must have a momentum greater than 50 GeV/c. Background from 
D+ + K-&s+, where a pion is misidentified as a muon, is eliminated by requiring 
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that the reconstructed Kap mass be less than 1.8 GeV/c’. 

The primary tool for eliminating non-charm backgrounds is to require a statis- 
tically significant detachment of the secondary vertex from the primary production 
vertex. We find the primary vertex by searching for the most upstream high-quality 
vertex in the target region that can be made from the tracks which remain after the 
KT~ combination is removed. The distance between the primary and secondary ver- 
tices is e and its measurement error is (r. We require detachment by cutting on the 
normalized separation between the primary and secondary vertices, e/u. 

Finally, we require that the Krp vertex be isolated from other tracks in the 
event (not including tracks in the primary vertex) by requiring that the maximum 
confidence level for another track to form a vertex with the candidate be less than 
1%. 

Figure la shows the KTT invariant mass distribution for right-sign (Qx + Q, = 0) 
and wrong-sign (QK + Q,, # 0) candidates which pass all cuts and have a detachment 

e/u > 20. The K-r+ mass right-sign signal is dominated by the z*‘(892). 

The K-r+& signal used for the branching ratio normalization is found with the 
same skim requirements, vertexing scheme, and cuts, except for the muon cuts. The 
resulting signal[4] is shown in Figure lb. 

Figure 2 shows the wrong-sign subtracted signals for several e/u cuts. Note 
that the low mass bump from the decay D'+ + (K-p+v)r+ disappears with larger 
detachment cuts due to the shorter Do lifetime. We use the sample with 1/u > ‘20 
for all reported results. 

Because of the undetected neutrino, we cannot fully reconstruct the D+ invariant 
mass and therefore we are open to contamination from other partially reconstructed 
charm decays which include a r*‘. Figure 3a shows the signal’s survival vs the e/u 
cut compared to the survival predicted by our D+ Monte Carlo. The very good 
agreement at longer detachments indicates little contamination from shorter lived 
charm states beyond e/u > 5. 

Figure 3b shows the signal survival as a function of the minimal confidence level 
requirement for the secondary vertex compared to that predicted by our Monte Carlo. 
The accumulation of events at low secondary vertex confidence level in the data 
suggests there is some contamination from charm backgrounds where the Kxp tracks 
do not originate from a common vertex. Most of this background is eliminated by 
the requirement that the secondary vertex confidence level exceeds 10%. 

Figure 3c compares the data and Monte Carlo response to the secondary vertex 
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isolation cut. Here the vertex is more isolated as the confidence level cut gets smaller. 
Agreement is good indicating negligible potential background from charm states with 
an additional charged track in the same vertex as the Krp candidate. We require 
this confidence level to be less than 1%. 

We are left with a potential background from D+ 4 K*“?ropv decay where an 
undetected x0 accompanies the K-T + p + tracks. If our data were to include a sub- 

stantial R”?~‘~Lv contamination, one would expect the observed average K-a+p+ 
mass to be lower than the Monte Carlo prediction. We find that average K-r+p+ in- 
variant mass observed in OUT signal is 1.373 i ,006 Gev/ca which is in good agreement 
with the Monte Carlo prediction of 1.379 Gev/c’ obtained using our measurement of 
the form factors. 

To put a quantitative limit on contamination, we fit the two dimensional distri- 
bution of the K-s+ mass and the K-s+pf mass. The fit function is a combination 
of the Monte Carlo distributions for the signal, D+ + (K-x+)p+v, the nonresonant 
decay D+ + K-r+p+v, the background from D’+ + (K-p+v)?r+, and the contam- 
inations D+ -+ (K-?r+)#p+v and Df + (K-?r”)?r+p+v. The fit is performed under 
the constraint that the last two modes follow from the decay of an 1=1/2 resonance[5]. 
The fit results give: 

r(Df + K-nf~+v(nonresonant)) = .083 f .029 
r(D+ + (K-x+)p+v) 

or a limit of < .12 at the 90% confidence level and: 

r(l)+ + (K-?r+)~“p+v) < 
I’(D+ --t (K-r+)p+v) ’ 

042 

at the 90% confidence level. 

We now present a new measurement of r(D+ + R”p+v)/r(D+ + K-r+r+)[4]. 

Background from K*‘T+r” where the pion is misidentified as a muon is corrected 
for by assuming a 1.3% misidentification probability which we measure with high 
statistics charm decays. 

Possible contamination from Kgolro~v is included as a systematic together with 
signal fitting, nuclear scattering, and uncertainty in triggering energy. The result 
is l?(D+ 4 R*‘p)/r(D+ --t K-r+r+) = .56 & .04 f .06. This ratio includes a 

correction factor for the undetected decay R” + pro. The current world average 
(measured using the equivalent electron decay mode) is .51 f .05[6]. 

To fit for the form factors, we use the matrix element form and methodology 
found in [l] and calculate the kinematic variables, costi,, the angle between the x 
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and the D direction in the r” rest frame, cos 61, the angle between the v and the 
D direction in the pv rest frame, and t, the square of the pv mass. D- decays have 
the same definition of variables and no change is required in the matrix element. We 
integrate over the fourth kinematic variable, the coplanarity angle, because it provides 
no significant information on the form factors. We assume that the reconstructed 
D momentum vector points along the line defined by the primary and secondary 
vertex. This leaves a two-fold ambiguity and we use the solution that gives the lower 
D momentum which yielded slightly better estimates for the kinematic variables in 
Monte Carlo studies. 

Due to resolution, 50% of events are reconstructed outside physical limits (the 
pL of the charged daughters relative to the D f direction implies the decay of a 
particle with a mass larger than the D+ mass). These events are recovered by moving 
the primary vertex to the nearest allowed solution and the kinematic variables are 
recomputed. Monte Carlo studies show that the inclusion of the recovered events does 
not significantly degrade the resolution. The resolution in the kinematic variables, 
including the effects of the ambiguity and recovery, is small compared to the structure 
of the distributions we are measuring. We find that requiring that the reconstructed 
event be physical or nearly physical does not significantly improve signal to noise. 

We use a binned maximum likelihood fit to determine the form factors. We bin 
the sample into three equal bins in cos B,, three in cos Br, and two in t/t,,,. In the 
absence of lepton mass effects, there are two axial and one vector form factor, Al(t), 
AZ(t), and V(t). We assume these form factors have a simple pole dependence with 
masses MA = 2.5 GeV and 44~ = 2.1 GeV[l], and fit for the ratio of the form factors 
evaluated at t = 0: R, = V(0)/A1(O) and R2 = Al(O)/A,(O). 

In the fit, the prediction of the yield in each bin is the integral of the matrix 
element over the bin. This number is multiplied by a Monte Carlo correction factor 
which is the number of events reconstructed in the bin divided by the number gen- 
erated in the bin with a trial set of form factors. The correction is largest at low 
costi, and low t, where the efficiency is approximately half the maximum efficiency. 
Because of finite bin size and resolution, the Monte Carlo correction depends on the 
form factors so we take the current fit results, recalculate the correction, and perform 
the fit again. We find that only two iterations are necessary. 

To predict the background in a right-sign bin, we add the wrong-sign yield in the 
bin, scaled by a third fit parameter, the background level. This fit parameter allows 
background level fluctuations to be reflected in the form factor errors, and it is tied 
to the observed number of wrong-sign events through an additional Poisson factor in 
the likelihood. 

This fit procedure eliminates any biases from events where the wrong solution is 
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chosen, recovered unphysical events, and resolution. It has the advantage that we 
are not required to invent a background parameterization[S]. Because the matrix 
element varies gradually over the three kinematic variables, one suffers only a slight 
(< 20%) increase in the statistical error compared to a continuous likelihood fit with 
a parameter&d background. 

The correction due to finite muon mass is done in two stages. The matrix element 
in the fit function includes an overall factor of (1 - Mz/t)‘. The (much smaller) 
additional finite mass terms are included in the Monte Carlo correction factors on 
successive iterations. We assume that the third form factor in the finite mass terms, 

R3, is eero. To assess our sensitivity to this assumption, we fit for R, and Rz in 
Monte Carlo samples generated with R3 = 0 and R3 = 3 and found the results varied 
by less than 7% of our statistical error. 

Figure 4 compares the actual bin populations observed in the data with the yield 
predicted by the form factor fit. The first 9 bins are t/t,,, < .5. Of these, the first 
three are for the lowest value of cos 81 and are increasing in cos 8,, etc. The fit results 
are: & = 1.74 zt .27 & .28, Rz = .78 f .18 + .lO. R, and Ra are correlated by -15%. 
To facilitate comparisons to other measurements, we report the polarization for the 
electron decay, i.e. we set the lepton mass to the mass of the electron and integrate 
over the appropriate parts of the matrix element. The polarization for these values 
of R, and Rz is l?l/rt = 1.20 i .13 f .13. 

The dominant systematic error was conservatively estimated from the change in 
the fit result when the wrong-sign background is increased by 50%. The system- 
atic error also includes the possibility of local variations in the muon identification 
efficiency, and uncertainty in the triggering energy. 

To summarize the results, we have measured the branching ratio l?(D+ + 

R*‘pfv)/r(Dt + K-r+n+) = .56 f .04 f .06. We compare our measurement of the 
form factors in the semileptonic decay D+ -t Fop+” to other recent measurements 
of the form factors in Table I. 

We wish to acknowledge the assistance of the staffs of Fermilab, the physics 
departments of the University of Colorado, the University of Illinois, Northwestern 
University, and the University of Notre Dame, and the I.N.F.N. Sections and the 
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versity. This research was supported in part by the National Science Foundation, 
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TABLES 

TABLE I. Form Factor Measurements 

R” & r!lrt 

This paper 1.74 It .27 i .28 .78 ,. .18 f .lO 1.20 + .13 * .13 
E691[1] 2.0 31 .6 + .3 0.0 f .5 i .2 1.8 ‘,z + .13 
E653[9] 2.00 ‘:$ i .I6 .82 ‘1;: It .11 1.18 5 .18 !c .08 
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FIG. 1. The a) K-x+ mass for right-sign (solid) and wrong-sign (dashed) Dt + 

i?p+v candidates with e/r > 20 and b) K-rr+n+ mass for D+ + K-?r+?r+ candidates. 

The solid line is a fit to the distribution. 
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FIG. 3. Yields for D+ + ?JJ+V as a function of a) the f/u cut, b) the secondary 

vertex confidence level cut, and c) the secondary vertex isolation confidence level cut. The 

Monte Carlo predictions are shown as solid lines. 
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