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Abstract

The Fermilab Linac Upgrade will increase the linac energy from 201 MeV to 401.5 MeV. Seven accelerating modules, composed of 805-MHz side-coupled cells, will accelerate H⁺ beams from 116.5 to 401.5 MeV. The side-coupled structure (SCS) has been built, tuned, tested to full power, and placed in the linac enclosure along side the operating Linac. All seven accelerating modules, each containing four sections of sixteen cells, have been connected to 12-MW power klystrons and tested to full power for a significant period. The transition section to match the beam from the 201.25-MHz drift-tube linac to the SCS, consisting of a sixteen-cell cavity and a vernier four-cell cavity, has also been tested at full power. A new transport line from the Linac to the Booster synchrotron with a new Booster injection girder is to be installed. Removal of the last four Alvarez linac tanks (116.5 to 201 MeV) and beam-line installation of the Upgrade components is to begin in early June 1993 and should take about 12 weeks. Beam commissioning of the project will follow and normal operation is expected in a short period. In preparation for beam commissioning, studies are being done with the operating linac to characterize the beam at transition and prepare for phase, amplitude and energy measurements to commission the new linac. The past, present and future activities of the 400-MeV Upgrade will be reviewed.

Introduction

The present Fermilab Linac is an Alvarez-type drift-tube (DT) linac consisting of nine cavities operating at a frequency of 201.25 MHz that accelerates H⁺ ions to 201 MeV. The Linac operates for Booster injection at a maximum rate of 15 pulses-per-sec with a pulse length of 30 μs and an intensity of 35 mA [1]. Presently the Booster intensity is limited to approximately 3x10^{12} protons-per-cycle due to a large space charge tune shift during injection. Increasing the energy to 400 MeV should allow beams of higher brightness or intensity. Preserving this improvement through the following accelerators will give higher production rates for antiprotons, higher brightness and greater luminosity for colliding beams, and higher intensity for fixed-target experiments. The Main Injector Project is intended to take full advantage of this improvement [2].

To achieve 400 MeV the present linac will be modified by removing the last four cavities and replacing them with 805-MHz side-coupled modules [3-6]. The 200-MeV DT linac will end at 116.5 MeV (Cavity 5) to inject into the side-coupled structure. The first section of the SCS is an 805-MHz transition module for longitudinally matching the beam into the first SCS accelerating module. Seven SCS accelerating modules will take the beam to 401.5 MeV. The new structure, which is 63.7-m long, about 3 m shorter than the old cavities, fits within the present enclosure allowing for a new transport line to the Booster. The SCS therefore operates at approximately three times the average accelerating gradient of the older linac.

The SCS is composed of seven modules, each assembled from four 16-cell sections and three bridge couplers. Power for each module is fed to the center coupler. Each module is powered by a 12-MW, 805-MHz klystron. The nominal peak power for each module with 35 mA of beam is about 10 MW. The new structure is designed to accelerate up to 50 mA of beam.

General Design

Considerations for the project began in 1986 following studies and realization that the Booster was limited at injection and could be improved by increasing the Linac energy [2]. Several linac structures were reviewed and doubling of the Linac energy to give a significant improvement in the Booster appeared possible.

Two structures were carefully investigated through studies and by building models that were tested to high rf power. One, the disk-and-washer was considered for its efficiency and strong coupling however its mode structure and construction appeared uncomfortably complex [7,8]. The other, the side-coupled structure, appeared easier to build, better understood, and has a proven history as demonstrated at Los Alamos. The SCS was chosen.

The Project began in earnest in 1989 with approval from the DOE. Refinements of the basic design parameters were done using the SCS to achieve the desired energy within constraints of the present tunnel length. By dividing the accelerator into seven accelerating modules, each with four sections of sixteen cells, a solution was found that gave acceptable surface fields, divided the accelerator into sections that minimized the mechanical variables, gave...
approximately equal power to each module, and achieved an acceptable transverse focusing condition (see Table 1) [9]. Studies on early prototype cavities gave an indication that a spark rate of one per thousand for the total structure could possibly be achieved [10] corresponding to an acceptable beam loss of 0.1%. Refinement of the nose-cone shape led to a significant reduction in the maximum surface field and surface area with little effect on the shunt impedance. This significantly reduced the sparking rate.

Table 1. General Design Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial kinetic energy (β=0.454)</td>
<td>116.54 MeV</td>
</tr>
<tr>
<td>Final kinetic energy (β=0.714)</td>
<td>401.46 MeV</td>
</tr>
<tr>
<td>Beam current, design</td>
<td>50 mA</td>
</tr>
<tr>
<td>Repetition rate</td>
<td>15 Hz</td>
</tr>
<tr>
<td>Beam pulse length, design</td>
<td>&lt;100 μs</td>
</tr>
<tr>
<td>Length, with transition section</td>
<td>63.678 m</td>
</tr>
<tr>
<td>Transition cavities</td>
<td>2 sections</td>
</tr>
<tr>
<td>main section cells</td>
<td>16 cells</td>
</tr>
<tr>
<td>vernier section cells</td>
<td>4 cells</td>
</tr>
<tr>
<td>Accelerating cavities</td>
<td>7 modules</td>
</tr>
<tr>
<td>number of sections/module</td>
<td>4 sections</td>
</tr>
<tr>
<td>number of cells/section</td>
<td>16 cells</td>
</tr>
<tr>
<td>total accelerating cells (7x4x16)</td>
<td>448 cells</td>
</tr>
<tr>
<td>Bridge coupler length between sections</td>
<td>38λ/2</td>
</tr>
<tr>
<td>Module separation</td>
<td>38λ/2</td>
</tr>
<tr>
<td>Cavity bore radius</td>
<td>1.5 cm</td>
</tr>
<tr>
<td>Frequency</td>
<td>805.0 MHz</td>
</tr>
<tr>
<td>Accelerating phase</td>
<td>-32 deg</td>
</tr>
<tr>
<td>Average axial field</td>
<td>8.07-7.09 MV/m</td>
</tr>
<tr>
<td>Maximum surface field</td>
<td>36.8 MV/m</td>
</tr>
<tr>
<td>Kilpatrick number</td>
<td>1.42</td>
</tr>
<tr>
<td>(1=26 MV/m @ 805 MHz)</td>
<td></td>
</tr>
<tr>
<td>RF power/module, typical</td>
<td>&lt;12 MW</td>
</tr>
<tr>
<td>copper losses</td>
<td>7.2 MW</td>
</tr>
<tr>
<td>beam power (50 mA beam)</td>
<td>2.0 MW</td>
</tr>
<tr>
<td>control and reserve</td>
<td>2.8 MW</td>
</tr>
<tr>
<td>Transverse focusing</td>
<td>FODO</td>
</tr>
<tr>
<td>phase advance/FODO cell, average</td>
<td>79 deg</td>
</tr>
<tr>
<td>Quadrupole magnetic length</td>
<td>8.0 cm</td>
</tr>
<tr>
<td>poletip bore radius</td>
<td>2.0 cm</td>
</tr>
<tr>
<td>poletip field</td>
<td>4.6 kG</td>
</tr>
</tbody>
</table>

Mechanical Design

A mechanical design was chosen that would allow machining of cell segments from class 1 OFHC copper using computer controlled machines to give close tolerance and optimum surface finish. The copper was obtained from Hitachi Industries. The segments were assembled in successive steps by furnace brazing to form a section of sixteen cells (see Figure 1) [11]. All cells are identical within a section with the cell length corresponding to the average velocity for the section. The cell dimensions were computed using the SUPERFISH code and tested for frequency using aluminum models. The modeling allowed for small corrections that could be fed into the final dimensions for the copper cells [12]. The design proved to be sufficiently accurate and reproducible that the final sections and modules required minimal tuning in their final stages [13,14].

Radio-Frequency Systems

Each of seven modules of the Linac Upgrade requires a 12-MW, 805-MHz rf system to power the cavities and accelerate beam. A 12-MW klystron is the center piece of each system powered by a charging supply and an SCR-switched PPF modulator through a 20:1 step-up transformer. The maximum klystron voltage is 180 kV at 15-Hz rate and a pulse length of 125 μs. The pulsed current is 150 A. The klystron was developed by Litton Electron Devices (L-5859 klystron) for this project.

The rf output is controlled by the input rf drive to the klystron. With a gain of ~50 dB the input power is ~100 W from the low-level system. The low-level system, a VXI based system, monitors the module amplitude and phase to maintain set conditions for accelerating beam. Besides standard feed-back from the modules, learning programs using the error signal are used to improve the pulse wave-form [15].

The transition sections and a "debuncher" [16], an energy corrector in the transport line to the Booster, are powered by three smaller commercial 200-kW klystrons from Varian Associates.
Computer Controls

A new control system was installed for the Fermilab Linac and the Linac Upgrade. This control system was implemented for the Linac Upgrade and installed for the operating Linac in early 1992. It has been a very useful system. The system uses a Token-Ring network to interconnect several VMEbus crates (Local Stations) to each other and through a bridge to the central accelerator control system. The VME crates contain hardware to communicate with the network and control the Linac at 15-Hz rate. Local analog, digital, binary and timing control with the accelerator devices is accomplished by a "smart rack monitor" (SRM) containing a MC68332 microcontroller and interfaces to the VME crates via ARCnet links [17-19].

In addition to communicating with the Main Control Room consoles the Linac Local Stations support TCP/IP communications on Internet. This capability is used to communicate with Macintosh consoles located at the klystron control racks as well as with Macintosh and Sun workstations located in laboratories and offices of Linac personnel.

Diagnostics

The Linac Upgrade will incorporate several diagnostic devices to give the needed beam information for commissioning and operating the accelerator [20]. In the commissioning phase it is necessary to set the proper condition for transition of the beam from the 201-MHz DT Linac to the 805-MHz SC Linac, to set the correct amplitude and phase of each accelerating module, to center the beam in the aperture, and to measure the longitudinal and transverse properties of the beam especially at transition and output.

In the transition region there will be three horizontal and vertical wire scanners for measuring the emittance and Twiss parameters of the beam from tank 5 of the DT Linac. This section will also contain two bunch length monitors of the secondary electron emission type [21] for measuring the longitudinal extent and density of the beam before and after the transition rotation.

In the accelerator sections the open spaces are only $3\beta_\Lambda/2$ between sections and modules or 14 cm to 40 cm from first to last section. In each section there is a quadrupole of 8.5-cm length and between modules there is also a vacuum valve. Because of the closeness, the diagnostic elements have been selected and designed to fit into the remaining space. An rf beam position monitor (BPM) is located within each quadrupole to give the horizontal and vertical beam centroid. Only alternate planes in which the beam is large will be used initially. The BPM's together with strategically located horizontal and vertical trim steering magnets will be used to center the beam. Where possible, there are beam current toroids and beam wire scanners (about one per module). Similar devices will be located in the 400-MeV diagnostic line and the transport line to the Booster.

Resistive wall-current monitors will be used for measuring the relative beam phase for establishing the rf amplitude and phase in each module. The correct rf setting for a module can be determined by scanning the beam bunch phase some distance downstream of a module relative to a reference signal as the module phase is changed. Comparing the scanned signal for a full cycle to the theoretical curve will provide the rf phase and amplitude for the module. This phase-scan match method is similar to the delta-t method but somewhat simpler to implement [22-24].

Present Status

Presently all the accelerating modules have been built, tuned [25,26] and tested in a test concrete cave to shield for X-rays using the prototype klystron. They were run to full power for an extended period until the spark rate was acceptable [27]. The spark rate decreased to acceptable levels with approximately $4.6 \times 10^6$ pulses (<1 week).

Early last year the transition section and all seven accelerating modules were placed in the Linac enclosure along side the DT tanks they will replace. They were connected for vacuum, water cooling and control, and rf power and monitoring. As klystrons became available they were installed, and with the modules, operated at full power. All seven klystron rf stations and their respective modules have since been powered to full field, without beam, for an extended period [28]. This has given an opportunity to measure the characteristics of the rf systems, study the spark rate, and find early component failures and problems.

In general the system has performed well. Initial difficulties with the prototype klystron have not been seen in the final production klystrons. Of eight production klystrons only one had a problem due to poor vacuum and has been returned. It did operate at full power and could have continued operating. The other klystrons have all gone to full power in short time (~1 hour with experience) and continue to operate well. The klystrons now have a total of 25,000-hours operation with the longest being 7,000 hours ($375 \times 10^6$ pulses). No production klystron has failed in service.

Problems have occurred with the charging transformers for the rf modulator power supplies. These are due to design and construction errors and will be repaired before the linac goes into commissioning.

The smaller klystrons for the transition cavities have also been installed and operated.

For the Upgrade the computer control system is fully operational and the operations group monitors and controls the Upgrade rf systems from the main
Installation and Commissioning

Commissioning of the Upgrade is to begin late this summer following installation of the beam line components and required approval. As a minimum, the installation will require removing the last four tanks of the DT linac and associated equipment, moving the side-coupled modules from their present position in the enclosure to their final beam line location, installing the quadrupoles, diagnostics and beam control components, aligning the modules and quadrupoles, and reconnecting or connecting all components. At the same time the Booster group will remove and replace the transport line and Booster injection girder to handle 400-MeV beams. All of this equipment has or will be tested without beam as fully as possible before installation. It is anticipated that installation will take ~12 weeks.

Before and during installation the Laboratory will conduct a DOE required "Accelerator Readiness and Review" for the Upgrade project to obtain DOE approval for commissioning and later for routine operation [29].

Once the new accelerating structure, transport line and all necessary equipment are in place and fully operational, and all approvals are given, commissioning of the Upgrade with beam will commence. Initially, the beam current, pulse length and repetition rate will be set to a minimum but sufficient to observe beam. This will minimize the risk of damage and activation to the beam-line components during initial adjustments. Radiation safety protection to personnel areas outside the accelerator enclosure will be maintained by radiation monitors that will inhibit beam when indicated or by known sufficient passive shielding.

With low intensity, the quadrupoles will be set and adjusted to transport beam through the structure and to the dump. Beam current toroids, loss monitors, wire scanners, rf beam position monitors, and trim steering magnets will also be used to monitor and adjust the beam. With beam transported through the structure and to the dump, the output of DT tank 5 and the transition section can be studied and adjusted. Once an acceptable match is obtained the modules of the accelerating structure can be successively tuned on and tuned. For tuning the module rf parameters a variation of the Los Alamos delta-t procedure, which has been termed the phase-scan match method, will be used. The phase-scan match method should be easier and sufficient for achieving our initial objective of accelerated beam. Beam time-of-flight and spectrometer momentum measurements will be used for necessary confirmation.

With low-intensity 400-MeV beam achieved, more detailed studies can be done to improve the matching, steering and focus of the beam, improve the rf parameter settings, and slowly raise the intensity and duty-factor. During this time the Booster 400-MeV transport can be studied and tuned, and beam can be injected into the Booster.

Once sufficient 400-MeV beam is established to the dump and Booster transport line, the shielding at the high energy end of the linac enclosure can be reassessed for the new beam energy.

The commissioning period is anticipated to take about 5-6 weeks. Following commissioning the success of the program will be reviewed to obtain DOE approval for normal operation. The timely success of the installation and commissioning programs is important to the Laboratory's schedule and physics program. The second half of the present colliding beams (protons on antiprotons) program is to resume in the fall of 1993. It is obvious that the Linac Upgrade must be in operation for this to happen. Also, the increased intensity will be significant in reaching the antiproton production rate and the luminosity to carry out the physics program for this run.
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