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Abstract

Inclusive jet cross-sections have been measured in pp collisions at /s = 546 and 1800 GeV,



using the CDF detector at the Fermilab Tevatzon. The ratio of Jjet cross-sections is compared

to predictions from simple scaling and O(a?) QCD. Our data exclude scaling and lie 1.5-2.4¢

below a tange of QCD predictions,
PACS numbers: 13.87.-a, 12.38.Qk, 13.85.Ni

In this Letter we present a measurement of the scaling behavior of jet production at the Fermi-
lab Tevatron pp Collider, using data taken with the CDF detector at two collision energies. The
hypothesis of “scaling” predicts that jet production cross-sections, if scaled in a way that makes
them dimensionless, will be independent of pp CM energy. By contrast, perturbative QCD calcu-
lations of parton hard scattering exhibit non-scaling behavior through the evolution of the proton
structure functions and the running of the strong coupling constant, ,. Although scaling violation
in jet production at hadron colliders has been observed between CERN ISR and SppS data [1],
and ISR and Tevatron data {2], for the present measurement it has been possible to conduct the
test within a single experiment, owing to the widely separated CM energies (/s = 546 and 1800
GeV) at which data were taken. This leads to substantially smaller systematic uncertainties, and
a correspondingly more precise investigation into scaling behavior. We also note that in addition
to providing a test of QCD predictions, the jet scaling measurement is important for extrapolating

QCD event rates to LHC and SSC energies.

A detailed description of the CDF detector is given in Ref. [3]. The primary detector element
used in this analysis is the central calorimeter, which subtends the pseudorapidity interval inl € 1.1

(n=-In(tan(#/2))), and spans 2r in azimuthal angle ¢. Jet event triggering required one or more



clusters of energy within the calorimeter, defined in the trigger hardware, above a set of transverse

energy (Er) thresholds. Er is defined with respect to the beam-line. Details of triggering, offline

event selection, and background elimination for CDF inclusive central jet measurements are given in
References (4] and [2]. The offline jet clustering algorithm, which defines jets based on calorimeter
Ez within a cone of radius 0.7 in (1, ¢), is detailed in Ref. [5]. Jets in the offline analysis are

restricted to the central rapidity interval (0.1 < |g| £ 0.7).

Two inclusive jet data sets were used in this analysis: (1) the full 1988-89 run at V/$=1800 GeV
(integrated luminosity = 4.43 pb~), and (2) a short run at +/5=546 GeV (8.58 nb~1). To reduce
systematics for comparing jet production in the two samples, the online triggering, offline analysis
chain, and event selection criteria were identical and standard (see Ref. [4]), apart from the
following set of requirements or corrections made to the 546 GeV data. (1) The Er threshold for
clusters in the trigger hardware was set to 15 GeV, and the clusters were restricted to the central
calorimeter. We note that data taken at 1800 GeV with these two requirements were found to agree
with standard jet trigger data from the full 1800 GeV run. (2) To compensate for the small size of
the 546 GeV data sample, the cut on offline jet Er was lowered to the point at which single offline
Jets pass the trigger with 90% efficiency ( Er=25.7 GeV). This necessitated a < 10% rate correction
for jets with offline Ex below 33 GeV, where the trigger is fully efficient. (3) Event vertices in z,
along the beam-line, were required to be within 60 cm of the detector center for both data sets;
however, the efficiency of this cut was evaluated separately for the two sets to account for a 16%
increase in width of the luminous region at 546 GeV. Approximately 1400 {40,300) jets in the 546

(1800) GeV sample pass all requirements.



The observed inclusive jet Er spectra were corrected for energy loss and resolution effects. Cor-
rections were obtained using a tuned Monte Carlo detector simulation described elsewhere [4].
Confirmation of our Monte Carlo modeliné ‘oil' .]:e;‘. it;s;es and resolution has come from comparing
data and Monte Carlo predictions for momentum balance in photon-jet and di-jet events in the
1800 GeV sample. Using Monte Carlo events, corrected jet Er was defined as the sum of the Ep’s
of all final state particles pointing within the clustering cone, excluding only particles originating
from the underlying non-jet interaction. The average non-jet energy within the clustering cone
was 0.9 (1.5) GeV at 546 (1800) GeV CM energy, defined as the observed calorimeter transverse
energy at 90° to the jet axis in CDF di-jet events. Fluctuations in this energy, different for the
two data samples, contribute to jet Ep resolution. No correction was made for jet Er lost outside

the clustering cone, in order to facilitate comparisons to next-to-leading order (O(a?)) calculations

which depend explicitly on cone-size.

An jterative procedure was used to correct the measured cross-sections. For each data set, a function
representing a test corrected cross-section was subjected to Er loss and resolution effects, binned,
and compared to the measured cross-section. The initial test cross-section was then iterated until
a good match to the data was achieved. Corrections to the measured cross-section were obtained
by comparing the resulting test cross-section to the data. Corrections to offline jet Er compensate
for the competing effects of losses and the “feed-up” of lower true Er’s into higher offline E7 bins,
and range in the 546 (1800) GeV data from 1.05 to 1.10 (1.07-1.09) over the corrected Er interval
28-72 (40-415) GeV. Corrections to the measured rate in a given Er bin range from 1.42 to 1.63

(1.19-1.21) over this same Er interval.



Systematic uncertainty on the corrected cross-sections arises from the following sources: (1) knowl-

edge of calorimeter energy response to hadrons and electron/photons, (2) modeling of jet resolution

[ R R
i

in the Monte Carlo, (3) Monte Carlo modeling of‘ jet fragmentation, (4) non-jet energy correction,
and (5} luminosity measurement. Other effects, such as any Er dependence of the clustering
algorithm, acceptance bias in the jet 5 distribution resulting from the trigger requirements, or un-
certainty on the 546 GeV trigger efficiency correction, have been studied and are small (< 5%).
The uncertainty on non-jet energy for each data set is taken as £39% of its value: the upper limit
reflects & 130% systematic uncertainty on the measurement of this energy in di-jet events, while
the lower limit represents the level of transverse energy seen in a 0.7 cone in CDF minimum bias
events, and thus accounts for possible jet contributions to the quantity we have defined as “non-
Jet energy”. Uncertainty on the jet Er scale (Sources 1,3,&4) totals t35% (t12%) for 25 (300)
GeV jets. Absolute luminosity measurements have a 6.8% systematic uncertainty [6]. Overall sys-
tematic uncertainty on the 546 GeV inclusive central jet cross-section averaged over the central 5
interval, {do/dE7},, is £33% in quadrature sum, nearly independent of Er owing to the small Ep
range subtended by the data. Sources 1-4 contribute roughly equally to this error. The 1800 GeV
systematic uncertainty is +£16% for that part of the spectrum (91-238 GeV) which overlaps the
546 GeV data in the dimensionless energy variable zr (= 2E1//3), and is again nearly constant;
sources 1,3,&4 are largest. The corrected 1800 GeV cross-section from this analysis is 12% below
that of the analysis of the same data in Ref. 4], where a simpler version of the Monte Carlo-based
corrections was used (accompanied by a correspondingly larger systematic uncertainty than the

present measurement ).



We note that the 546 GeV inclusive cross-section agrees well with previous measurements from the

UAl and UA2 experiments at the CERN SppS Collider when similar definitions of corrected Er

are applied. Both CERN experiments defined jet cérr;ctions to give the Er of the massless partons
from the initial hard scattering, as predicted by their Monte Carlo event generators. This definition
accounts for jet fragmentation energy lost outside the recognized jet cluster. To compare to CERN,
CDF data were reprocessed using an analogous set of jet Ey corrections [7]. Figure 1 compares
the corrected CDF jet cross-section at 546 GeV (both standard CDF data and “CERN-corrected”
CDF data are shown) against UA2 results [1]. The data are also in good agreement with results

from UA1 (8].

To test scaling behavior we form the ratio, R, of scaled invariant cross-sections (E%(E'j—;‘})), 546
GeV to 1800 GeV. These scaled cross-sections are dimensionless in natural units. The ratio was
constructed bin-by-bin over the interval of z7 overlap, 0.101-0.265. Ratio data are tabulated in
Table 1 along with the unscaled cross-sections, and are plotted in Fig. 2. Statistical uncertainties
and a band of systematic uncertainty are also shown (for presentational purposes, this band has been
centered on a fit to the ratio data). Because R represents the ratio of two Jjet cross-sections, with
a common set of systematic uncertainties but over two ranges of jet Er, correlations between the
uncertainties of the two samples must be taken into account. To obtain the systematic uncertainty
on R, the sources of error outlined above were varied one at a time for the two data sets, and
the corrected cross-sections and ratio reevaluated; the deviation of the resulting ratios from the
standard ratio defined the systematic uncertainties. The luminosity uncertainty on R is 4.6% [6].

The total systematic uncertainty is +]§% for the first z7 bin, and +13% for the last bin; thus



about half of the systematic error on the individual cross-sections cancels in the ratio. For the first

2, and +13% (+3%) from Source 4.
2 8

The deviation of our ratio data from the scaling hypothesis prediction of unity was tested in two
ways (in both tests we have taken systematic uncertainties to be Gaussian and have accounted for
their bin-to-bin correlations). First, x* was evaluated. A value of x3 = 14.3 /11d.o.f. is found. How-
ever, because all points lie above the scaling prediction and x? is insensitive to signs of deviations,
we also compared the average value of R against unity. The average Rt for our data, constructed in
a weighted fashion using statistical and systematic errors, is 1.5110.04+0.21. Comparing the data
average to the scaling prediction yields a confidence level of 1.7%. We conclude that scaling in jet

production is excluded by our data.

We have also compared our R data against next-to-leading order QCD calculations [9] for a variety of
structure functions and choices of renormalization scale (Q?). Figure 2 shows four such calculations.
The roughly constant value above unity reflects structure function evolution, which depletes the
1800 GeV parton density in the z7 interval accessible to this measurement, and the lower value of
a, for 1800 GeV jet production at a given z7 relative to 546 GeV. Comparison to QCD predictions
was made using the average-value technique, which again is more restrictive than x?. Predictions
for average R range from 1.83 to 2.01, and thus lie 1.5-2.4 ¢ above our data. Probability of
agreement with our data improves as Q? increases in the calculations from E2./4 to 4E2 (lowering
the prediction for R), ranging from 3-12% for structure function set HMRS(B) {10], 3-13% for MTB

and 2-9% for MTS [11]. Unlike predictions for the individual jet cross-sections, which vary by £7%
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over the structure function range and £13% over the Q2 interval, predictions for R vary by only

+1% and +4%. The dependence of the calculations for R on Q? is illustrated in Fig. 2.

Also, for each structure function and Q? choice, comparison was made between N.L.0O. QCD and
jet cross-section data at 546 and 1800 GeV. Although experimental uncertainties are larger for the
cross-sections than for the ratio, this test was conducted to ensure that, given a certain level of
agreement with our ratio data, predictions for the individual cross-sections were at least consistent
with our data. Using the x? test evaluated over the 11 bins of Ex which correspond to the zr bins
of the scaling ratio, good agreement (probability > 10%) was found for every N.L.O. prediction at
both 4/s values. Figure 3 plots cross-section residuals with respect to a calculation using HMRSB;

the effect of Q? scale choice on the QCD predictions is also shown.

The dependence of R on the jet clustering cone-size has been investigated by reevaluating our
corrected cross-sections and ratio using a cone with radius 1.0, The cross-section ratio for cone=1.0
data agrees with cone=0.7 data to &~ 5%; N.L.0O. QCD predicts a 2% increase in R. We also note
that O(a?) and O{a?) calculations for R are nearly identical, and that the HERWIG parton-shower
Monte Carlo [12] predicts an R that lies ~ 7% above an N.L.O. calculation using the same structure
functions. From the above, we conclude that the effects of higher order radiation and hadronization

on R are less than 10%.

In summary, the ratio of dimensionless inclusive central jet cross-sections measured in CDF data
at 546 and 1800 GeV has provided a test of QCD predictions with greater precision than that

of the individual cross-sections; likewise, theoretical uncertainty is reduced by more than s factor

11



of three in the ratio. Unlike the cross-sections, the ratio is stable under changes in jet clustering

radius. Using an average ratio test, our ratio data are inconsistent with scaling, and consistent at

the 1.5-2.4 ¢ level with a range of next-to-leading order predictions, although our data favor a level

for the ratio that is lower than that of the predictions tested.
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Figure 1: Inclusive jet cross-sections averaged over the central 7 interval, (de/dET),, at /s=546
GeV. CDF data are shown with standard and “CERN-like” Ey corrections. Data from the UA?2
experiment are also shown. CDF quadrature systematic uncertainty is shown in the key; UA2

points carry statistical and E7-dependent systematic error, with normalization error in the key.
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Figure 2: The ratio of 546 to 1800 GeV dimensionless jet cross-sections, R, vs, zp. Statistical
errors and a band of systematic error are shown. Four O(a3) QCD calculations are also plotted,

illustrating the variation with the choice of structure function and Q? scale.
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Figure 3: Inclusive central jet cross-section residuals with respect to the HMRSB (Q¥=E3%) predic-
tion, (Data-HMRSB)/HMRSB. Data at /s==546 and 1800 GeV are shown. Systematic uncertainty
is indicated in the key. The solid (dashed) line is the residual of an HMRSB calculation using

Q*=4E} against HMRSB with Q3=FE%, at 1800 (546) GeV.
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Table 1: CDF inclusive jet cross-section data at +/8=546 and 1800 GeV, and the ratio of dimen-
sionless cross-sections, as a function of zp. Statistical errors are shown. Systematic uncertainty is

+38% for 546 GeV data, +£16% for 1800 GeV data, and approximately 4+0.22 for the ratio.

zr  (do/dEr)§*® (do/dEr)15® R

(nb/GeV) (nb/GeV)

0.101 423+23  (8.4740.33)x 101 1.4040.10
0.107 26.0+1.8  (591+0.28) x10~! 1.23+0.10
0.113 208+15  (4.37+£0.24) x 10~!  1.3440.12
0.119 15.7+ 1.3 (3.27+£0.20) x 101 1.35+0.14
0.126 10.6 £ 1.0 (2.223 £ 0.032) x 10~! 1.344+0.13
0.132  7.201+0.84 (1.677+0.027) x 10~! 1.2140.14
0.140  5.85+ 0.53 (1.085+ 0.016) x 10~! 1.5240.14
0.152  3.56 £ 0.41 (6.34 £ 0.12) x 10~?  1.58+0.18
0.172  1.734+0.17 (2.836+0.048) x 10~? 1.7240.17
0.211 0.380 + 0.071 (6.77+0.22) x 10~ 1.58+0.30

0.265  0.06215:0%0 (1.1224£0.064) x 10-3  1,54*9.70
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Fractional Residual from Default Calculation
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