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ABSTRACT

The antiproton-proton small angle elastic scattering distribution was measured at $\sqrt{s} = 1020\, GeV$ at the Fermilab Tevatron Collider. A fit to the nuclear scattering distribution in the range $0.065 \leq |t| \leq 0.21 (GeV/c)^2$ gives $b = (16.2 \pm 0.5 \pm 0.5) (GeV/c)^{-2}$ for the logarithmic slope parameter. Using the optical theorem and the luminosity from Collider parameters, we obtain $\sigma_{tot}(1 + p^2)^{1/2} = (61.7 \pm 3.7 \pm 4.4)\, mb$.
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1. Introduction

High energy $p\bar{p}$ elastic scattering angular distributions in the $t$ range $0.01 \leq |t| \leq 0.70$ (GeV/$c$)² have been measured in a number of experiments¹⁻⁸. The distribution is consistent at $\sqrt{s} = 1.8$ TeV with a simple exponential form, while at lower energies the data were usually fit by two exponentials, one in the range $|t| \leq 0.15$ (GeV/$c$)², and the other for larger $|t|$. The corresponding logarithmic slope parameters were found to be different by about $2(\text{GeV}/c)⁻²$, with the larger $b$ values at smaller $|t|$. Some experiments found satisfactory fits with a quadratic exponential form. In this letter we report on new data on $p\bar{p}$ elastic scattering obtained at the Fermilab Tevatron Collider at $\sqrt{s} = 1020$ GeV, in the $t$ range $0.065 \leq |t| \leq 0.21$ (GeV/$c$)². Because of the limited $t$ range it was not possible to test whether two exponentials were required to fit the $t$-distribution at this energy.

2. Data

The data were collected in 1989 during a dedicated run of the Collider. Fig. 1 shows a schematic layout of the apparatus, whose details are described elsewhere ⁹. For these data, the inner "Roman Pots", located 25 m from the interaction point $E_0$, were used. A four wire drift chamber and three scintillation counters, two used for triggering and the other for calibration purposes, were housed in each pot.

An elastic event requires a hit in the upper (lower) detector in the left side inner pot in coincidence with a hit in the lower (upper) detector of the right side inner pot. Such a combination is referred to as a conjugate pair of pots. Due to the Tevatron injection magnets located between the interaction point $E_0$ and the inner pots, part of the acceptance region of the combination up left - down right was obscured, so only the combination down left - up right was used in the analysis. In addition the non-conjugate pairs, i.e. up (down) left in coincidence with up (down) right, were also recorded for background subtraction purposes.

The trigger was a 2-fold coincidence of scintillation counters in the two inner pots used in the analysis. A total of 864990 triggers was recorded. In order to obtain the final sample of elastic events several cuts were applied:

a) The timing of signals from the scintillation trigger counters in each pot must lie in a narrow window corresponding to the time of flight of events originating in the interaction region. Events outside this window were rejected.

b) The pulse height of the signals from the trigger counters must be above a given threshold in order to reduce triggering caused by photomultiplier noise; the threshold was well below the pulse height of a minimum ionizing particle.

c) Events were rejected if there was a hit in any of the scintillation counters in the vicinity of the interaction region which were used for detecting inelastic events, or if there was a hit in the scintillation counters of the other two pots.

d) At least two out of three wires in each chamber were required to be hit, with the vertical coordinates within 500 µm of each other. The overall efficiency for recording elastic events was obtained by measuring individual wires efficiencies; it was typically about 95%.

A fiducial region was defined in the left detector, both vertically and horizontally,
as being the largest area, centered horizontally around the beam, not shadowed by the injection magnets. The left detector was chosen because the two conjugate pots were not symmetrically positioned vertically around the beam axis, with the left pot being further away from the beam axis than the right one. As a consequence, given the beam sizes and angular divergences, the vertical acceptance correction due to incomplete coverage in the right pot is small if the fiducial region is chosen in the left pot. A cut in the horizontal coordinate of $+6 \text{mm}$ around the beam center at the left detector was applied in order to ensure that the acceptance used was not affected by the injection magnets. Given the beam characteristics at this energy (obtained by scaling from those obtained at $\sqrt{s} = 1.8 \text{TeV}$), the region defined above was such that horizontally the elastic distribution was completely contained in the conjugate pot, thus avoiding a horizontal acceptance correction.

After all of the cuts we were left with 8144 candidates, about 6600 of which were in the elastic event region around the diagonal of the distribution (shown in Fig. 2a) that shows the correlation between the y (vertical) coordinates in the two chambers. The drift chamber horizontal coordinate readout (based on charge division) is known with substantially less accuracy than the vertical readout (based on drift time); we therefore integrated over the horizontal ($z$) coordinate and used only the variation in the vertical coordinate to obtain $d\sigma/dt$.

Three runs were taken at different pot positions, and the left drift chamber’s closest approach to the beam center varied from 10 to $12 \text{mm}$. In Fig. 2a we can see a substantial background in the elastic distributions at the smallest distances from the circulating beams. The background is mainly due to the beam halo.

To estimate backgrounds, the "non-conjugate" pair of pots was used. The background on the right hand side (due to proton beam halo) is almost independent of the background on the left hand side (due to the antiproton beam halo). Therefore the background in each detector of the elastic combination was obtained from events where there was a hit in the non-conjugate pot on the other side of the interaction region; the same cuts were applied as for the elastic candidates. The two distributions so obtained were then combined to produce the background distribution shown in Fig. 2b. Extensive studies showed that the shape of the background distribution in Fig. 2b is identical to that of the background in Fig. 2a, as expected. The background obtained in this way was then normalised to that in the conjugate pair distribution outside the elastic region and subtracted bin by bin.

The ratio of background to signal in the first few millimeters from the beam of the chamber was about 17% in the first run, when the pots were further away from the beam, and about 50% in the following runs; the background became negligible after the first few millimeters.

3. Elastic angular distribution

We used the form $dN/dt = A \exp(bt)$ for the elastic distribution where $N$ is the number of events, and derived the logarithmic slope parameter $b$. As mentioned earlier, since we integrated over the $x$ coordinate, we actually used $dN/dy$, where each $y$ bin covered a range of $t$. The overall $t$ range for the data was $0.065 \leq |t| \leq 0.21 (\text{GeV}/c)^2$. In order to use the $y$ range covered by all the three runs which had different pot positions, the lower $y$ limit was determined by the highest of the three minimum $y$ limits reached. The upper
The location along the beam axis of the interaction point was determined by timing in the inelastic scintillation counters on either side of $E_0$. The position of the interaction point at $\sqrt{s} = 1020\, GeV$ was found to be the same as that for $\sqrt{s} = 1.8\, TeV$.

The overall systematic uncertainty arising from the causes listed above is estimated to be $\pm 0.5\,(GeV/c)^{-2}$. Our final $b$ value is

$$b = 16.2 \pm 0.5 \pm 0.5\,(GeV/c)^{-2}$$

where the first error is statistical and the second is systematic. Combining them quadratically we obtain $b = 16.2 \pm 0.7\,(GeV/c)^{-2}$. This result is shown with previous data in Fig. 4.

### 4. Total cross section

The total cross section may be determined by extrapolating the $p\overline{p}$ nuclear elastic scattering differential rate at small values of $|t|$ to $t = 0$. Using the optical theorem, one has

$$\left(\frac{dN}{dt}\right)_{t=0} = L \left(\frac{d\sigma}{dt}\right)_{t=0} = L \frac{(1 + \rho^2)\sigma_{\text{tot}}}{16\pi\,(hc)^2}$$

where $dN/dt$ is the differential number of events observed for an integrated luminosity $L$ and $(dN/dt)_{t=0}$ is its value at $t = 0$, obtained by extrapolation of the elastic distribution.

Since we are integrating over the horizontal coordinate this formula is modified in the following way

$$\sigma_{\text{tot}}^2 \left(1 + \rho^2\right) = \frac{16\pi^2\,(hc)^2}{p^2 \eta(x_1, x_2)} \left. \frac{dN}{dy} \right|_{y=0} L$$

where $\eta(x_1, x_2)$ is the phase space available for the reaction $p\overline{p} \rightarrow p\overline{p}$.
where \( I \) is the distance from the interaction point to the detector, \( p \) is the beam momentum and

\[
\eta(x_1, x_2) = \int_{x_1}^{x_2} \exp(-bp^2 x^2 / I^2) \, dx
\]

\( x_1 \) and \( x_2 \) are the fiducial boundaries with respect to the horizontal beam center \( z_0 \) (found by fitting the \( z \) coordinate distribution of the elastic events by a gaussian distribution). In this formula the following approximation, valid in the forward region, was used:

\[
\frac{d\sigma}{dt} = \frac{\pi}{p^2} \frac{l^2}{L} \frac{d^2N}{dx \, dy}
\]

In order to evaluate the total cross section, elastic events were used only inside the fiducial region that we have defined above.

As already mentioned the information on the \( z \) coordinate was not used in the above analysis. But to calculate the integral over \( z \) that appears in the evaluation of the total cross section a knowledge of the \( z \) calibration is necessary. The same procedure as for the calibration of the vertical coordinate was used.

Due to degradation in the drift chamber wire performances and insufficient statistical accuracy, it was only possible to obtain the horizontal calibration for one run, and only this run was used for the determination of the total cross section. We obtain: \( \sigma_{\text{tot}}(1 + \rho^2)^{1/2} = (61.7 \pm 3.7) \, \text{mb} \), where the error is statistical only. The systematic error is dominated by the \( \pm 15\% \) uncertainty in the luminosity obtained from Collider parameters. The error introduced in the determination of the total cross section by the uncertainty of the \( z \) -calibration, including effects of possible non-linearity, was computed to be less than 1\%. The final result is

\[
\sigma_{\text{tot}}(1 + \rho^2)^{1/2} = (61.7 \pm 3.7 \pm 4.4) \, \text{mb}
\]

where the first error is statistical and the second systematic. Using the value \( \rho = 0.140 \) we obtain: \( \sigma_{\text{tot}} = (61.1 \pm 5.7) \, \text{mb} \), where the error combines quadratically the statistical and systematic uncertainties. This is shown in Fig. 5 together with previous data. \(^8,^{10-14}\)

5. Conclusions

We have obtained for antiproton-proton scattering at \( \sqrt{s} = 1020 \, \text{GeV} \) an elastic logarithmic slope \( b = (16.2 \pm 0.7)(\text{GeV}/c)^2 \) in the \( t \) range \( 0.065 \leq |t| \leq 0.21 \, (\text{GeV}/c)^2 \) and \( \sigma_{\text{tot}} = (61.1 \pm 5.7) \, \text{mb} \). The measured values of \( b \) and \( \sigma_{\text{tot}} \), plotted in Fig. 4 and Fig. 5 as functions of \( s \), lie on smooth curves which increase with increasing c.m. energy.
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Figure Captions.

Fig. 1 : Schematic layout of the apparatus.

Fig. 2 : a) Scatter plots for conjugate pots for one run before background subtraction. The elastic events lie on the diagonal; b) Scatter plot for non-conjugate pots.

Fig. 3 : The measured $y$-dependence for $p\bar{p}$ elastic scattering at $\sqrt{s} = 1020 \text{ GeV}$ after background subtraction. The solid line is the fit to an exponential function in $y^2$ in the range $161.3 \leq y^2 \leq 501.8 \text{ mm}^2$.

Fig. 4 : Energy dependence of the logarithmic slope parameter $b$ for the $p\bar{p}$ elastic scattering distribution (data from this experiment and from references 1-8).

Fig. 5 : Compilation of proton-antiproton $\sigma_{\text{tot}}$ plotted versus $s$ (data from this experiment and from references 8,10-14). The dashed curve shows the behaviour of the proton-proton cross section.
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