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Absatract

The beam and spectrometer used in Fermilab Expetiment 637 to study
the photoproduction and decay of charm particles are described in de-
tail. The photons are produced by a wideband eleciron beam which can
operate at encrgies up io 600 GeV/c. The spectrometer consists of a
high resolution silicon microstrip detector, a large aperture dipole mag-
net, proportional chambers, & second large aperture dipole, and more
proportional chambers. Three multicelled threshold Cerenkov counters
provide charged particle identification. Electromagnetic calorimeters out-
side the aperture of the second analysis magnet and at the downstream
end of the spectrometer provide electron identification and photon recon-
struction capability. A hadron calorimeter which foliows the downstream
elecizomagnetic calorimeter is used to trigger on events with hadrons in
the final state and io reject purely electromagnetic events. Detectors for
muon identification are located after the hadrometer and also outside the
yoke of the second analysis magnet. The iracking system is capable of
resolving the secondary decay vertices of charm and beauty mesons and
baryons from the primary interaction vertex. It also determines the in-
variant mass of the multibody final states of particles containing heavy
quarks wiih excellent resolution. The pariicle identification systermn, muon
detection system, and electromagnetic calorimetry allow one to identify
cleasly the leptons, kaons, and protons present in these final states. Thia
collection of detectors produces very clean signals for charm particles and
pPermits one to make many cross checks of the apparaius. The perfor-
mance is illustzated for a variety of charm signals. Of particular interest
is a description of the tracking through the silicon microatrip detector and
its use in isolating downstream decay vertices. Two complementary ap-
proaches to the reconstruction of secondary decay vertices are presenied
and insight is gained by comparing their strengths and weakmesses.



1 Introduction

The purpose of Fermilab experiment 687 is to study the production and decay
of charm and beauty particles using a high intensity, high energy photon beam.
Since charm production by photons occurs in roughly 10~? of the hadronic
events and beauty production at perhaps the 10~° level, it is necessary to have
a highly efficient, large acceptance multiparticle spectrometer, capable of ope:-
ating at high rates.

The Fermilab Wideband Photon Spectrometer presented in Fig. 1 is a two-
magnet spectrometer with large acceptance for charged and nentral hadrons and
for muons, electrons, and photons. Charged particle tracking is accomplished
by a silicon microstrip detector with 8,400 strips and a proportional chamber
system with 13,400 wires. Three muiti-celled Cerenkov counters provide charged
particle identification. Neutral vees can be reconstructed over a decay path of
about 10 meters. Photons and clectrons are detected by two lead-scintillator
arrays, one at the center of the aperture and one at lazge angles. Muons are de-
tected over the full aperture by scintillation hodoscopes and proportional tubes
inserted behind steel hadron filters. A gas hadron calorimeter is used in the
trigger o reject purely eleciromagneiic evenis. This complement of deteciors
permits the observation of a wide variety of charmed baryon and meson de-
cay modes. In particular, the microsirip system is designed to separate tracks
coming from the downstream decays of charmed or beauty particles from those
emerging from the primary production vertex [1]. The experiment has already
presented resulis on charmed decays of the D9 D+, D}, and the A} [2). Ex-
amples of charm signals are shown in Fig. 2. In section II the photon beam and
its instrumentation are described. In section III the spectrometer is presented
in detail. Also included in this section is a description of the data acquisition
system and the triggering criteria. Section IV presents techniques of data re-
construction and analysis including tracking, neutral vee reconstruction, particle
identification, vertexing, calorimetry, and Monte Carlo simulation techniques.
Section V is devoted to tracking in the target region with a special emphasis
on the use of the silicon microstrip sysiem to separate decay vertices from the
primary interaction veriex and to perform lifetime measuzements. Section VI
presents various performance checks on the tracking and particle identification
which demonstrate conclusively the capability of the detector.
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Figure 2: Examples of charm signals observed in E687 including: a) D* — K2x
b) D° — K3x,¢) D° — K=, d) A} — pKr, e) D* and D} — ¢°x*, and f)

D% 4 4x.
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2 Photon Beam
2.1 Description, Yields, and Backgrounds

For many years, high energy photon beams have been recognized as a good place
to conduct investigations of charmed particles{3]. The cross section is a relatively
lazge fraction —~ approximately 1% — of the total hadronic cross section at high
energies. The challenge was to develop a high energy and high intensity beam
that produces enough charmed particles to obtain very high statistics so that
one can answer really detailed questions about charm production and decays.
The Fermilab Wideband Photon Beam is an attempt to meet that challenge.

At a proton accelerator, photons are derived indirectly from the strong inter-
actions. One must solve two problems in order to make a clean photon beam:
first, one musi collect particles produced over a wide range of momenta and
angles to form the beam; second, one must remove all the unwanted particles
which are produced together with the photons, The unwanted patticles include
charged hadrons, x*,x~ ,K* K~ ,p,and p, as well as ncutral particles such as
neutrons and K?'s.

The photon beam is produced by the conventional “bremsatrahlung method”
[4, 5]. This is accomplished as follows:

1. 800 GeV/c protons interact in & target, the “primazy production target”.
Neutral pions are created and immediately decay into two photons. Im-
mediately downstream of the target are sweeping magnets which remove
all the charged particles. The photons emerge from the target box at zero
degrees.

2. They then interact with a lead foil, the “converter” ,where they produce
electron-positron pairs.

3. The clectrons (more on this point later) are then captured by a conven-
tional beam transport consisting of dipole magnets and quadrupoles. The
electrons are bent away from sero degrees. Neutral hadrons, neunirons
and KQ's, along with unconverted photons, travel straight ahead at zero
degrees and are absorbed in a “neuiral dump”.

4. The electron beam is transported around the dump and is eventually
passed through a thin lead foil, the “radiator”, to produce photons by
bremsstrahlung.The electrons are then deflected off to the side by dipole
magnets, “electron sweepers”, and into a dump, the “electron dump”, while
the photons pass straight ahead to the experimental target.

Figure 3 shows schematically the various steps required to produce a photon
beam by this method. Figure 4 shows a schematic of the charged particle
transport employed in the Wideband Photon Beam.
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Figure 4: Charged patticle transport for the Fermilab Wideband Photon Beam

The photons produced by this method have emerged from a chain of three
interactions and one decay process: the primary interaction which produced a
#% which then decayed to two photons; a conversion of one of the photons to
an electron-positron pair; and the bremssirahlung of the electron to a photon
and an electron. The x° decay, the pair conversion and the bremsstrahlung
interaction all degrade the final energy of the photon which emerges from the end
of the chain. The photon beam is thus a ‘tertiary’ beam and it is difficult, using
this method, to achieve high intensity, especially at high photon energies. The
advantage of this technique is that it is relatively free from hadronic background
compared to other methods. This is discussed in more detail below.

In order to achieve intense beams of high energy photons, it is crucial to
collect electrons emerging from the converter over a very large range of an-
gles and momenta. Since the electrons are charged, they may be collected by
quadrupoles and it is possible to achieve large angular acceptance in this kind of
beam while achieving a reasonably small beam spot on the experimental target.
The optics of the Wideband Beam is arranged to collect electrons with a range
of £15% around a ‘central’ momentum setting.

The dipole arrangement in the secondary beam is a ‘double dogleg’. It
has two important features: first, there are no dipoles before the first set of
quadrupoles and the bend angles in the dipole string in the center of the beam
cancel each other so that there is no net first order momentum dispersion in
the downstream quadrupole section of the beam; second, all the bends are very



Table 1: Wide Band Beam Properties

Horisontal spot sise at production target dz = +1lmm

Vertical spot size at production target dy=*1lmm

Geometric horizontal angle accepted §8, = £1.0milliradian
Geometric vertical angle accepted 88y = +£0.75milliradian
Geometric solid angle accepted Al = 6.0usteradians
Maximum momentum bite AP +15%

Effective acceptance Al x épl re 98uster — %
Horisontal spot at experimental target g = =+1.25cm

Vertical spot at experimental target Sy =+0.75em
Horisontal divergence at experimental target | 68, = +0.8 milliradian
Vertical divergence at experimental target 68, = +0.5 milliradian

small. The first feature keeps the beam relatively small as it passes through the
quadrupoles. The second preserves the momentum acceptance in the double
dogleg itself. The dipoles are all of the Fermiiab ‘6-3-120" [6] type and have
spcriures which are 6 in. x 3 in.

In the upstream part of the beam, there is a flux-gathering symmetric
quadrupole triplet, consisting of standard Fermilab ‘4Q120" magneis[7], which
have 4 in. apertures. The field gradients are chosen to focus the low momentium
components at the momentum slit in the middle of the double dogleg both ver-
tically and horisontally. The high momentum components are not well focussed
and are essentially parallel near the center of the dogleg. At the downstream end
of the beam, another symmetric quadrupole triplet of 4Q120 magnets images
both the highest and lowest momentum components of the beam onto the ex-
perimental target. Thus, in conventional terms, the beam is a ‘iwo-stage’ beam
or ‘point-to-point-to-point' for the low momentum components but is a ‘one
stage beam’ with ‘point-to-parallel-to-point’ optics for the higher momentum
components. The intermediate momentum components are not well-focussed,
It is obvious that, while this arrangement produces high acceptance, it will
not produce a small beam spot at the experimental target because most of the
momentum components of the beam are not truly imaged at the target.

The parameters of the Wide Band Beam are shown in Table 1. The beam
spot has a half width of over a centimeter at the base. This can be a disadvaniage
in some situations and an advantage in others.

The method by which the optics is arranged to achieve a large momentum
and angle acceptance has been explained. Several other choices of parameters
influence the final flux that can be achieved. These parameters are the ma-
terial and thickness of the production target, the converter, and the radiator.
Each has an ‘optimum’ value. One cannot make the production target too long
because photons can convert as they travel from the production point to the
end of the target. The converter cannot be made too thick because the elec-
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Figure B: Electron yield per incident 800 GeV proton as a function of electron
energy

trons radiate energy via bremsstrahlung as they travel through the radiator
from the production point. Increasing the converter beyond a certain thickness
will produce more electrons but will ‘sofien’ the energy spectrum. The result
is a reduction in the number of ‘high energy’ photons. Finally, if the radiator
is made too thick many of the electrons give rise to more than one photon and
this can make the interpreiation of the events more difficult and can create rate
problems in the detectors of the experiment.

A full calculation of the flux must include all these effects and is carried
out by Monte Carlo techniques. Based on the Monte Carlo calculation, the
production target was chosen to be 18in. of beryllium and the converter was
chosen to be 50% of a radiation length of lead. The radiator was chosen to
be 20% of a radiation length of lead based on studies of the effect of multiple
bremssirahlung on the performance of the experimental apparatus, especially
of the microsirip detector.

Figure 5 shows the measured electron yields per incident 800 GeV/e pro-
ton and compares them to the Monte Carlo calculation. For energies above
250 GeV, measured values are within 15% of the calculated values, consistent
with the systematic uncertainties of the measurements and extzapolations used
in the calculation. The photon spectrum obtained with the central e~ beam
momentum set to 350 GeV/c is shown in the next section.

One major reason for using the bremsstrahlung style beam was to reduce the



hadronic background in the beam. The sources of this background are neutrons
and K2’s in the beam. These neutral hadrons escape the target box along
with the photons. When they strike the converter, a small fraction of them
interact and may produce high energy charged hadrons which are captured by
the secondary (electron) beam transport. If the secondary beam is set up to
transport negatively charged particles, the background in the secondary beam
is mostly x~. If the secondary beam is set to transport positive particles, then
the background is 8 mixture of #+ and protons and is typically higher than for
the negative setting. The relative number of protons also rises as the secondary
beam energy approaches the primary beam energy. For these reasons, one always
chooses to cperate the secondary beam so as to capture and transport negative
particles. The charged hadrons will eventually arrive at the ‘radiator’ where
they may undergo hadronic interactions. These hadronic interactions are only
a problem if they produce neutral particles that are at such small angles that
they will eventually strike the experimental target. This means that they must
be produced within a milliradian of the incident charged hadron. Any charged
particles produced in these collisions will be removed by the ‘electron sweepers’
Jjust downstream of the radiator.

Hadronic background comes from a sequence of events each of which has
relatively low probability. The resultant background of neutral hadrons at the
experimental target is, both from Monte Carlo calculation and from measure-
ment, 10~® neutrons per photon. The production of events by these neutrons is
therefore under 1% of the photoproduction of events with hadrons in the final
state.

The beam can be operated in a variety of modes to help calibrate exper-
imental equipment. By turning the electron sweepers off and removing the
radiator, one can bring the electron beam directly into the experiment and use
it to calibrate the electromagnetic calorimeters. By inserting a lead absorber
into this ‘electron beam’, one can remove the elecirons and obtain a beam of x~
which can be used to calibrate the calorimeters, If a 10fi long stecl absorber
is moved into the beam near the upstream end, all the elecirons and pions are
absorbed. The dominant flux through the detector consists of muons which have
escaped from the primary target box. This so-called ‘muon beam’ is composed
of high energy muons travelling at small angles to the ceniral axis of the beam
and spread out over the whole detector. It can be used for detector alignment,
chamber efficiency studies, muon detector calibration, and many other purposes.

2.2 Beam Tagging System and Beam Gamma Monitor

The Wideband Beam has a simple photon energy tagging system. It is shown
schematically in Fig. 6. Its purpose is to determine the energy of the interacting
photon on an event-by-event basis. It also serves the function of requiring a
selectable minimum electron energy loss in the radiator in the Level II trigger
to effectively “harden” the bremsstrahlung spectrum.

10
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Figure 6: Schematic of Recoil Electron Tagging System

The incident electron, momentum selecied by the Wideband Beam, strikes a
lead radiator, producing photons by bremssirahlung. The electron, after this en-
ergy loss, is momentum analysed in a magnetic specirometer with the Radiated
Electron Shower Hodoscope (RESH) as detector. Electrons are identified by a
large energy deposition divided by momentum (E/p) in this RESH hodoscope.
Multiple bremsstralung may occur in the radiator. Typically, only one photon
interacts in the experimental target. The energy of any non-interacting pho-
tons is measured in a sero-degree shower counter, the Beamn Gamma Monitor
(BGM)}, located towards the end of the spectrometer. The physical properties
of these detectors are given in Table 2.

The photon energy is calculaied, on an event-by-event basis, from the fol-
lowing formula:

Eo = E'+ k‘nuractin' + E kadﬁﬁmui (1)

where:

11



Counter Nominal Centeriine Nominal # Layers, Material,
Name Photon  Magnetic  Width and Thickness
Tag Deflection
(GeV) (in. ) (in.)
non-
Radiating 0 4.03
Electrons
RESH 1 138 7.37 2.5 23 Pb,Lucite,1/4 in. each
RESH 2 205 9.98 2.5 "
RESH 3 235 12.58 2.5 »
RESH 4 254 15.14 2.5 n
RESH 5 268 17.72 2.5 ”
RESH 8 278 20.30 2.5 i
RESH 7 288 22.88 2.5 »
RESH 8 293 25.46 2.5 "
RESH 9 302 29.79 6.0 20 Pb,Acrylic Scint,1/4 in.
RESH 10 310 37.54 11.5 20 Pb,Acrylic Scint,1/4in.
BGM 0 gx9 45, Pb,Lucite,1/8in. each

Table 2: Tagging Counter Specifications. The lead is stiffened with 6 % Sb by
weight. The vertical (non-bend) sise of the RESH counters is 6 in. The RESH
10 aperture is limited by the tagging magnet vacuum chamber wall.

12



Eo is the incident electron energy, 350 GeV +50 GeV (#). For this
analysis, the incident electron is assumed to be the nominal 350
GeV beam energy.

B is the energy of the electron after radiation as measured in the
magnetic spectrometer and RESH hodoscope.

Rinteracting is the energy of the photon interacting in the experimental target
producing the hadronic event detected in the E-687 spectrometer.

E Bodditionar  is the sum of the energies of any additional multiple bremsstzahlung
photons produced by the electron in the radiator (and either not
interacting in experimental target or interacting and striking the
BGM counter).

Then, kinteracting = Eo — B — E Redittionai-

The uncertainty in each of these terms limits the resolution in the estimate
of the energy of the interacting photon. The major limitation is due to the
450 GeV energy spread of the incident electron beam. The photons cannot be
tagged to a greater precision than this +50 GeV o. For future runs, an incident
beam magnetic spectrometer has been installed to measure the incident electzon
momentum to +2%. This syatem is described in Appendix B.

A second major concern is the multiple bremsstzahlung in the thick radiator,
For most of the run, a 0.20 X Pb radiator was used. There was an additional
0.07 X¢ effective radiator due to nearby beam monitoring scintillation counters
and titanium vacuum windows. Therefore, the total effective radiator was 0,27
Xo.

2.2.1 Hardware

The magnetic field which bends the radiated eleciron was generated by six
dipole magnets which were prototypes for the Fermilab Anti-proton Accumula-
tor Ring({8]. They produced a [ B x dl of 89.5 kilogauss-meters at an operating
current of 1190 Amperes. The distance from the effective bend point to the
RESH plane (shower maximum) was 13.335 m. The non-radiating nominal 350
GeV electrons were deflected 10.24 cm from the photon beamline and struck a
lead and steel dump. The dipole sweeping magnets were offset to the west to
increase the horizontal aperture and good field region for the radiatied electrons.

The RESH hodoscope counters were either lead-lucite or lead-acrylic scintil-
lator shower counters of about 24 X, depth. The RESH counters were outfitted
with RCA 8575 photomultiplier tubes and transistorized bases [9).

13



Table 3: RESH paiterns considered valid by trigger logic

RESH(i) a single hit
or | RESH(i)x RESH(i+1) two adjacent hits
or | RESH(i-1)x RESH(i)x RESH(i+1) | three adjacent hits

The BGM is a lead-lucite shower counter (45 layers of 1/8 in. Pb (+ 6%
Sb) and 1/8 in, lucite) of 24 X; depth with bent lucite light pipes leading to a
Amperex 58AVP photomultiplier tube with a 9 stage resiator base [10].

The RESH counters and BGM had CAMAC-controlled pulsed LED’s for
performance and gain monitoring,

Since this tagging system was intended to operate at high rates, it was
important to minimize the time resclution, and to have pulse pair resolutions
of one RF bucket (18.8 ns) if possible. The coincidence resolving time for the
coincidence regisiers was approximately 4 ns. Due to problems with the ECL
gate driving circunit feeding the LRS 1885 ADC’s, the minimum gate widihs for
RESH and BGM were 38 nsec, corresponding to two RF buckets.

2.2.2 Use of RESH in Triggering

The typical energy deposition in an individual RESH(i) counter is shown in
Fig. 7. There is a prominent peak due to the momentum analysed radiated
electron striking near the center of the individual RESH(i). There is a tail on
the low energy deposition side due to transverse shower leakage for electrons
striking that RESH near cither of its side edges. There is also a tail extending
upward from pedestal due to radiated electrons striking an adjacent RESH(i-1)
or RESH(i+1) hodoscope cell with some energy deposited in RESH(i) due to
transverse shower spread. Such shower sharing between adjacent RESH coun-
ters can be used to localize the electron impact point to considerably better
resolution than the RESH counter width. Due to the resolution limitations
inherent in the untagged incident wide band electron beam, a simpler tagging
algorithm was used.

A discriminator threshold was set at approximately 20% of the nominal
radiated electron peak for each RESH counter. This logic signal was latched in
a coincidence register gated by the MASTER GATE (MG). The output of this
latch was then sent to a LeCroy LRS 4516 Programmable Logic Unit (PLU).
This PLU then passed the RESH hit patterns to the Level II trigger logic,
consistent with a single electron striking RESH. The valid patterns are shown
in Table 3. Since the triple adjacent hit pattern occurred less than 1% of the
time, this triple paitern was cut in the offline analysis.

There were three levels of RESH signals passed from the RESH PLU to the
Level I trigger correaponding to:

14
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Figure 7: Typical RESH counter pulse height spectrum

1- RESH-LOW nominal electron energy loss greater than 116 GeV
2- RESH-MED nominal electron energy loss greater than 193 GeV
3- RESH-HIGH nominal electron energy loss grester than 212 GeV

It is again noted that the electron energy loss represents the sum of the
energies of the radiated photons. Most of the data was taken using the RESH-
LOW threshold.

The use of the patterns for the 10 single RESH hits and the 9 adjacent RESH
hits provided 19 photon energy tagging bins. This is more than adequate since
the difference between adjacent bins was typically smaller than the incident
electron beam momentum uncertainty.

2.2.3 Performance

Photon Tagging System performance data were taken during dedicated runs
where either an electzon beam was taken directly to the BGM counter or a pho-
ton beam was used, but with a simple charged particle trigger with the spec-
trometer analysing magneis OFF to allow converted pairs to strike the BGM,
This allowed cross calibration and monitoring of the RESH and BGM systems.
Figure 8 shows the electron beam energy Distribution measured calorimetrically
in the BGM shower counter. The photon beam energy distribution is shown in
Fig. 9, for a 0.27 X, effective rzadiator. There is no requirement of a RESH tag
in this spectrum. The spectrum shape is fitted with the form

dn 1 » 1
dg g% 1+ exp[i=Send]

(2)
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Table 4: Fit parameters for description of photon spectrum

a = 0.73 < (.02
€ind = 398 GeV L 3 GeV, the endpoint of the photon spectrum, related
to the incident eleciron beam energy
A = 28 GeV %1 GeV, the incident electron energy spreed.

where q is the total energy of all the photons radiated. Fitted values are given
in Table 4.

A ‘thick target’ bremsstrahlung Monte Carlo caleulation predicts & = 0.73
for the distribution of q, the sum of the photon enezgies or the electron’s energy
loss for a 0.27 X radiator, in good agreement with the experimental distribu-
tion.

Figure 10 shows the tagged (clectron energy loss) photon spectrum, inte-
grated over all accepted RESH tagging hit pattern configurations. Figure 11
shows the Photon Tagging Efficiency obtained by dividing the Tagged Photon
Spectrum without RESH trigger requirement into the same distribution requir-
ing the RESH-LOW trigger to be set. Typical tagged photon spectra (measured
in BGM) for selected tagging RESH hit patterns are shown in Fig. 12.

Figure 13 shows how the RESH and BGM work together in determining the
event energy on an event by event basis. Plotted first is the electron energy loss
from RESH minus the J /1 energy for quasi-elastic events determined from the
magnetic spectrometer. The assumed incident electron energy is 350 GeV. The
energy does not balance due to extra multiple photons that are coincident with
the photon producing the J/¢ but are not accounted for. By subtiracting alsc
the summed energies of these non-interacting photons hiiting the BGM counter,
the energy balance is improved, as shown in the second plot where the energy
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Figure 13: Energy balance between elastic J/4 and calorimetric photon energy
a) without Beam Gamma correction; b) with Beam Gamma correction

spread (o) is consistent with the uncorrected beam momentum spread and the
tail on the low side has disappeared.

2.2.4 Problems and Future Solutions

The problem of the incident beam momentum spread and its solution using a
beam spectrometer were mentioned above.

A second serious problem occurs due to second order processes in the thick
radiator. Some of the photons produced can be re-converted into e*e~ pairs
within the radiator. This will either lose photons destined to strike the exper-
imental target, leading to 8 mis-mensnred flux, or produce “false tags”. These
false tags can be generated when an incident electron suffers only a small en-
crgy loss within the radiator. It is not deflected sufficiently to register in the
RESH hodoscope, but stirikes the electron dump. A photon radiated by this
electron can pair-convert in the radiator, possibly having the electron from the
pair fall within the RESH acceptance. This is a more serious background as the
apparent tagging energy increases. The bremsstrahlung tail near zero energy in
the BGM can be seen to increase as the tagging energy increases in Fig. 12 a
throngh Fig. 12 f. These backgrounds will be identified in future runs by adding
dump counters at the electron dump and shower counters on the positron side
of the sweeping magnet.
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3 Spectrometer

3.1 Analysis magnets

Momentum analysis of charged tracks is achieved by measuring their deflec-
tion in two large aperture dipoles, designed especially for use in multiparticle
spectrometers in the Fermilab Tevatiron II program(11}. The two dipoles are
identical except for the details of the magnetic shield plates on their ends. Fig-
ure 14 is a drawing of one of these magnets. The magnet is oriented to deflect
charged particles vertically. The inset is the magnet's excitation curve, taken
with a Hall probe near the center of the magnet. Also shown, is the coordinate
system used to describe the spectrometer: the = axis is along the beam dirzec-
tion with downstream being more positive; the y axis is vertical with up the
positive direction; and x is horisontal with the positive direction chosen to form
a right-handed system with the y and s axes. The magnets have a maximnm
p: kick of 1 GeV/c. The first magnet, M1, is operated at a kick of 0.400 GeV/c
and the second magnet, M2, haa a p; kick of 0.850 GeV/c. M1 and M2 bend
in opposite directions. The ratio of the kicks is arranged so that charged tracks
return to their original undeflected position toward the downstream end of the
spectrometer, nominally near the inner electromagnetic calorimeter (IE). The
properties of the magnets are listed in Table 5.

This particular arrangement of magnet orientation and currents has the fol-
lowing effect on event topology. There is a very large rate of et e~ pairs coming
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Table 5: Analysis Magnet Specifications

Ceniral field 14.0 kilogauss
Maximum p kick 0.97 Gev/c
Field uniformity +2.5%

Steel yoke length 68 in.
Effective length 101 in.
Effective length/pole length | 1.55

Total length 104 in.
Maximum current 2500 amps
Voltage at max current 160 Volts
Total power at max current | 400 kW
Total flow (50% glycol) 118 gpm
Pressure drop across coils 150 psi
Conductor diameter 1.855 in. x 1.375in.
Whater passage diameter 0.81in.

Total weight 272 Tons

from the experimental target. These events must be suppressed with high ef-
ficiency by the experiment’s trigger. They are produced with little transverse
momentum so they populate a region which is approximately the size of the
beam. After they pass through the first analysis magnet, they are dispersed
into a vertical swath whose horizrontal width is again just the horisontal beam
size. They are bent back towards the beam axis by M2, The lowest energy par-
ticles strike either the pole tips of M1 or the upsiream face or pole tips of M2.
The surviving particles come together to reconstitute the beam profile at the
end of the spectrometer. The momentum recombination is somewhat smeared
by the loss of energy of the elecirons and positrons via bremssirahlung in the
material of the spectrometer. Hadronic final states are much more spread cut
in angle. The geometric distribution of electromagnetic events, shown schemat-
ically in Fig. 15, is exploited by the trigger. Most hadronic events, and nearly
all events containing charm or beauty, will have at least two particles outside
the pair region at the downstream end of the spectrometer and will produce
counts in the HxV hodoscope. Electromagnetic pairs will only rarely produce
counts in this hodoscope.

The daia analysis requires a very precise knowledge of the shape of the
magnetic field. This is particularly important for the reconstruction of neutral
vees decaying into charged tracks inside M1. The fields of the analysis magnets
were measured using the Fermilab Ziptrack device[12]. The Ziptrack consists of
a set of 3 orthonormal coils mounted in a small cart. This cart moves along a
rigid aluminum rail which extends through the aperture of the magnet and is
supported at both ends by a motorized positioning device. The rail lies along

21



M2 SMEARING DUE TO
BREMSSTRAHLLING

/ INTERACTION DOWNSTREAM
/ OF ™M1
47 /
E_
ol
7

ELEVATION VIEW (BEND)

B
Y -
NN

\
W

H X Vv
HODOSCOPE

r?
X

TARGET

PLAN VIEW {NON=BEND)

SLOT
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events

the s axis (photon beam direction). The procedure is to position the rail at
some (x,y) position and then the cart is pulled at an approximately constant
rate of speed along the rail. The charge created by the induced EMF in each coil
is measured by a precision ADC at a selectable interval; in this case the interval
was about 2.5 cm. The entire operation of the Ziptrack including positioning of
the rail and recording the ADC data was controlled by a PDP11 series computer
through a simple command interface.

The data from this procedure consisted of 9x9x400 (x,y,s) points with 2
measurements of (B,,By,5,) at each point (down and back on the cart trip).
Surveys of the cart in its ‘start location’ approximately positioned these field
measurements with respect to the spectrometer coordinate system.

A field map is obtained from this data by fitting the x-y behavior of the 3
components of the field every 2.5 ¢em in 5. The fit chosen was a polynomial in
x and y with s-dependent coefficients of the form:

Bi=3Y R (a2"y", (=22 (3)

mn

It was possible to orient a magnetic coordinate system where B, , the dom-
inant field component, has reflection symmetry in both x and y. This meant
that terms in the B, polynomial containing odd powers of x and y up to and in-
cluding terms with m+n = 4 were set to sero. This gave 8 non-zero coeflicients
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C'(():) ) C':(,;) ) C',g;) , C;;), Cc():)- and C&;). The Maxwell relation V x § = 0
allows one to express all Cf: ) and C"(; ) coefficients in terms of the six allowed

C’f;) coefficients. Up to m + n = 4 there are 3 nonsero C¥) and 3 C(*) terms.
It turned out thai the B, field of E687 analysis magnets had rather weak 3*
dependences and higher quality information on C£3’ and C{3’ could be obtained
from fits to the B, field.

Several effectzs had to be corrected in the data before this fit produced useful
results:

¢ The integrators accumulated excess charge st a rate linear in time and
calculable from the difference in starting and ending values of the field for
each “zip” in &.

o The field data had to be scaled to match NMR measurements of the central
field and Hall probe readings of the fringe field at the start and end points
on each side of the magnet.

o The coordinate system of the positioning device was not orthonormal or
precisely aligned with the magnet symmetry axes. These errors, typically
a few milliradians, affected the actual (x,y,5} position of the cart at each
of the measurement points.

e The coil axes (inside the Ziptrack cart) were also not orthonormal or
precisely sligned. These misalignments caused apparent violations of
Maxwell's equations in the measured fleld.

The coordinate system and coil rotation angles were corrected empirically
by looking for reflections of the ‘symmetry allowed’ components into other ‘sym-

metry forbidden’ coefficients. For example a Cc(,f,) coefficient that had the same
shape as the main component C,(,;) would indicate that the By coil was not ori-

ented perpendicular to the x-axis. The sise of the Cg) coefficient would indicate
the rotation angle. Similarly a nonorthogonal orientation of the 3 probes will
create an apparent viclation of Maxwell’s equation:

The s-dependence of the apparent divergence can be used to find the nature of
the probe nonorthogonality. Rotations of this type were applied to the data and
the fits redone. When the 6 rotation angles associated with the coils, 6 angles
for the positioning apparatus and 3 offsets for the positioner were adjusted, the
resulting fits satisfied Maxwell’s equaiions and all ‘symmeiry forbidden’ field
components disappeared. At this point the fit was redone and only the Maxwell
allowed symmetry terms were allowed to contribute. Figure 16 shows the results
of these fits by comparing the Maxwell related terms (65,/0z,8B,/8z) and
(8Ba/0y, 8B, /82) us functions of 5. The agreement with Maxwell’s equations
is seen to be excellent.

cly) = o (4)
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3.2 Target

During the run, two different targets were used in the experiment : a beryllium
target and an active silicon target.

The beryllium target, shown in Fig. 17, was composed of 5 blocks, with a
thickness of 4 mm each, separated by thin air gaps. The diamond shape of
the downsiream 3 blocks was designed to match the high resolution region of
the first station of the microstrip detectors. The total length was ~ 4.5 em
corresponding to a radiation length of ~ 11.5 % and an interaction length of
10%.

The active target consisted of 48 silicon detectors [13] with an active area of
2em x 2cm, divided in four equal regions, as shown in Fig. 18, and a thickness
ranging from 200 gm to 250 um. The detectors were assembled in an alternate
crossed geometry to provide a transverse resolution of 5mm x 5mm. Toincrease
the interaction probability in the first region of the target, twenty nine 300 pm
thick beryllium layers were inserted among the first detectors; the resulting
length of the target was ~ 2.7 cm , corresponding to ~ 14% of a radiation
length and ~ 4.7% of an interaction length.

This configuration permitted the recomstruction of secondary vertices by
looking at the multiplicity steps along the active target and the direct detection
of the primary vertex by means of the large amount of released ionization charge
when the interaction took place in the Silicon detectors.

The beryllium target was employed for the major part of the data taking,
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Figure 18: Silicon wafer used in active target
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the silicon target only for a small fraction equivalent to about 10 %.

3.3 Trigger counters

A two level trigger is used. The first level trigger rejected a large fraction, ap-
proximaiely 90%, of the electromagnetic interactions of the photons and vetoed
possible charged particles coming with the beam; the second level trigger re-
quired a certain amount of energy deposited in the hadron calorimeter or at
least two muons. In addition, the trigger required at least one hit in the up-
stream PWC outside the region populated by et e~ pairs. The hadron calorime-
ter and PWC requirement rejected more than 98% of the electromagnetic evenis
surviving the first level trigger.

The first level trigger made use of the scintillator counters A0, AM, TM,
TR1, TR2, OH and HxV.

The purpose of the first 3 counters (A0, AM, TM), placed transverse to the
beam upsiream of the tarzget, was to deteci and reject any charged particles
(typically muons of the beam halo) travelling inside and close to the photon
beam. The AM array was a set of 24 acintillator counters (25.4cm x 58.4cm
each) of total dimensions 1.5 m x 2.5m, placed ~ 8 m upsiream of ihe target;
TM was composed of 2 scintillator counters of dimensions 45.Tcm x 6lcm
placed ~ 2.5 m upstream of the target. Both these sets of detectors surrounded
the beam pipe. A0 was a small scintillator (7.8 em x 4.5cm) placed inside the
beam line about 7 m from the target to veto charged particles coming right
down the beam pipe.

The TR counters, TR1 and TR2, were designed to detect the charged parti-
cles coming from the target, so the coincidence between TR1 and TR2 indicated
that an interaction with at least one charged particle occurred in the target.
TR1 was a small scintillator (3.5¢cm x 2.5¢m) placed ~ 3 c¢m downstream of
the target and just in front of the microstrip detectors; TR2 was a scintillator
counter of dimensions 22cm x 22cm placed downstream of the microstrip de-
tectors, at ~ 45 cm from the target. The discriminator thresholds were set so
that these counters produced logic signals to the trigger electronics for single
minimum ionising particles. Thus, these counters were sensitive to ete™ pairs,
dimuons, dihadrons, and multihadronic final states.

The purpose of the last two arrays of counters, OH and HxV, was to reject the
electromagnetic interactions of photons and to select hadronic events. OH was
one plane of 24 scintillators covering the upstream face of the electromagnetic
calorimeter (OE). It was designed to detect wide angle charged particles outside
the center gap (~ 88cm x 51cm) of the plane (Fig. 19). The HxV array was
located downstream of the P4 chamber; it consisted of two adjacent planes of
scintillators with 24 and 12 counters placed horizontally (H) and vertically (V),
respectively (Fig. 20). Each plane was divided in two halves positioned side by
side with a horizontal separation of ~ 7.8¢m between them. Signals coming
from these two detector arrays, OH and HxV, were organited in a suitable logic
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to define a pair of particles both of which were out of central gap and therefore
much more likely to be from a hadronic interaction than a purely electromagnetic
one.

3.4 Tracking
3.4.1 Microstrip Detectors

Tracking in the region between the target and the first magnet is performed by
a system of silicon microstrip detectors, shown schematically in Fig. 21. The
system [14] waa designed to achieve the very high posiiion accuracy needed
to separate the decay vertices of particles containing heavy flavors from the
interaction vertex, while, at the same time, minimiring the total number of
electronics channels (for cost reasons).

It consists of twelve microstrip planes grouped in four stations of three de-
tectors measuring i, j and k coordinates respectively: iat - 7195°, jat -{5° and k
at -#(P with respect to the horisontal z axis of the spectrometer reference frame.

The innermost central region of the system, covering the very forward pro-
duction cone, has a resolution two times better than the outer one. Thin region
is crossed by the most energetic tracks which are very close to each other and are
less affected by Multiple Coulomb Scattering (MCS). The first station, which is
the most crucial in determining the extrapolated error to the production point
in the target, has twice the position accuracy of the others.

The geometry of the microstrip system is described in Table 6. All the
detectors of the system are mounted on a high precision granite support which
ensures correct alignment to better than +3um over 5 cm. Actually, there are
four granite frames, each of them holding the three detectors of a station. The
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Figure 21: Silicon microsirip deiector layout
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-

Figure 20;: HxV counter geometry

Table 8: Properties of the Silicon Microstrip Detector
I station IT station | IIT station | IV station

2z position:

1%t detecior | -.5 em 5.5 cm 11.5 cm 23.5cm
2"€ detector | 0.0 cm 8.0 cm 12.0 cm 24.0 cm
37¢ detector | 0.5 cm 6.5 cm 12.5 cm 24.5 cm
active area 25x35cm? [ 5x5cm? | §x5cm? | 5 x 5em?
high res area | 1 x 3.5ecm? | 2x5cm? | 2x5em? | 2 x 5em?
strip pitch 25.50 pm 50.10 ym | 50.10 pgm | 50.10 um
# of channels | 688 x 3 688 x 3 688 x 3 688 x 3
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four frames are aligned against the two orthogonal reference surfaces of the
underlying granite bench,

Each strip is read out by means of a front-end preamplifier, a remote-end
amplifier and a charge integrating FLASH ADC [14, 15]; the analog signal at
the amplifier output has a semigaussian shape with a base width of ~ 140na.

The overall signal-to-noise ratio, after 200 ns integration in the ADC, eval-
uated under real experimental conditions, is ~ 19 for one minimum ionizing
particle.

The analog single sirip readout has been chosen to maximire the ability
of the system in dealing with sequences of adjacent hits; the released charge
information gives a simple estimate of the number of tracks involved and, in
some cases, its pattern along the cluster permits a better determination of the
track impact coordinates.

The overall detection efficiency of every plane was measured to be betier than
99% including non-functional strips and/or broken electronics channels. The
resolution power of the whole system can be expressed through the extrapolated
transverse error to the mean interaction point in the target, which is about 7
cm upstream of the first miczostrip plane; it turns out to be ~ 9 um for infinite
momentum tracks crossing the high resolution regions of the twelve deiectors.

3.4.2 PWC system

The multiwire proportional chamber (PWC) system for E687 consisted of 20
signal planes grouped into 5 stations with 4 planes per station. These stations
were labeled PO, P1, P2, P3, and P4, upstream to downstream. Stations P0, P1
and P2 were located between the two analysis magnets with PO just downstream
of M1, P3 was located just downstream of M2 and P4 was just downstream of
the iast Cerenkov counter C3.

There were two iypes of PWC stations, Type I (PO and P3), and Type II
(P1, P2 and P4).

Each station had four views. The X view wires ran vertically and measured
horisontal position. The sierec angle for the U and V views was 11.3° from the
Y view. The orientation of the wires, which is the same for Type I and Type
II, is shown in Fig. 22.

The Type I stations had an aperture of approximately 30 in. x 50 in. (larger
dimension is vertical) with four anode views, YVUX in upstream to downstream
order. The Type I anode and cathode planes consisted of copper-clad G-10 cir-
cuit boards laminated to solid G-10 frames milled for flatness. Wires were wound
onto transfer frames, aligned and glued onto the frames and soldered to the cir-
cuit boards. Flexible ribbon cables were plugged into headers soldered onto the
circuit boards and carried the anode signal to connectors located outside the
gas volume. All cathode and anode planes in a station were stacked within a
sealed aluminum gas box with Mylar windows and a removable cover plate for
access. The planes were stacked onto precision machined locating pins that pass
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Figure 22: Orientation of PWC wires

through two locating rings at one end of each plane. The locating pins fit into
holes machined in the gas box and are visible from the outside so that survey
and alignment of the planes may be easily accomplished without opening the
gas box.

Type I anode wires were 0.8 mil diameter gold-plated tungsten under 65
gram equivalent tension. The wire spacing was 80 mils and the anode-cathode
half-gap was 0.235 in. Cathode wires were 2.5 mil diameter Cu-Be and zan
vertically with a pitch approximately 0.4 times that of the anodes. Because
of their lengih, the X plane anode wires were glued to a support wire running
horisontally across the middle of the plane in order to achieve electrostatic
stability.

The numbers of instrumented wires for Type I stations were 376 for X planes
and 840 for Y, U and V planes giving a total of 2296 wires each for P0 and P3.

The Type I1 stations P1, P2 and P4 had the same basic construction, number
of views, stacking order and stereo angle but had a larger aperture of approxi-
mately 60 in. x 90 in. To provide extra stiffness, Type 1I planes had a layer of
stainless steel laminated within the frames.

The Type 11 anode planes used 1.0 mil gold-plated tungsten wire under 90
grama equivalent tension. The wire spacing was 120 mils and the half-gap was
0.240 in. The cathode wires were 3.5 mil Cu-Be and also ran vertically. Again,
the X view anode wires had to be supported, but here Mylar garlands running
horizontally across the aperture were used to constrain the anode wires in plane
between the adjacent cathodes.

The numbers of instrumented wires for the Type II stations were 512 for X,
768 for Y and 832 for U and V planes, giving a total of 2,944 wires per Type
II station and thus a total of 13,424 instrumented wires for the entire PWC
sysiem.

In October 1987 the original P4 station was damaged and was replaced by &

30



smaller chamber, P4’, with an aperture of approximately 40 in. x 60 in., having
only three views X, V and U (same angles). The X plane had 3mm wire spacing,
the U and V planes had 2mm wire spacing and the half-gap was 0.250 in. There
were 336 wires instrumented in the X plane and 768 each in the U and V planes.

The gas mixture nsed was 65/35 Argon-Eihane and was bubbled through
ethyi alcohol at 0° C before being distributed to the chamber system. Flow
rates were approximately 0.5-1.0 SCFH for Type I stations and 1.0-2.0 SCFH
for Type II stations, giving a complete gas exchange every 12-24 hours. A
system of PhotoHelic sensors and solenoid valves at the input and output of
each station was used to keep a nearly constant overpressure of 0.10-0.25 in. of
water. Using this gas mixture, operating voltages of 3.30-3.50 XV for Type I
planes and 3.00-3.30 kV for Type II planes produced good efficiency.

Signals from the anode wires were amplified and discriminated by pream-
plifiers mounted on the chambers. Low voltage power for the preamps was
distributed via a system of 1/4 in. x 1 in. solid copper bus bars attached to the
sides and bottom of the gas boxes. Small PC boards with edge connector sock-
ets were monnted across the bus bars and the power connectors for the preamps
plugged into these sockets.

Type I stationa used 8 channel preamplifier cards with single-ended MECL
II outputs, while the Type II stations used 18 channel (Nanometrics N341)
preamps with complementary MECL 10K outputs. Both types of preamps were
capable of detecting currents of less than 1 uA.

Discriminated signals from the preamps were sent to the counting room via
200ns to 350ns of delay cable, depending on siation location, where they were
received and reshaped before being sent to the LeCroy 4290 TDC system where
time information was recorded for every wire using the Common Stop mede.

The TDCs were located in dedicated CAMAC crates, each containing a
LeCroy 4298 TDC controller that had been modified for 7 bit (127 ns full scale)
operation. All 4298s for a given station were daisy-chained together using the
RS-422 databus, and the last 4298 in each of the five chains (P0-P4) was con-
nected to a Fermilab designed TDC readout controller called a P4298[18).

The P4299s each contained a Z8002 microprocessor and 48K of memory
and continuously executed a program stored in ROM that waited for readout
requests from the 4298s. A readout request caused exccution of a vectored
interrupt routine which read all data from the 4298sin the chain and reformatted
the data before storing it in RAM. After readin to the P4209s was complete,
each P4209 took control of an ECL bus, sent its data to a LeCroy 1892 buffer
memory, and passed control of the bus to the next P4299 in line. The last P4299
sent an end of record signal to the 1892 after the last dataword had been sent
telling the Lecroy 1892 that the TDC readout was complete. The time required
for & complete readout cycle was approximately 300us to 400us for a typical
hadronic event containing 150-200 sixteen bit words of wire chamber data.
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Figure 23: Plan view of the three Cerenkov Counters

Table 7: Characteristics of the Cerenkov Counters

Counter | Gas Threshold (GeV/c) No. of Cells

| Pion | Kaon | Proton

€1 HeNy [ 6.7 | 23.8 | 44.3 90
C2 N2O [ 45 | 16.2 | 30.9 110
C3 He 17.0 | 61.0 | 116.2 | 100

3.5 Cerenkov System

There are three multicell threshold Cerenkov counters in the detector. The
counters, called C1, C2, and C3, are shown in Fig. 23 and some of their charac-
teristics are given in Table 7. The countiers are all run at atmospheric pressure
in the threshold mode. The gases have been chosen so that there is a wide range
of momentum values in which pions, kaons, and protons can be identified. This
is critical because identification of kaons and/or protons (“heavies”) is crucial
for the observation of many of the charm signals present in the data. In the
Cerenkov system, pions atre separable from heavies from the C2 pion threshold
of 4.5 GeV/c to the C3 kaon threshold of 81 GeV/c. Protons can be unam-
biguously identified between 16 GeV/c and 44 GeV/c and between 61 and 118
GeV/c. In the region between 44 and 81 GeV/e, protons and kaons can be
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distinguished from pions but cannot be differentiated from each other.

3.5.1 C1

The Cetenkov counter Cl is the most upstream of the three Cerenkov counters,
lying just beyond the first analysis magnet, between the first two PWCs. The
counter has a pion threshold of 6.7 GeV, between those of C2 and C3. Counter
thresholds for various particles are given in Table 7. The gas used was a helium-
nitrogen mixture, and the total length of the counter gas volume along the beam
direction is 71 in.

The active area of the counter spans 80 in. in the magnet bend direction and
50 in. in the transverse direction. It is divided into 90 cells by a series of mirrors
covering the downstream plane of the gas volume, A schematic of the counter
is shown in Fig. 24(a). The mirrors are organized into two readout systems,
planar and conventional. The conventional readouts use 2mm thick plastic
focussing mirrors designed to focus Cerenkov light onto individual phototubes
located upstream of the mirrors, just outside the fiducial volume. Each of the
40 focusing mirrors represents one cell, and all are located in the outer portions
of the counter. The corresponding 40 phototubes have diameters of 3 or 5 in.
The smaller ones require collection cones to ensure complete light collection.
The remaining cells make up the planar mirror section, located at the center
of the back plane. Two glass planar mirrors, each 14 x 32 in. , are oriented
at 90 degrees with respect to each other and 45 degrees to the beam direction.
Light reflecting off these is detected by 2 and 3 in phototubes, 25 on each side of
the counter, oriented exactly transverse to the beam direction. Light collection
cones are located in front of the phototubes, and are close-packed to ensure that
no light reflected from the planar mirrors escapes detection.

The response of the counter can be described in terms of the average number
of photoelectrons detected in a particular cell due to a 5 = 1 particle, when the
Cerenkov cone is completely enclosed in the cell. Under these criteria the typical
cell in the C1 planar section sees 3.6 photoelectrons while the conventional cells
see about 2.5 photoelectrons.

3.5.2 C2

The cell structure of C2 is shown in Fig. 25. The counter is located downstream
of C1 ard is between the PWCs P1 and P2. It has an aperture of 84 in. x
94 in. and a length in the beam direction of 74 in. The counter contains 110
cells including 54 inner cells and 58 larger cells on the periphery. The inner
cells detect photons with Thore EMI 9939A 2-in. phototubes while the outer
cells use RCA 8864 5-in. phototubes. The faces of the phototubes are coated
with the wavelength shifier p-terphenyl. Each cell utilizes a light collection cone
made of specular quality Coilsak which was realuminized and overcoated with
& thin film of MgF,.
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Figure 24: Cell structure of C1: a} shows the positions of the mirrors and light
collection cones; b) shows how the aperture is mapped into the photomultipliers.

The counter contains two planar mirror sections. The mirrors reflect the
Cerenkov photons toward the light collection cone arrays which are mounted
on the side of the structure. (The cell structure shown in Fig. 25 is actually
a beam’s eye view of the virtual image of the light collection cone arrays.)The
mirror sections are each mounted at a 45° angle relative to the beam direction
forming a 90° angle between them. The mirror sections are each 44 in. x 92
in. and contain 32 separate mirrors. Each mirror consists of a glass substrate
11.0 in. x 11.5 in. x 0.0394 in. thick which is aluminized and overcoated with
MgF; on the front surface.The mirrors have 88% reflectivity at a wavelength of
400 nm and maintain a reflectivity of greater than 80% down to 220 nm, below
which practically all the light is absorbed by the radiator before reaching the
phototubes. A small vertical gap between the two mirror sections in the center
of the counter was designed to reduce the material in the region of high incident
photon and electron-pair fux.

The gas used is N3O at atmospheric pressure which gives a pion threshold
of 4.5 GeV/c. Since no information on the scintillating properties of N;O was
available during the design of the counter, beam tests were run at Brookhaven
with a small test cell. No evidence of scintillation was observed and the gas
proved to work well in the experiment.

The photoelectron yield for the 2-inch cells ranged from 8 to 16 with an
average value of 11 photoelectrons. For the 5-inch cells, the yield varied from 5
to 13 photoelectrons with an average value of 8 photoelectrons.
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3.5.3 C3

Counter C3, which has the cell structure shown in Fig. 268, was the most down-
siream of the three Cerenkov counters and was located downstream of the second
analysing magnet between the MWPCs P3 and P4. The counter was a helium
threshold counter which was 277 in. long with an aperture at the upstream end
of 60 in. x 93.25 in. Iis pion threshold of 17 GeV was the highest in the system.

The counier had 100 spherical glass focussing mirrors with a total projected
area of 1.4m x 2.0m. The slumped glass mirrors were 0.080 inches thick with
a radius of 260 cm (focal length of 130 cm). The mirrors were cut in three sizes:
22.4 x 30.3 em, 22.4 x 20.3 cm, and 9.8 x 10.3 cm. (The curved blanks were
produced by Glass Fab, Inc., Rochester, N.Y. 14612.) The mirrors were coated
with aluminum with an overcoat of MgF3 to optimise the reflectivity at 140
nm. Light collection cones made from 10 mil mylar coated with aluminum and
MgF; were used with the smallest mirrors.

The Cerenkov light was detecied by phototubes coated with a waveshifter
{p-terphenyl) and MgF;. Thorn-EMI 9939B (2 inch) tubes were used for the
smallest mirzors; RCA 8854 (5 inch) tubes were used for the most central large
mirrors; and RCA 4522 (5 inch) tubes were used for the outer large mirrors.

The tubes were separated from the helium volume by CaF,; and quarts
windows. CaF3; was used for all central cells and quarts was used for the outer
cells. (Cost considerations were the reasons for these choices.) The UV cutoff
for CaFy is around 135 nm and the cutoff for quarts is around 180 nm. The
gaps between the tube faces and the gas volume windows were flushed with Ny
in order to prevent helium from poisoning the tubes.

The photoelectron yield for all cells ranged from 3 to 17 with an average of
9. For the large mirrors, the photoelectron yield for cells with CaF; windows
was about 30% higher than for the cells with quartz windows.
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Figure 26: Cell Structure of C3

3.6 Muon System

The muon detector for ES87 [17, 18] includes a section for identifying muons
produced at less than 40 me (Inne: Muon) and a seciion for wide angie muons
extending to 125 mr (Outer Muon). The small angle muon detector consists of
two slabs of iron absorber with thtee scintillator hodoscope planes, for triggering,
and four planes of proportional tubes for localising the muon trajectory. The
iron of the downstream analysis magnet is the absorber for the Quter Muon
system, which includes two scintillator hodoscope planes and two proportional
tube planes.

The fast muon identification for trigger purposes is provided by the scintilla-
tion counters mounted behind M2 (OMV and OMH) and those mounted behind
the muon filter steel downstream of the Hadron Calorimeter (IM1V, IM1H, and
IM2H).

The location of these counters is shown in Fig. 1. The configurations of
these detectors, together with the muon proportional tubes, to be discussed in
the next section, are shown in Fig. 27.

3.6.1 Inner Muon Scintillators

The Inner Muon Scintillators (IM) are in two sets. The first set is in two
hodoscope planes (IM1H and IM1V) placed downstream of the first muon filter
consisting of 121 ¢m of steel. This steel, and calorimeters immediately upstream,
make up approximately 10 interaction lengths of material. The two planes have
counters in vertical and horizontal configurations. The arrays cover 2.0 m x
3.0 m. The second set is downstream of the second muon filter which is an
additional 60 cm of steel. There is only one hodoscope plane (IM2H) in the
second set, and it is configured horisontally; this plane also covers 2.0 m x 3.0
m. The IM covers + 60 mr in the bend view (y} and - 40 mr in the non-bend
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view (x). There are a total of 61 counters in IM.

The IM’s are conventional scintillation counters utilizing Polipop n.0180, a
naphthalene based scintillator, made by Polivar [19]. Each scintillator is 100 cm
long 30 cm wide and 1 cm thick. The photomultipliers used were Amperex
XP2232B.

The signals from these counters are processed by LeCroy 4413 discriminators
and LeCroy 4418 delay units and are stored in ECL laiches designed by Fermilab
[20]. The latched signals are scaled and also used to form a “Muon Trigger”.

3.6.2 Owuter Muon Scintillators

The Quter Muon Scintillators (OM) are in vertical and horisontal arrays. The
arrays have dimensions of 3.0 m x 5.0 m. The coverage of these planes is from
+50 mr to +£200 mr in the bend view and from +35 mr to +125 mr in the
non-bend view. There are a total of 89 channels in OM. The iron yoke of the
second analysis magnet, M2, provides a 10 interaction length absorber for these
detectors. The OM counters are made with the same scintillator material and
dimensions as the IM’s but have an additional difficulty in that the counters are
in & hostile environment— a magnetic field of up to 300 gauss. This problem is
solved by using a high-field phototube made by Hamamatsu [21) and a special
base[22].

The Hamamatsu R2107 [23] has a photocathode 7.0 cm in diameter with
four multiplication dynodes in the form of closely spaced mesh layers. Due to
the close spacing of the dynodes, it is relatively immune to magnetic fields.
However, the charge gains of the Hamamatse R2107 tubes, operating at 1000
volts, vary from 100 to 1900 so that the base must contain a high-gain, low-noise
amplifier. Since the design of these electronics, high field phototubes with gains
of up to 10° have become available.

The requirement of the amplifier section of the base is as follows: The min-
imum input is ~100 gvolts across a few hundred ohms. The amplifier output
must be at least a few millivolts above the noise for the discriminator section
to operate. The risetime of the signal must be ~10 ns to handle the couniing
rates expected in the experiment.

The intrinsic noise of the circuit is kept low by incorporating the Plessey
SL560 300MHs low noise amplifier [24] in the amplifier circuit (Fig. 28). The
amplifier card for the base also includes a discriminator which consists of a
threshold setting network providing temperature compensation and four ECL
NOR gates(10102) the first three of which aze operated in the analog region and
the last of which gives complementary ECL signals. The threshold is set by a 1
k(l potentiometer which is in a remote location from the base,

Oscillation due to self-coupling was prevented through careful grouping of
the grounds into a small area of the circuit board to reduce possible ground
loops and through use of an internal shield to decouple the sensitive first SL560
from the rest of the circuit. The rf shielding is shown schematically in Fig. 29.
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Figure 28: Outer Muon phototube amplifier-discriminator circuit
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Figure 28: Outer Muon phototube electronics shielding arrangement

The ECL output from the discriminator is directly connected to the input of
LeCroy 4418 delay units, and signals are stored in ECL latches built at Fermilab.
These signals are also used as part of the “Muon Trigger”.

3.6.3 Muon Proportional Tubes

Arrays of muon proportional tubes were placed upstream of each of the muon
scintillator walls, as shown in Fig. 27. These tubes, with their finer granular-
ity, are used in identifying muons in events with multiparticle final states. The
proportional tubes are made of aluminum extrusions 5.08 cm in diameter and
0.16 cm wall thickness. A unit is made of 8 tubes attached to aluminum face-
plates that act also as gas channels (Fig. 30). When the units are assembled
into planes, the gas flows serially through all of the tubes in & plane. The wires,
50 pm diameter gold plated tungsten, are strung through nylon plugs with brass

39



Figure 30: Muon proportional tube unit

feedthrough tubes. The nylon plugs are glued to the faceplates and the wires
are soldered to the brass feedthroughs. The overlap of the tubes in a unit gives a
resolution of 0.91 cm. The gas used was Ar-CO; (80%/20%), and the operating
high voltage on the anode was -2.6 XV, 200 volts above the knee on the efficiency
Platean. Each unit contains an 8 channel amplifier [25] shown in Fig. 31 , whose
ECL outputs are read out by “black bin" latches, made at the University of
Nlinois. Proportional tube arrays of length up to 200 in. were made up.

The Inner Muon Proportional Counters (IM1X, IM1Y, IM2X and IM2Y)
are in two groups to match the IM scintillation counters. Each group has two
arrays reading out x and y coordinates. The total number of channels of IM
proportional tubes is 320.

The Outer Muon Proportional Counters (OMX and OMY) are in two arrays
which read out the x and y coordinate of the hit. There are 338 channels of
OM proportional tubes. The individual channel geometry is the same as for the
inner proportional tubes.
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3.7 Calorimetry
3.7T.1  Electromagnetic {e.m.) Calorimeters

Photons and electrons are detected in the experiment by two lead-scintillator
calorimeters: the “Inner Electromagnetic” or JE calorimeter covering the small
angle region; and the “Outer Electromagnetic” or OF calorimeter covering the
wide angle region up to about 150 mrad. The original design for these detectors
provided full containment for e.m. showers and very fine longitudinal segmenta-
tion, namely 33 scintillator samplings organized in 9 longitudinal independent
views for the OF, and 88 scintillator samplings in a total of 7 views for the
IE. However, the original IE was totally destroyed by a fire which struck the
experiment in October of 1987. All counters from the two most downstream
OE sampling segments were reassembled to provide an emergency IE substitute
calorimeter. This degraded the energy resolution by losing full containment for
the OF and introduced a geometrical mismatch between the angular acceptance
of the two calorimeters, but did provide acceptable v and #° reconstruction and
good electron-hadron rejection.

The OFE calorimeter is located 900 ¢ from the target. Jts external dimen-
sions are 255 cm x 205 cm, with an internal rectangular aperture 51 cm x 88 cm.
This corresponds to an angular acceptance for photons of 28 < |8,| < 142 mrad,
and 49 < |6,| € 114 mrad. The OE calorimeter is mounted on a support which
has a motorised drive and can be displaced both horisontally and vertically for
calibration and access purposes. Counters are arranged in four independent
quadrants in the x-y plane (Fig. 32). The substitute IE calorimeter (Fig. 33),
with lateral dimensions 122cm x 122cm and an inner 10.2cm x 10.2c¢m hole,
is located downstream of the M2 magnet, at 2360 ¢m from the target. It has
an angular acceptance of 2 < |6, ,| < 26 mrad, both for 7 and e due to the
focussing optics of the magnetic spectrometer. The calorimeters are made of
Pb (stiffened with 6% Sb by weight) plates and scintillator layers (POPOP
Ca4H13N30; doped with 8% naphthalene, and NE-102 were used). Scintillator
layers are made of strips, whose light readont is either individual {OE0, OES$,
IEPAD segments) or five-fold integrated by a light guide to a single PMT (all
other segments), as shown in Table 8. Horizcnial and vertical five-fold counters
are interlaced as shown in Fig. 34. In Table 8 the detailed segmentation of the
OE and IE calorimeters is also shown. Each counter in the calorimeiers (778
for the OFE and 240 for the IE), was individually wrapped in 0.1 mm Al foils
and black plastic, was light-tighted and then assembled without liners in the
mechanical structure, thus reducing dead regions. Countiers are equipped with
ten-stage, EMI-9902KB photomultiplier tubes (PMT) operating at a typical
gain of 10% at 1000 V, with a quantum efficiency of 20% at 440 nm. Tubes were
individually tested in order to select only those with good linearity and small
sensitivity to rate [26]. Gain versus high voltage was measured for all selected
PMT’s. PMT’s are powered by LeCroy 1440 and custom-made FRAMM[27] HV
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sysiems via a high-linearity anode-grounded voltage divider supplying 1.5 mA
at 1500 V. PMT signals reach the counting room via coaxial cables, 60m long,
where they are converted by Lecroy 1885 Fastbus ADCs using a dual linear
range technique: this means accepting input charges up to 200 pC in the high
resolution scale, and up to 1800 pC in the coarser resolution scale,

Calorimeter stability is controlled by monitoring the ADC pedestals in both
ranges during and between spills, and by monitoring the HV supplies for the
PMT’s. Overall stability for cach OF channel is checked with a Nz laser
light source, while for the IE this is done with regularly scheduled muon runs.
ADC pedestals are acquired continuously in the interspills during data taking
and accumulated in 1-2 hour periods. These pedestal runs are then analysed
for changes with respeci to the pedestnl reference values, and all changes are
recorded in & database for later use in data analysis. PMT voltages are period-
ically read back via computer, and discrepancies between setting and reading
values of > 0.3% are stored in databases, while a warning condition is generated.
The Nj laser light is emitted at a wavelength of 330 nm. The light is converted
by a 8 mm wavelength shifter bar to a frequency equal to the frequency of the
light emitted by the plastic scintillator used in the calorimeter. Quarts optical
fibers (OPSICA SCF, Radiall Inc. France), having a 200 xm diameter core, a
400 pm diameter silicon cladding, and a vinyl protection, distribute the light
to each PMT. Each fiber is independently regulated to provide a signal corre-
sponding to about 10 times the light emitted by one m.i.p. (minimum ionizing
particle) czossing one counter. In the case of a five-fold counter, this corresponds
to about 10* photons at the photocathode. The N; laser is constantly pulsed at
arate of 1 Hz. About 3-4 laser events are acquired during each interspill period.
They are organised intc 1-hour runs, and their statistical characteristics stored
in data bases. The laser light output dependence on both the HV applied to
the spark gap and on the gas pressure in the cavity was studied and optimired.
An intrinsic stability for the laser output of £10% was obtained. To improve
this limit, two reference PMT’s are used. Reference PMT’s are kept at constant
temperature, shielded from any beam effect and face the same fiber bundle. By
using the two reference PMT’s to normalise the response of the individual tubes
to the laser, the intrinsic stability of the gain monitor system was improved to
+6%. Figure 35 shows a typical laser pulse height distribution, with and with-
out the reference PMT normalisation algorithm. Simtilarly, Fig. 36 shows the
effect of such normalization on the average dispersion of laser light pulses as
seen by 660 counters in & dedicated run. Finally, Fig. 37a) shows the response
of a typical counter to the laser output during a standard 100-hour monitoring
period and Fig. 3Tb) shows the effect of laser and pedestal correction. The
monitors installed are sensitive to variations > 1%.
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Figure 32: The Outer Electromagnetic (OE) calorimeter. A 9cm gap along
the y-axis is present to avoid e.m. showers from et e~ pairs from beam photon

conversions.
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3.7.2 Hadronic Calorimetry

The main function of the hadron calorimeter for Experiment E687 is to pro-
vide a trigger which rejects purely electromagnetic events, mainly ete™ pairs,
and enhances the selection of events with charm or beauty quarks. The hadron
calorimetry covers only the inner detector. This region is covered by two sep-
arate devices: the main hadron calorimeter(HC), which covers the region from
5 mrad to approximately 30 mrad and the 'Central Hadron Calorimeter'(CHC)
which covers the central 5 mrad centered directly on the beam.

The main calorimeter is an iron gas sampling calorimeter with tower readout
geometry. The absorber consists of 28 iron plates with dimensions 120in. x
82in. x 1.75 in. These plates totaling 8 interaction lengths are separated by
1.125in, wide gaps where the sense planes are inserted. The tower geometry
of the sense planes allows formation of a trigger for the transverse energy E;
in addition to a trigger for the total energy Eio.. The calorimeter was made
sensitive to minimum ionizing particles (mip) for monitoring and calibration.
Electronic testing and monitoring was also included. Figure 38 gives an overview
of this detector.

i. Construction of Sense Planes

Each sense plane consists of a multi-layered structure [28, 29] shown in
Fig. 39. Particles enter the cross section from the bottom and encounter first a
0.031in. copper coated plane of glasieel {30] which functions as a ground plane.
The next layer is made up of 26 units of proportional tubes contained in PVC
sleeves. These tubes, widely used in high energy physics experiments, are known
as the Inrocci tubes [31). In this construction, the inner structure of the Iarocci
tubes which is normally made of PVC coated with carbon has been replaced
by an aluminum extrusion channel [32] of the same dimension. The 8 anode
wires of 0.002in. diameter gold-plated tungsten are supported at the center of
the 78in. long extrusion and are terminated with a decoupling resistor of 270 (1.
The open side of the aluminum is covered with a sheet (“top”) made of 500 um
polyester with a 2 um resistive coating [33]. This resistive layer is necessary to
prevent static charge from building up on the inside of the PVC sleeve. The
resistivity of the “top” is between 1 and 20 M}/0, The layer of proportional
tubes is covered with a 0.031in. sheet of copper coated glasteel on which the
pad’s pattern (Fig. 40) has been engraved by a Fermilab facility. A 0.28in. cor-
rugated cardboard spacer reduces the capacitive conpling of the signal on the
pads to ground. Six printed circuit boazd strips, each 12 in. wide, are placed on
the top of the ground plane. Signal lines alternating with ground lines have been
engraved on these strips. The signal lines are connected to the pads, through
holes in the ground plane, by a short wire which is scldered to a signal line on
the strip and wire-wrapped to a pin soldered to each pad. At the other end
of the strip, the signal lines end in an edge card connector for coupling to the
preamplifiers. Each sense plane reads out 184 pads. The entire stack is then
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Figure 38: The hadron calorimeter, the pad geometry, and the longitudinal
segmentation are shown.

covered with another ground plane. All these layers are finally glued together
on a flat table under a uniform pressure [34]. Two steel bars along the long
sides of the plane support each unit between the iron plates.

The sensitive area of the sense planes shown in Fig. 40 extends from an
inner radius of 5.9in. to a rectangle of 79in. x 118in. The subdivision into 8
concentric circles and 24 azimuthal sectors is based on the results of a Monte
Carlo study of hadrons associated with charm particle decays. The design is a
compromise between the size of hadronic showers, the average track separation
at the calorimeter and the total number of readout channels. The pads aligned
along the beam direction are electrically ganged together longitudinally in three
sections to generate tower signals. This is shown schematically in Fig. 38. The
choice of ganging 5, 8 and 15 sense planes is also based on a Monte Carlo study
of longitudinal shower development. Most of the hadronic energy is deposited
in the first 2 sections, and the downsiream section measures the leakage energy
of the hadronic showers. As a result, the total number of HC towers is 552.

The proportional tubes use a mixture of 50% argon and 50% ethane to which
1% ethyl alcchol was added. They are operated at 2.05kV in the proportional
mode.

A smaller calorimeter, the central hadron calorimeter (CHC), covers the
solid angle left open by the hole at the center of EC. This device is considered
as an additional tower to HC. The CHC is described below.
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Figure 39: Cross section of proportional tube assembly.

ii. Monitoring of Gas Gain

The gas gain of the hadron calorimeter proportional wire chambers varies
as a function of pressure, temperature, gas composition, and the high voltage
on the sense wires. Although these conditions are monitored separately, direct
methods of monitoring the gas gain with a Fe®® radioactive source in the same
gas and with beam muons passing through the calorimeter are also employed.
Radioactive source monitoring is particularly valuable for tracking short term
variations in gas gain, while muons are useful for monitoring long term varia-
tions, since it is difficult to get adequate statistics over short periods.

Two cylindrical proportional counters are installed at the gas input and out-
put manifolds to HC. These tubes measure the pulse height of the primary X-ray
(5.9keV) from the Fe®® sources. The pulse heights of the two are accumulated
in a LeCroy qVt for one hour at a time, transferred to computer via a CAMAC
interface, and analysed to find the primary peak. Figure 41 shows the variation
of these peaks as a function of time. Typically the gain variations are of order
+10%, but larger variations have also been observed. These peak values are
stored in a data base and later used to correct for gain variations. As can be
seen from this figure the HC responee to muons and the gas gain measured from
the sources track each other very well.

For the muon calibration, apecial runs are made with muon beams. The
purpose of these runs is to establish the absolute gain of the entire calorimeter
system. The gain varies from tower to tower (about +25% spread) principally
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Figure 40: Diagram showing the outline of the pad geometry for the hadron
calorimeter.

due to variations in the coupling of the capacitive pads and the electronic gain.
The pulse height of the muon traversing one tower defines a minimum ionis-
ing particle (mip) pulse height, and sll measurements in HC are calculated in
terms of these mips. Typical pulse height distributions from muons are shown
in Fig. 42. These distributions are fitted to find the peak value for the mip
reference.

iii. Pion Calibration

The energy response and energy resolution of HC are mensured with the pion
beam directed at the calorimeter. Three pion momenta are used: 30, 45, and
80GeV/c. Since the momentum spread of the pions was at least +15GeV/e,
this provides coverage of the momentum range from 25 GeV/c to 80 GeV/c in
an almost continuous fashion. For this calibration, only pions which trigger a
pair of scintillation counters centered on a designated calorimeter tower are se-
lected. Particles which produced a large pulse height in the special downstream
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Figure 42: Typical muon pulse height spectra

scintillation counter are rejected because they could have interacted in IE up-
stream of HC. The sum of the pulse height in all towers of HC is computed.
The data are binned into 20 bands based on the momentum measured by the
spectrometer, and the range for the bands is +2% of the mean momentum.
The pulse height information is interpreted in terms of the mip definition given
above. The pion momentum is measured in the magnetic spectrometer with
an accuracy of 1.5%. Figure 43a shows the response of the calorimeter to four
sample bands of energies.

This measurement is done with the pion beam pointing only at one spot of
the calorimeter. (The IE calorimeter is moved aside for this calibration.) The
normalization of the pulse height in each tower, as obtained with the muon
beam, relates this measurement with the pion beam to the response at any
point of the calorimeter. Consequently, the overall pion energy response of the
hadron calorimeter is obtained by a linear fit 10 the energy response and is
0.8601 mip/GeV (Figure 43b). To describe the energy resolution, the conven-

tional parameterization 5%@) = 7",'5-, where h is a constant, is employed. The

quantity k was measured to be 133% (Fig. 43c) almost independent of E. The

resolution includes a 2% error due to the momentum spread within the energy
bands.

iv. Preamplifier and Fan Out

The front end electronics includes a preamplifier, a pole zero filter, an am-
plifier, and a cable driver. The design is based on surface mount techniques
with & unit of 16 channels mounied on the detector as close to the source as
possible. Each tower of the two upstream sections has one preamplifier channel.
Each tower of the downstream section of 15 sense planes has two preamplifiers.
One serves T and the other 8 sense planes to decrease the capacitance seen at
the preamplifier input. The preamplifier is a common base amplifier packaged
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Figute 43: The hadron energy analysis of pions whose showers started in the HC:
a) response of HC to pions in four different energy bands; b) average response
as a function of momentum; ¢) energy resolution,r, over mean energy, s, plotted
as a function of pion momentum.

with 4 channels in a single chip (Fujitsu MB43458) [35, 38]). This is followed
by a pole sero filier where the values of R and C are varied to accommodate
the different capacitances of the pads from about 0.01nf to 1.0nf. The shaped
signal is then amplified by a video amplifier (NE592) followed by an emitter
follower to drive 501 coaxial cable 200 feet long. The signal of each tower is
then split by a fanout circuit. One output goes to an ADC (LeCroy Fastbus
1830N) and is integrated for 800 ns. The other output is used for building the
hadron energy trigger which includes Eio: and E.

v. Central Hadron Calorimeter (CHC)

The Central Hadron Calorimeter is placed between the Beam Gamma Mon-
itor (BGM) electromagnetic shower detector and the steel hadron filter just
before the Inner Muon Detector (IM). It is sized to cover the forward 15 mrad

57



beam hole through the Hadron Calorimeter (HC). In addition to simply mea-
suring the hadronic energy in this beam region, its analog energy signal is in-
cluded in the overall hadron calorimeiry energy trigger sum. Due to a severe
longitudinal space constraint between the HC and IM shielding, the CHC is a
uranium-scintillator calorimeter.

The sixteen absorber layers consist of 16in. x 16in. x 1.5in, depleted ura-
nium slabs. There is an additional 1in. transverse x 1.5in. thick steel window
frame surrounding the uranium, making a transverse profile of 18in, x 18in,
The uranium and sieel window frame is clad with % in. thick steel sheets. These
cladding sheets are riveted to a simple structural frame of welded 1.5in. steel
channel. An epoxy fillet completes the uranium seal. The total amount of
absorber material, including scintillator in CHC, is 6.4 interaction lengths (as
calenlated for protons).

The sixteen 1/4 in. thick polystyrene scintillator layers are read out with
conventional bent light guides and photomultiplier tubes. The first 12 layers,
denoted CHC1, are read out by an Amperex 58 AVP photomultiplier tube with
a resistive divider base, The last 4 layers, dencted CHC2, are read out by an
RCA 8575 photomultiplier tube with a transistorized base,

Typical performance for CHC1 and CHC2 for a 350 GeV, full momentum
bite, incident hadron beam is shown in Fig. 44. These plots are for events chosen
to have only minimum energy deposition in BGM. Correlation bands for CHC2
vs. CHC1 are observed in Fig. 45. A gain-balancing calculation minimizing
the relative width of the weighted sum of CHC1 and CHC2 was performed and
the resulting summed CHC distribution is given in Fig. 46. Using negative pion
beams of 50, 100, 200, and 360 GeV, momentum tagged on a particle-by-particle
basis, the CHC's resolution for pions not interacting in the BGM was measured

to be (B) %

o 134%
Longitudinal shower leakage for the CHC alone decreased the CHC response by
19% for 350 GeV pions relative to the response for 50 GeV pions.

vi. Hadron Energy Trigger

The hadron energy trigger is a part of the main second level trigger for the
experiment, and it selects events for which the deposited energy in HC and CHC
was at least 40 GeV. The trigger electronics {29] uses the second cutput of the
fanouts for the 552 analog outputs from the calorimeter. A set of fast analog
summers adds the pulse height of all the towers at a fixed radins (Fig. 40) for
each section of the calorimeter {12 modules with 24 inputs each, generating 24
outputs). Then the 24 signals are integrated for 400 ns by three integrator units
(ench has 8 inputs and 8 outputs) one for each of the longitudinal sections.
Since the analog outputs from HC are shaped to be no longer than 800ns, this
integration time is a compromise between good energy resolution and a fast
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Figure 46: Plot of total energy in CHC for nominal 350 GeV/c pions not inter-
acting in BGM.

summer modules again. The 8 outpuis of the three calorimeter sections are
then summed to form Ey., and the outputs are weighted according to their
relative radial position in the calorimeter to form the iransverse energy E;. The
E, information was not used as a trigger during the 1987-1988 running period.
The final summed E,;,; signal is digitised by a LeCroy 4504 4-bit Flash ADC.
The digitized signals are added by a LeCroy 4508 Programmable Logic Unit
(PLU) which sets the threshold level. The two digitized outputs of CHC from a
Flash ADC are also added by the PLU to obtain the final total hadronic energy
Eyot. This information is available for the second level trigger at 600 ns after the
master gate. Figure 47 gives a schematic view of the hadronic energy trigger
logic.

The choice of the E,; threshold at 40 GeV for the E887 photoproduction
experiment was made by considering the two curves in Fig. 48. One shows how
frequently the F.., tzrigger is set by noise from the calorimeter and electronics
and the other indicates the number of hadronic events depositing an energy
in HC and CHC larger than the selected threshold. The noise is measured by
applying the integrating gate outside the beam spill. The data for the 1987~
1988 photoproduction run were taken with a threshold of 40 GeV. This setting
is & compromise between a high noise rejection and a low hadronic threshold.
For this seiting the hadronic energy trigger reduced the first level trigger by a
factor of 100.

The trigger efficiency as a function of hadronic energy has been measured
with hadronic events collected during a regular photon run without the require-
ment of any second level trigger. The number of recorded events is plotted as a
function of the hadronic energy measured by the magnetic spectrometer for all
the charged tracks in the event that intersect an area at the upstream end of HC
within its boundaries. Tracks entering the central hole are not used since the
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CHC signals were not included in the energy trigger for part of the data taking.
Figure 49 shows this result when the trigger threshold was set to 40 GeV during
one of the data teking periods. The edge is not sharp partially because the
400 ns integrating gate is not long enough to capture the entire analog signal,
but principally because the hadrons lose energy in the upstream EM calorimeter
(IE) which is not seen by the online trigger electronics. The efficiency shown in
Fig. 49 can be fitted with a function of the form

e(E) = { 1—exp((a— E)/b), if E2> B

€1 +c1E + ey B3, otherwise.

The curve shown in Figure 49 has parameters E, = 17.0, ¢ = 6.22, b = 34.2,
¢ = 0.089, ¢ = —0.0083, and c3 = 0.00122. The non-gero efficiency ai low
energy is due to neutral particles which deposit energy but are not seen as
tracks, misidentification of electrons, electronic noise in the trigger circunit, and
tracks passing through the central hole which still manage to shower partially in
HC. The actual efficiency does not reach 100% even for high energy because of
the loss of energy within IE which is not part of the trigger sum. The smearing
of the threshold is due to HC resolution and the trigger electronics noise.

3.8 Triggering

The trigger is organized into two levels. The first level trigger- or MASTER
GATE- is a simple interaction trigger. It requires a coincidence of the trigger
counters TR1 and TR2, each set to respond efficiently to one minimum ionizing
particle. It further requires evidence of at least two charged particles in the
spectrometer. This can occur in either of two ways: two or more particles in
the inner part of the spectrometer as signified by at least two sets of hits in
the HxV hodoscope, a so-called ‘inner-inner’ irigger; or only one track in the
inner detector, signified by only one set of hits in the HxV hodoscope and at
least one hit in the OH array, as so-called ‘inner-ounter’ trigger. As explained
above, the geometric arrangement of these counters makes them highly efficient
for hadronic events but only 5% to 10% efficient on electromagnetic events. In
addition to the above requirements, veto conditions using the counters described
above may be inserted into the first level trigger. The processing of a first level
trigger candidate results in a negligibly small deadtime. When the conditions
for a first level trigger ate satisfied, gates are sent to the various readout systems.
This causes all the signals that are employed in the second level trigger to be
latched.

The second level trigger requites about 1.2 us to process information latched
by the Master Gate and to decide whether to read out the event or to execute
a clear cycle.

The second level trigger operates on signals which are latched and pulse
heights which are integrated and stored when a Master Gate occurs. These
signals are processed by the level two trigger electronics— a system of specially
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Figure 47: Schematic view of the energy trigger logic.
62



107 ¢
_1h
k) 10 £
) C
= .
-2
6 10 é—
(o) »
2 -
et 31
=107 <= threshold
10_4laxxl|||g ;|1||1111I11|1

O 20 40 60 20 100
Threshold (GeV)

Figure 48: The hadron energy trigger rate relative to the first level trigger is
shown as a function of the energy threshold. The curve associated with black

circles is for photoproduction with a Be target; the curve with open circles is
for noise only without an interacting photon beam.

63



EFFICIENCY

0 1 l 1 I 1 I A I L
o 40 80 120 160 200

Total Charged Hadron Momentum (Gev/c)

Figure 49: Online trigger efficiency versus the total momenta of the charged
hadrons hitting the hadron calorimeter., The energy lost by the hadrons in the
electromagnetic calorimeter is not included in the trigger electronics.

designed combinatoric logic {37] analog summation circuitry[38], and Lecroy
4415 and 44xy MLU/PLU’s and Flash ADC’s. This logic makes partial triggers
which are called ‘buslines’. The system has provision for up to 32 buslines.

The busline signals are presented tc an auxiliary backplane of the trigger
generator crate. Thisis a CAMAC crate which has special programmable trigger
selection modules[39], called pin logic modules. Each module occupies one slot
and is capable of producing one trigger. The module can be programmed with
conventional CAMAC commands to require any of the 32 buslines to be true or
false. The state of any busline may also be ignored. Finally, each module has a
CAMAQC settable adjustable pre-scale,

The OR of all the trigger modules constitutes the second level trigger. If
within a fixed level 2 processing time of 1.2 us, the trigger is not satisfied, a clear
cycle is initiated. The clear cycle takes about 1 us. The deadtime generated for
each master gate which fails to produce a second level trigger is about 2.2 pus.
If the second level trigger is satisfied, then a full readout (and automatic clear)
¢yele is initiated.
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3.9 Data Acquisition
3.9.1 DAQ Readout, Logging and Event Distribution

The DAQ readout and logging software was written in a mixture of FORTRAN
and MACRO assembly language on a PDP 11/45 running under the RT11 single
user system, The RT-MULTI program[40] was used as the control interface to
an interrupt driven set of routines which acquired data from the iront end buffer
memotries, constructed complete event records, logged them to §-track tape and
distributed a subsample of events to VAX computers for monitoring taska. These
routines also acquired spill by spill data from CAMAC and logged this to the
same 9-track tape.

Data comprising an event were stored during the spill in five Fastbus memory
modules. Four of these were Lecroy 1892°s with 4 Mbyte capacity and the fifth
was a 2 Mbyte University of Illinois memory. Each memory was filled by a sepa-
rate front end subsystem so that the data from each event were distributed over
each of the five memories. These memories were read into the PDP extended
memory via a UPI[41] interface module.

The PDP was connected to a BISON BOX[42] which waa used to generate
interrupts in response to the beginning and end of the accelerator spills and
event iriggers. It was also used to provide a means by which the PDP could
add its own hold-off to the experiment busy generation: i.e. to stop and start
the DAQ and to delay the start of a new spill if the readout of the previous spill
was not completed.

Logging to 9-track tape was done through a STC 1921 controller connected
to two AVIV tape drives. Two drives were used so that logging could continue
on one while the second was being rewound and reloaded.

A Jorway 411 controller was used to provide access to CAMAC so that scaler
and hardware status information could be acquired at the beginping and end of
each accelerator epill.

The PDP was connected to a VAX 11/780 by both an RS232 link and a
DRI11W link. The former was used to pass user control and status information
between the two machines and the latier was used to send a semple of events
to the VAXONLINE package[43] which was used to supply events to various
monitoring and display programs,

3.0.2 Program Structure

The PDP data stotage memory was organized into a number of buffers, pointers
to which were moved around among various queues depending on the status of
the buffer: empty or partially empty; requiring processing; ready to be logged;
or available for distribution to the VAX. The main event acquisition part of
the program consisted of four almost independent loops each of which had an
associated queue of input buffers. The first loop read events from the Fasthus
memorics into an empty or partially full buffer. The read was performed in
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two steps. First the size and location of each subevent in the fastbus memories
was determined; the second step started a DMA transfer of the data from each
memory into a buffer. This buffer would then be passed to the input queune for
the second loop. The first loop once started would continue until the memories
were completely read out. In the second loop, bookkeeping information was
added to the events just acquired from Fastbus. This uniquely identified each
event and provided information needed to unpack the various subevents. The
processed buffers would then be either passed back to the first loop if still
partially empty or sent to the tape logging queue if full. The third loop was the
tape logging loop. Buffers were asynchronously written to tape and then either
put into the empty buffer queue or made available for distribution to the VAX.
In the fourth loop a small fraction of the buffers were sent across the DR11W
link to the VAX. On completion of the transfer the buffers were returned to
the empty buffer queue or, rarely, made available to the top level RT-MULTI
program for analysis.

Finally, three sections of code were required to handle spill interrupts and
establish the “DAQ busy” hold off of the front end electronics. The first inter-
rupt occurred at the beginning of the spill. After the arrival of this interrupt
and after completing the readout for the previous spill, the Fastbus memories
would be enabled for data taking, hold-offs would be cleared and some hardware
status information would be read into an empty buffer via CAMAC. The second
interrupt occurred at the end of the spill and caused the Fastbus memories to
be disabled and a DAQ hold-off to be established. The last interrupt occurred a
few seconds afier the end of the spill and triggered the readout of both hardware
status information and scaler information accrued during the spill. Again, these
data were read through CAMAC into an empty buffer which was immediately
made available for logging. These three interrupts were alsc used to synchronize
certain user control commands such as “Begin Run” and “End Run” with the
spill structure.

The speed of this program was the limiting factor in the total event rate
available to the experiment: a little over 3,000 3 kbyte events in a one minute
spill cycle. However, it was fairly closely matched to the logging capacity of a 9
track tape and the maximum throughput capacity of the UPI link.
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4 Reconstruction of Data and Simulations

4.1 Tracking

There are four main categories of tracks found in the E88T analysis. Tracks
which hit P0 and pass through the downstream magnet M2 are called ‘5-
chamber’ tracks. (A small subgroup of these with hits in P3 but not in the
most downstream wire chamber, P4, are called ‘4-chamber’ tracks.) The second
major category, called ‘stubs’ or ‘3-chamber’ tracks, includes tracks with hits
only in PO, P1, and P2. Stubs are mainly low-momentum or wide-angle parti-
cles which strike the upstream face or pole tips of M2, A few stubs also resuit
when the track-finding program fails to associate the P3 and P4 hits with the
hits upstream of M2. The third major category, called ‘unlinked SSD tracks’,
includes low-momentum and/or wide-angle tracks which did not even pass thru
the upstream magnet M1. Finally, there are tracks from decays downstream of
the first wire chamber which do not have hits in P0. These inciude tracks from
‘reconstruction vees’ (neutral vees decaying into two charged tracks between PO
and P2), ‘P34 vees’ (neutral vees decaying between P2 and P3}, and ‘kinks’,
track segments which join with other track segments but with a finite angle
between the segments. The reconstruction of $SD tracks, 5-chamber tracks and
stubs will be discussed in this section. The description of vees and kinks is
discussed separately.

4.1.1 Microstrip Reconstruction

In order to speed up the reconstruction code, the microstrip tracking algorithm
is based on projection finding on the three separate views. The efficiency of
this approach depends critically on the degree of parallelism among the different
planes of the same view. As previously indicated, the microstrip granite support
ensures a maximum angular error of ~ 3 x 10~%/5 = .8 x 10~* rad. This gives a
negligible position erzor as compared to the intrinsic resclution of the microstrip
detector.

A preliminary phase to the reconstruction, a very conservative analysis of the
valid hits is petformed on the basis of the released charge. This is to reduce the
dimension of clusters of adjacent hits when they are consistent with a numbez
of crossing particles lower than the dimension of the cluster itself and, in this
case, to improve the measured coordinate by charge interpolation.

Projection finding is then performed with wide cuts and requires at least
three hits per view. Sharing of hits among different tracks is permitted. Actu-
ally, in this process there is a soft arbitration. Hits of the last three stations,
already assigned to a track having hits on all four stations, cannot be reused for
a new track with only three hits.

In the next stage, projections are formed into tracks if they match in space
and have n global x? value per degree of freedom {DOF), lower than 8. Space
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Figure 50: Microstrip reconstruction efficiency vs. track momentum

tracks sharing one or two projections are then atbitrated on the basis of their x?
valnes. This process is performed in a fully symmetric way with respect to the i
and j views, selecting only the best jand k association for each i projection and,
again, only the best i and k association for each j one. At this point, the class
of hits not associated with any reconstructed space track is used to search for
wide angle tracks and for single segments of highly multiple Coulomb scattered
tracks. This search is performed by a direct match of hits in space and a track
must have at least six hits.

The very conservative arbitrations employed in the algorithm often generate
clusters of very closely spaced tracks, which are then eliminated and reduced
to single equivalent tracks on the basis of the number of shared hits and their
degrees of freedom. This reduction process, performed once at the end of the
reconstruction, is cumbersome since all redundancies have to be taken into ac-
count, but it is practically unbiased by the particular track ordering.

The reconstruction efficiency of this tracking algorithm was evaluated by a
full Monte Carlo simulation of the microstrip system, including hot strips and
dead sirips. It is found to depend on the number of DOF of the tracks, giving an
overall track reconstruction efficiency of 96% for simulated photoproduced DD
events, including MCS effects. The relative percentage of reconstructed spurious
tracks is ~ 2.7 %. Figure 50 shows the reconstruction efficiency as a function
of track momentum. As shown, the efficiency approaches an asymptotic value
larger than 99% at 10 GeV/c, retaining a value of about 90% at 2.5 GeV/e.

4.1.2 PWC

The multiwite proportional chamber{PWC) tracking algorithm is used to recon-
struct tracks with hits in 3,4, or 5 chambers. In each case a track is reguired to
have hits in the first chamber, P0. The algorithm proceeds as follows. Initially
projections are formed from hits in all four views. In the U, V, and Y (bend)
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views, projections are made using information from the PWC alone. In the X
(non-bend)view, hits are first formed from a “seed” from the SSD by search-
ing for PWC hits which match the SSD track extensions. Tracks are formed
by matching all four projections. After all tracks containing an SSD-extended
projection are found, then X-projections are constructed solely from the PWC
hits which have not been used already. These X-projections are then matched
with unused U, V, and Y projections to form additional tracks.

A least squares fit is performed on all candidate tracks. The fit parameters
are the intercepts and slopes of the track in both the X and Y views at the M2
bend plane, and, in the case of b-chamber tracks, the change in slope in the
Y view (bend angle) between the track segments upstream and downsiream of
M2. A x? per DOF cut is applied to each track to pass the fit. Tracks were not
permitted to have more than 4 missing hits among all the chambers, nor more
than 2 missing hits in any one chamber.

In practice, the reconstruction of tracks is somewhat more complicated than
the above description suggests. First, arbitration between tracks with shared
projections has to be performed. Also, there are various magnetic corrections.
The finite length of M2 means that the sudden bend appreximation implied
by the above parameierization requires a correction. The existence of so-called
off-field components By, B, in addition to the main component B, of the M2
field, the existence of a fringe field of M1 downstream of P0, and the fact that
M2’s field exiends past P2 and P3, all lead to magnetic corrections. Finally,
there 13 the fact that the components of B are not constants but functions of x,
y, and 5. All these effects are treated as higher-order corrections to the linear
least squares fits described above. Each complete track fit thus has to include
several iterations, so that momentum-dependent magnetic corrections can be
made after the first-order track momentum is determined by the initial fit.

Ancillary to the main routine are several additional tracking routines de-
signed to tecover track topologies that are missed. These include linked and
unlinked SSD tracks with hits in PO and Pl only, and 3-chamber extensions
into P3 and P4. The principal loss of tracks is due to low momentum tracks
which pass through M1 and exit the PWC system before they pass through
at least 3 chambers. A microstrip extension algorithm is used to recover these
tracks. This routine uses SSD track parameters to predict the position of the
track in PO and P1. Hits are checked for a match and selected if the deviation
from the predicted extension is less than 2 wires, The new track composed of
SSD hits and PWC hits is then least squares fit and its PWC track parameters
are determined.

The efficiency of the PWC algorithm was studied using Monte Carlo gen-
erated tracks(the individual chamber plane efficiencies are simulated). The ef-
ficiency was determined to be greater than 98% for tracks with a momentum
exceeding b GeV/e. A limit of 30 charged tracks per event is imposed, not
just to avoid poorer efficiency at high multiplicity, but to reduce the time for
reconstructing a tape. Most of the events which appeared to have extremely
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high multiplicity resulted from oscillating chambers and analysing them fully
significantly slowed the reconstruction speed. Finally, spurious reconstructed
tracks occurred at the 0.5% level with this algorithm.

4.1.3 Tracing Particles Through the Magnetic Fields

Descnibing the trajectory of a particle in a magnetic field is conceptually very
simple. If the momentum vector of a particle at some point in space is known
and the magnetic field ia known at all poinis, one can predict the motion of the
particle. A method for doing these calculations very quickly without having to
resort to severe approximations of the magnetic field kas been developed.

The basic problem is to propagate a particle of momentum 7 from the point
fo = (20, Yo, 20) to the point ¥ = (2,y,2). The momentum vector is described
as & total momentum p, and slopes P o= 9

A straightforward application of the Lorents force equation gives:

- _ " 29997 [* - .
Vityi+23  J14+yd +28 P f (21) x Bln)dsy  (6)

One can algebraically solve this equation for the momentum as a function of
the initial and final slopes or for the slope as a function of p and the initial
conditions.

The only problem remaining is to do the integral involving the magnetic field.
Since the field is & complicated function of (x,y,2) & simple parameterization of
the trajectory is used. A remsonable approximation is to use only the main field
component to obtain:

2 = @+ 24(z — 20) (7)
2 3 I3
VvV = vo+u(z-2)+ Q—%‘-@ 1+y3’+z[,’f" dz1fh C3y(22)dzz (8)

This formula is a simple expression proportional to £ where the magnetic field
information is present in the form of a precomputed integral beiween Z; and 2.

In the Appendix, a power series expansion of Eq. 6 which describes the full
trajectory () as a function of 5 is presented. This technique also expresses the
trajectoryasa % expansion with precomputed coefficients. This trajectory trace
provides magnetic corrections for track fitting and is necessary for locating vee
candidates (K? and A?) decaying within the volume of M1. By keeping terms up
to order p*, the resulting track description is as accurate as finite step algorithms
and much faster,

4.1.4 Linking of SSD and PWC Tracks

Linking of the PWC tracks to the 55D tracks is one of the most important
problems in the data analysis. It is done to provide the momentum for tracks
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recorded in the microstrip detector which then pass through M1 into the spec-
trometer. The use of the microsirip segment in the momentum calculation im-
proves the track momentium resolution dramatically for some track categories.
A knowledge of the momentum of the tracks is essential for a correct calculation
of the veriex resolution on an event-by-event basis and is essential to achieving
high resolution for the impact parameters at the target and for the 5 coordinates
of the interaction and secondary decay vertices. In addition, the fact that some
PWC tracks fail to link to a microstrip track can also be significant. For ex-
ample, unlinked PWC tracks are used as candidates for vee decay products and
for kink decays. The rejection of unlinked SSD tracks serves as an important
background reduction tool in searching for charm decays.

Linking is accomplished by comparing the extrapolated positions of SSD
tracks and PWC tracks at the center of M1. Candidate links are subjected to
a global least squares fit nsing all the hits, both from the SSD and from the
PWC. For 5-chamber PWC tracks, the bend angles in each magnet are required
to be consistent. Figures 51a) and b) present the linking efficiency as a function
of momentum for 3 and 5-chamber tracks respectively. These efficiencies aze
determined by taking all PWC tracks, projecting them to the SSD vertex, and
then checking to see if they are linked. The significant reduction in efficiency at
low momentum is a result of multiple scattering within the microstzips which
causes tracks not to be found in the SSD. The asymptotic efficiency at this
stage is found to be 91.4% for 3-chamber tracks and 97.0% for 5-chamber tracks.
Monte Carlo results show that the efficiency does not platean at 100% due to
the creation of a few spurious tracks in the SSD algorithm which have a better
overall x? than real tzacks and hence are chosen.

In order to improve the linking efficiency further, a special recovery program
was written to look for missing microstrip tracks. This routine traces unlinked
PWC tracks back to the target and searches for possible matching SSD hits. A
2.6% increase in efficiency is observed for 3-chamber tracks and a 1.5% increase
for 5-chamber tracks. The increase is essentially independent of momentum.
After the implementation of this routine the asymptotic 3-chamber linking effi-
ciency is about 94% while the 5-chamber linking efficiency is about 98%.

4,1.5 Neuiral Vees

Neutral vees, K%’s and A%, decay into two charged tracks which may be de-
tected in the microatrips and/or the PWC’s. When these particles decay in the
vertex region, they can look a lot like charm particle decays, but they have much
longer mean lifetimes and typically decay downstream of the microveriex de-
tector. Several vee-finding algorithms are employed in the experiment because
of the large number of distinet decay topologies. There are four general decay
regions and categories: ‘SSD vees’, which decay upstream of the microvertex
detector; ‘MIC vees’ which decay inside the microvertex detector; ‘M1 vees’
which decay between the microvertex detector and the first chamber (P0); and
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Figure 51: Linking efficiency vs momentum for a) 3-chamber tracks b) 5-
chamber tracks before recovery of missing microstrip tracks.

‘reconstruction vees’ which decay between PO and P2. M1 vees come in three
‘flavors’, depending on the number of 5 chamber tracks included in the vee. Re-
construction vees have two specific ‘flavors’ depending on whether the secondary
vertex is upsiream or downstream of P1. The overall region in which vees can
be reconstructed is shown in Fig. 52. In all, vees were reconstructed over about
10 meters of decay space.

i. Target Region Vees: SSD and MIC vees

SSD vees are very straightforward to find, since they involve only looping
over pairs of linked tracks with sero net charge and fitting for their vertex. To
reduce the number of candidates to a reasonable level this vertex must be down-
stream of the primary vertex by > 20 o, and the vee track vector must point
back to within 1 mm of the primary vertex in the transverse direction. The X?
and A? mass histograms of candidates satisfying these requirements are shown
in Fig. 63. The primary benefit of the SSD information is that the track vector
of the vee has resolution comparable to that of an SSD track. Figure 54 shows
the x and y impact parameter distributions for vees extrapolated to the primary

vertex, The impact parameters are normalized by dividing by the eatimated er-

ror on an event by event basis. Typical transverse resolutlons for SSD vees are
about xxx times larger than those for the SSD tracks whick compose the vees
(10 pm).

MIC vees are neutral vees which decay within the microvertex detector in the

[ SV [ g f —Y A At

IEgIOn between the second and fourth siations. This f!‘:g_iﬁﬁ is 18cm in }Ei‘lgih
and contains about 10% of the observed K? decays. The search for MIC vees
is made possible by the very low number of spurious hits in the microveriex
detector. The MIC vee algorithm takes unlinked PWC tracks and extrapolates
them back into the microvertex detector. The last (fourth) microstrip station is
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Figure 52: Regions of the spectrometer in which neuiral vees can be recon-
structed.

used as the “seed” station and all unused triplets in this station are tested with
the candidate PWC track by compating the residual between the extrapolated
track and the triplet. If a triplet is found for a PWC track, the track parameters
are recalculated and the track is projected upstream to the next station where
the search for unused triplets is continued. If a new triplet is found the track is
marked as a 2-station track. Since, for each candidate PWC track, more than
one candidate triplet or pair of triplets may be found, arbitration among these
triplets is based on the x? from a global fit to all hits associated with the track.
All combinations of pairs of candidate tracks with opposite charge are tested for
“distance of closest approach™, or DCA. The DCA cut removes almost all the
spurious tracks. If a candidate track still makes more than one combination,
only the one with the minimum DCA is retained. Finally the invariant mass for
both the K? and A hypothesis is calculated and a loose mass cut applied. The
K, and A® mass plots for this category of vees is shown in Fig. 55.

ii. M1 Region Vees

The M1 region vees are formed from unlinked PWC tracks. There are three
topologies: ‘T'T” vees, consisting of twa b-chamber tracks; ‘SS’ vees, consisting
of iwo 3-chamber tracks; and ‘TS’ vees,consisting of one 5-chamber track and
one 3-chamber track. The basic idea of the algorithm is the same for all three
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ia assigned the proton mass.
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Figure 55: a) K? and b) A® mass distributions for MIC vees with the appropriate

mass assignments. For b) the higher momentum track is assigned the proton
mass.

topologies: the X-view (non-bend) was used to obtain an estimate for the x -
s location of the vee vertex and an iterative procedure based on the particle
tracing formalism described previously was used to determine the y coordinate
of the vertex and the momentum of all non-5-chamber tracks. The SS vees also
required the additional constraint that the vee point back to the primary vertex.
At this point a fit employing the full covariance matrices of the tracks, including
MCS corrections, was applied to vee candidates from all three topologies. The
requirement that the vee point back to the primary vertex was included in the
fit via a contribution to the x?. The resulting x? per degree of freedom was
a good indicator of how well the candidate satisfied the vee hypothesis. Since
the kinematics of the vee decay had an enormous effect on the mass resolution,
the covariance matrix of the vee fit is used to calculate the resclution for each
candidate. Mass distributions normalised to the expected resolution are used to
select true K?'s and A%'s instead of the raw mass distributions. Figure 58 shows
the raw and normalised K? mass histograms for each of the three topologies.
Fits to the normalised distributions give widths of 1.1 to 1.2, showing that
the erroz estimates are reasonable. The A® mass histograms (with the higher
momentum track assumed to be the proton) are shown for the three topologies
in Fig. 57. It should be noted that all M1 vee candidates appear as entries in
both Fig. 58 and 57.

iii. Reconstruction Vees

Reconstruction vees decay in the region of the spectrometer between PO
and P2. These vees atc important to the analysis for two reasons. First, since
higher momentum vees are more likely to decay downstream, the reconstruction
vees substantially improve the acceptance at higher 2;. Second, the momentum
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vectors of these vees are determined independent of the M1 magnetic field, so
the p, kick of M2 can be checked in a manner independent of M1 by requiring
these K0 decays to have the correct mass.

Since the reconstruction vee decay region is essentially field-free, no magnetic
trace is required to find these vees. This fact makes the vee pattern recognition
conceptually simple. However, the two tracks of the vee have less redundancy
than 5-chamber tracks. For example, for a vee decaying downstream of P1,
each irack has at most 12 hits, as compared to 20 hits for a 5-chamber track.
A more serious problem is that individual track momentum resolution for these
downstream decays is poorer, becanse the upstream slopes are less constrained.
To obtain better vee resolution and signal-to-background, the reconstruction vee
fits are based on a fit to the vee as a whole, imposing the constraint that the two
tracks of the vee must have a common vertex in three dimensions. Thus, the
fitting procedure involves determining a total of 13 parameters: the five track
parameters (x intercept ¢ and slope 2/, y intercept yg and slope 3/, and y bend
angle §y/, just as for 5 chamber tracks) for each track, plus three parameters
(24, ¥4, 24) for the vee decay point. The equations of constraint are:

V= {iii;yo), and (9)

(24 — o)
%4

2 = (10)

These cquations are true for each track individually, so the number of degrees
of freedom in the fit is reduced by 4. An additional advantage of this method
is that one obtains a x? for the fit which is directly related to the probability
that the neutral vee hypothesis is correct.

The reconstruction vee search proceeds as follows. The program first looks
for vees decaying between PO and P1, then for vees between P1 and P2. Each
program has the same flow. Single track projections are found in the X (non-
bend) view. The X hits are matched up with U, V, and Y hits to form track
candidates and single track fits are performed. A loose x? cut is made on the
single track fits. Finally tracks of opposite charge are paired up to make vee
candidates and the constrained fit described above is performed. Candidates
with acceptable fits are sent to an arbitration algorithm which insures thai no
X-projection is used in more than one vee,

The vees which decay between Pl and P2 wiih decay tracks which exit
before passing through P4 are handled separately. These tracks are subjected
io an additional constraint that they originate at the primary interaction vertex
and the transverse momenta of the tracks about this direction are required to
balance.

Figure 58 presents plots of K? decays for the two reconstruction vee cate-
gories,
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Table 8: Kink Decay Particles

Number | Particle and Decay Mode(s)
1 K- —p v, K-> x 2
2 T — UV

3 ¥ o px% 2t — axt

4 X~ —ar”

5 E- - x A

8 - — K~ A°

4.1.8 Kinks

The term “kink” refets to a decay where a charged particle passes through the
microstrip detector and then decays to a single charged track and a missing
ncutral particle, The decay volume is from the end of the microsirip detector to
the main spectrometer chamber P0. Although it is possible (and was performed
in previous experiments) there has been no attempt to reconstruct charged
particle decays in M2. Table 9 shows the decays that can be reconstructed from
the “kink” topology. Anti-particles are included.

The reconstruction technique involves running the kink routines after all
other PWC tracking, SSD tracking, and vee routines are called. Only microstrip
tracks which do not link and which point into the M1 aperture are used. The
requirement that the microstrip track point into the M1 aperture is employed
to eliminate very low momentum target fragments. Next, all unlinked main
spectrometer tracks are chosen as possible candidates for a kink. Vee candidate
tracks are also not considered as potential kinks. A successful candidate has a
decay point as determined by an intersection in the X view of the microstrip
track and the main spectrometer track between the microstrip detector and PO.
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Next, the momenta of both the parent and the daughter are calculated using
each of the 8 possible decay hypotheses. The daughter track must always have
the same sign charge as the parent; it must also have less momentum than the
parent.

Two separate techniques are used depending on whether the main spectrom-
eter track is a 5-chamber track or a 3-chamber track. The 5-chamber iracks have
their momentum determined by M2 and hence by tracing them back through
M1, their x and y position can be determined at any z position. Initially, the
s position determined by the intersection of the microstirip track and the PWC
track in the non-bend view is used to determine the parent momentum. If the
intersection point is in the magnet, then the parent momentum can be uniquely
determined. If the intersection point is upstream of M1, then there is a two-fold
ambiguity in the momentum of the parent particle.

Intersections of 3-chamber tracks and microstirip tracks are only used when
they occur upsizeam of M1. The non-bend view determines the s of the inter-
section point and the PWC 3-chamber track is traced upstream to the parent y
position. Once, again there is a two-fold ambiguity in the parent momentum.

4.2 Cerenkov Counter Analysis and Charged Particle Iden-
tification

The following is a discussion of the procedure by which a track is identified
using information from the 3 Cerenkov counters.

Charged tracks traversing the Cerenkov counters can be categorized as ei-
ther electrons, pions, kaons, or protons. These 4 particles, which comprise the
majority of all tracks emitting Cerenkov radiation in the experiment, have dif-
fetent threshold momenta at which they begin to radiate ( see Table 7). Using
the known momentum of a particular track in an event and the properties of the
gas in each counter, a hypothesis is established concerning its light deposition
in the counters for each of the 4 presumed identities. The actual presence or
absence of light in a counter will contradict some of the hypotheses. Those pa:r-
ticle types are then excluded as possible identities of the track. To the extent
that the 3 counters agree on the allowed categories, the track may be definitely
identified as one of the 4 particles or may remain ambiguous between several
categories.

The approach involves first determining if a track radiated light in a counter.
Each of the 100 or so cells in a counter yields PMT pulse height information
which is read from ADCs for each event. The cell is called “on” if the pulse
height exceeds a threshold, typically several pC above pedestal. For a given
track, the relevant cells being examined are the one struck by the track and all
adjacent cells. An anticipated light yield, based or photoeleciron calibration
of the counters, is calculated for each of these cells. The amount of light ex-
pected in a particular cell is a function of the particle hypothesis, the particle
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momentum, and the geometric overlap of the particle’s Cerenkov cone with the
cell. Predicted light yields of tracks are calculated initially for pion and eleciron
hypotheses, depending on the momentum, and the analysis is iterated to choose
the better assumption. If the actual pulse height exceeds a low noise level in any
cell predicted to have light from this track, the counter is said to be “on” for
that track. If, however, more than one track could have contributed a significant
amount of light in that cell oz cells, the counter is said to be “confused” for that
track. When the anticipated light yield from all “off” cells associated with the
track exceeds a certain value, the counter is called “off” for that track provided
the track was not previously called “on”. The algorithm is therefore biased
towards calling the counter on, which in turn means that tracks are more likely
to be assigned to light particle categories and less likely to be falsely assigned
to a heavy particle category.

Once the response to the track in each counter is found, a table of particle
consistencies is set up. For example: counter C2 may be “on” for a track with a
momentum just above its kaon threshold ( see Table 7). In this case, the track
is consistent with being an electron, pion, or kaon according to C2. If the same
track has & momentum just above the pion threshold of C1 which is also “on”
for that track, it is consistent with being an electron or a pion according to C1.
When combined logically, information on the particle identification from all 3
counters places the track in a more precise identification category. The possible
identification categories are listed in Table 14. In the example above, combined
information from C1 and C2 identifies the track in question as ¢/x ambiguous.
Information from C3 may serve to confirm or contradict this classification. In
the case of a contradiction, no identification is given to the track. This will
occutr when one of the counters fails to detect Cerenkov light or if a signal in a
cell is falsely attributed to a track. Some of these over-specified tracks can be
tecovered by ignoring information from counters which are “off” when the track
has a momentum above the proton threshold. Otherwise these tzacks remain
unidentified to avoid any false classification.

Tracks can be under-specified by the Cerenkov system as well. These are
cases where the identification remains ambiguous between light and heavy par-
ticles, most often in ¢/x/K, x/K/P, and e¢/x/K/P categories. High momentum
tracks are often under-specified because they exceed the highesi threshold in
one or more counters. The counter thresholds therefore determine a momentum
range for cach particle type beyond which the system is incapable of making
specific identification. This is an important point when considering the overall
performance of the Cerenkov system.
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4.3 Muon System Performance, Muon Identification and
the J /4

In order to establish a criterion for muon identification, one must have a good
understanding of the efficiency of the muon system. The efficiency of the muen
detector is measured with PWC tracks (in special muon runs) projected to
the muon system. An allowance for multiple scattering is made by defining a
circle of radius 3o:(p) around the straight line projection. A search is made
for & cotresponding hit within this circle. o(p), the deviation due to multiple
scattering, was found from a fit to the equation:

ed(p) = af + o +o? (11)
t pz ?’ i

where a;, J; and o; are the fit parameters and p is the momentum of the particle.
The data pointas for this fit are derived from distributions of the deviations
between the projected hit position and the center of the nearest proportional
tube which was hit. The fitted values of oy were in agreement with the physical
width of the proportional tubes[17]. Thus, in measuring the efficiency, the
border of the search circle was calculated as:

# = z,+30:cosb (12)
¥ = up+3csind (13)

where 2, and y, are the cocrdinates of the straight line projections and the angle
# varies from 0 to 2x. For the counter planes, the parameters used in caleulating
o are the same as for the proportional tube plane immediaiely npstream.

The efficiency is defined as the number of muon tracks with hits within the
projected cone of the PWC track divided by the total number of tracks pointing
toward the detector. The average cfficiencies of the arrays of counters are shown
in Table 10.

For the photoptoduction runs, the criterion for muon identification is based
on counting the number of inner muon planes matched. In deciding which
criterion to use, several J/¢¥ — utu~ samples taken from the dimuon trigger
data were studied. Each sample contained only events with two oppositely
charged tracks and differed from the others in the criterion that was used to
identify the muons, The distribution of the dimuon invariant mass (M,+,-) in
the region of the J/¥ mass, shows n clear I /¢ signal. The ratio of background
to signal was studied for various muon identification criteria and was used to
determine the overall efficiency and rejection with each criterion.

Figure 59 shows that requiring 5 out of T muon planes tc identify a mucn
gives a good signal/background ratio while not diminishing the signal signifi-
cantly. It should be pointed out that this definition requires at least one fired
channel in the back planes of the inner munon system. The probability that a
muon is identified as a muon by this procedure, calculated from the efficiencies
of the individual counters, is 98.36%.
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Detector | efficiency
Name (%]
IM1V 90.78
IM1H 99.86
IM2H $9.82
IM1X 86.76
IM1Y 84.08
IM2X 81.40
IM2Y 82.55

Table 10: Average efficiency of muon arrays
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Figure 59: Efficiency of muon counters obtained from topologically identified
1/4¢’s. a) shows the invariant mass distribution for all two track events recorded
with the muon trigger; b) has the additional requirement that each track must
match at least 5 (out of 7) muon detector planes.
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The muon runs were analyzed with the muon identification requirement and
the muen identification efficiency was found to be 97.85%, in good agreement
with the prediction from efficiency measurements for the individual counters.

During the 20 s beam spill, the singles rate of the 2.0 m by 3.0 m Inner Muon
hodoscope plane was about 1 MHg. The Inner Muon trigger, which required at
least 2 of the hodoscope planes to have at least 2 channels of counters on, had a
rate of about 5 He, which made up about 5% of the data written to tape. The
Inner Muon trigger efficiency, determined by Monte Carlo, for J/y’s decaying to
2 muons was over 95% for events within the geometric acceptance of the muon
detectors.

4.4 Performance of the Electromagnetic Calorimetry
4.4.1 The Response of the OE and IE to Minimum Ioniging Particles

Muons, pions and electrons have been used to determine the OE and IE counter
geometry, to measure their light attenuation curves, to equalise their gains and
to calibrate the energy scale of the electromagnetic (e.m.) calorimeters. The
couniers’ response to m.i.p.’s was studied in the laboratory before the whole
detector was assembled. High voltages were set to position the counter outpuis
for one m.i.p. at a suitable ADC channel, as shown in Table 11. This provides
a dynamic range up to 25 GeV for the OF, and up to 80 GeV for the IE.

The TM counters described previously provide a trigger signal for muons in
the forward region ~ +40mrad. The OE movement allows one to illuminate
even the outermost counters with muons by moving them onto the beamline.
The expected Landau distribution is smeared by inclined muon tracks, sharing
energy between two counters. However, the peak position is used to verify and, if
necessary, adjust the PMT gain, reaching an approximate (+20%) equalisation
for all counters. After the equalisation, profiles for all counters are determined
by plotting their efficiencies, at & typical threshold of 0.3 m.i.p., as a function
of the track impact point measured by the MWPC. This is shown in Fig. 60.
By exciuding tracks depositing more than 0.1 m.i.p. in the nearby counters, an
energy distribution, shown in Fig. 61, is obtained that can be fitted with the
proper Landau curve,

A 30GeV¥ pion beam was also used for the same purpose. A very narrow
beam of pions were defined by a system of three scintillation counters located
upsiream and downstream of the OE. The beam size was i cm x 1 ¢m and
its divergence was +4mrad. Pions interacting in the calorimeter were rejected
using anticoincidence counters. Simulations show that hadronic showers are
suppressed in this setup by better than a factor 102

Figure 62 shows typical attenuation curves for counters with different lengths
and widths. By following the described procedure, peaks of Landau distributions
are used to intercalibrate the counters, and to fit their attenuation curves.
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Table 11: Settings for minimum ionizing particles in various sampling segments
of the OF and IE

OUTER ELECTROMAGNETIC

[ OE0 | OE95 | OE9Z | OELV | OELH | OE2V | OEz2H

ADC counts | 600 600 600 300 300 300 300

pC 30 30 30 15 15 15 15

INNER ELECTROMAGNETIC

[1E1V | IELH | 1E2V | IE2H | IEPADS | IE3V | IE3W

ADC counts | 100 100 100 100 100 100 100

pC

o

en
o
[34]
(2]
&
en

1600

A

KK

%

and -

=
3

200

Integrated charge (pC)

PWC Coordingte {cm)

Figure 60: Efficiency curve for counters as a function of impact point extrapo-

lated from PWC track parameters. This shows the precision of the determina-
tion of their location.
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obtained summing data from several muon calibration runs.
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4.4.2 Energy Calibration, Resolution and Performances

The energy range for photons and electrons in the calorimeter acceptances was
studied using a Monte Carlo program[44] based on a photon-gluon fusion model
and the Lund fragmentation model. The program predicts typical photon ener-
gies for the OE (IE) in the range 1-10GeV (10-100GeV), while eleciron energies
in charm semileptonic decays go up to 30GeV (60GeV).

The response of the calorimeters to photon- and electron-initiated e.m. show-
ers, their linearity, the scale factor between detected energy and incident energy,
and their energy resolutions have been studied using a GEANT simulation.

The detected energy is parametrized as

E o vE
Ed.t-a=;:f—£*"—’%£“*-{

GeV] (14)
where E is the particle incident energy, Egetect is the particle energy deposit
in the calorimeter’s active layers, and orwagy = FWHM/2.38 is the relative
energy resolution at £ = 1 GeV.

For the OE, ay¢ = 5.58 3 (.02 when computed at £ = 10GeV. The
variation of apc i8 £5% in the range £ = 1 — 6 GeV and only 2% for E >
8 GeV, while an energy resolution orwpax = 13% is predicted.

The energy scale and resolution predicted from Monte Carlo studies have
been verified using physics signals. The reconstruction algorithms for neutral
showers begin with the identification of clustered energy deposits associated with
the projections of charged tracks reconstructied in the magnetic spectrometer.
Remaining clusters in the two orthogonal x-y views are coupled using diagonal
counters and energy balance criteria. The shower centroids, once corrected for
systematic effects, determine the impact point of photons. The typical resolution
on the shower position, as measured by the sampling at shower maximum, is
+0.9cm at 3GeV and £0.3cm at 10GeV,

Energy deposits (in ADC counts ) in each counter are multiplied by cal-
ibration constants, corrected for light attenuation in the counters, and then
summed up to determine the detected energy associated with each cluster, Fi-
nally, the sum of energy clusters longitudinally forming a reconstructed photon
track enters Fq. 14 as the detected energy term.

The position of invariant mass peak for the x%(Fig. 63a}) was used to fine
tune the energy scale. Optimisation of the peak position provides agg = 5.8T+
0.13, while the experimental width observed is compatible with crw gy = 15%,
in agreement with the resolution predicied by the simulation.

Broad band electrons in the momentum range 10-20 GeV were also used for
enecxgy calibration, yielding results in overall agreement with the other methods.
The OFE response o a primary beam of nominally 18 GeV electrons, with a mo-
mentum spread ~ 30%, is shown in Fig. 64. Electron energy deposits are clearly
visible, along with those from contaminating m.i.p.’s and showering hadrons.
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The OE and IE calorimetiers significantly exiend the e — x rejection range
beyond the Cerenkov momentum range, to include from 6 to 25 GeV and from
17 to 90 GeV.

To optimire the algorithms for electron identification, et e~ primary Bethe-
Heitler pairs and et e~ Bethe-Heitler pairs from photon conversions in hadronic
events, can be used. The E687 magnetic specirometer is used to measure the
e~ (e*) momentum (with o{p)/p < 0.5% in the momentum range of interest).
To reproduce standard experimental conditions, the analysis magnets are set
to the curzents used during normal data taking. The correlation between the
energy deposit in the calorimeter and the electron momentum measured in the
spectrometer is shown in Fig. 65.

The electron identification algorithms have been developed in the framework
of Discriminant Analysis[45], which allows efficient differentiation between two
or more groups of events, once s set of meaningful variables (called “Discrim-
inant Variables”) is found, which provides good discrimination for cases with
known group membership. Muons, beam pions, pions from K? decay, and ete~
pairs are used to form the “known” group. The paiterns of energy deposits
and the ratio E/p between the energy measured by the calorimeters and the
track momentum, p, as measured by the magnetic spectrometer were used as
discriminant variables. The overall hadron rejection obtained for a 90% elec-
tron identification efficiency is ~ 102, as shown in Table 12. Figure 66 shows
the efficiency for electrons and the residual hadron contamination as a funciion
of the track momentum.

Energy scale, energy resolution, and rejection algorithms were determined
for the IE following the procedures desacribed for the OE. However, in order io
improve the IE pattern reconsiruction capabilities for solving x-y ambiguities
for both photons and electrons in crowded events, only one (x or y view) energy
sampling is used. The energy scale experimenially tuned by the w® mass peak
(Fig. 63b) is arg = 5.89, while the observed resclution, crwapan = 18%, is
consistent with the Monte Carlo predictions.

Finally, the ability of the Cerenkov counters and e.m. calorimeters to identify
clectzons is compared in the common momentum range, i.e. 2-6 GeV (7-17 GeV)
for the two-counter (three-counter) system. Once one specializes to the subset of
non-overlapping e.m. showers fully contained laterally in the calorimeters, 50%
of the tracks called electrons by the two Cerenkov counters C1 and C2 are called
electtons by OF and 88% of the tracks called electrons by all three Cerenkov's
are called electrons by the IE, To achieve ‘clean’ electron identification from the
Cerenkov counters tight cuts were applied so that the efficiency of C1 and C2
for wide angle electrons is 70% and of C1, C2, and C3 for smaller angle electrons
is 58%.

Although the energy resolution and pattern recognition capability of the
EB8T e.m. calorimeters were significantly degraded by the modifications to their
sampling structure with respect to the original design, they still provide good
e—x separation which can be used to identify electrons from semi-leptonic charm
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Figure 65: The scatter plot of energy detected in the calorimeters versus mo-
mentum measured by the magnetic specirometer for electrons and positrons
from an e*e~ sample. The expected correlation around E/p = 1 is obtained.
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Figure 86: Electron efficiency and residual hadron contamination as a function
of track momentnm measured by the specirometer

Table 12: Efficiency for identifying e* conversion pairs in hadronic events and
residual contamination for pions from K? decays in the OF e.m. calorimeter.
A momentum cut greater than 8 GeV is applied.

Electron | Hadton residual
efficiency | contamination
Shower longitudinal
development
0.90 0.090
as above,
+ shower lateral width
0.90 0.048
as above,
+ E/fp
0.90 0.021
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Figure 67: Distribution of Kx invariant mass, showing the K*® signal from the
semileptonic decay D*+ — K*%¢ty,. Electrons are identified by the calorime-
ters .

decays and a significant photon reconstruction capability for charm events with
low ncutral multiplicity. Figure 67 shows the £*° invariant mass peak from the

semileptonic decay D*+ — R*ety,, where the electron is identified by the
e.m. calorimeters.

4.5 Monte Carlo Simulation of the Detector

Two complementary software packages are used to simulate the detector re-
sponse to minimum bias, J/¥, open charm, and beauty events. One of them is
based on the GEANT3([46] system written at CERN; the other one is a stand-
alone program named ROGUE[47] written specifically for this detector. In addi-
tion, the performance of specific subdetector elements such as the beam tagging
system, the microsirip detecior and the Cerenkov counters were studied in great
part with small, dedicated stand-alone Monie Carlo programs.

GEANTS allows a complete and detailed simulation of particle tracking as
well as calorimetry. Its graphic capability was useful at early stages of the
design of the tracking reconstruction software to understand and locate pat-
tern recognition issues (Fig. 68). All detector clements were included in this
GEANTS based package. Some of them used detailed simulation tools avail-
able in GEANT3 such as hits and digitisation data structures. Others were
based on the stand-alone subpackages mentioned above. The GEANTS3 infras-
tructure allows the construction of a coherent and manageable “global” Monte
Carlo package capable of generating “fake” daia tapes for a wide variety of
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Figure 88: Picture of an event from the GEANT3 Monte Carlo

processes. Since the format of these “raw” Monte Carlo data tapes simulates
exactly the back-end 1/0 layer of the data acquisition system, no modifica-
tions are required to the PASS1 reconstruction program to compute effective
acceptances, resolutions, efficiencies, etc. A so-called “god’s block”, which con-
tains detailed information about the generated event, is appended to the cutput
record for each event. GEANT3 is interfaced to a recent version of the program
Lucifer{48], which is part of the LUND family of event generation programs.
Lucifer permits great flexibility in specification of the production dynamics and
fragmentation schemes used to generate the events. GEANT3’s complete shower
simulation capability has been used extensively to check the position and energy
resolution of the electromagnetic and hadronic calorimeters. An approximate
showering model, based on real data as well GEANT3 studies, was used to sim-
ulate the hadron calorimeter response and the related second level-trigger bias
for the production runs to keep the computing requirements within acceptable
limits.

ROGUE avoided the major limitation of the GEANT3 system, namely it’s
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speed. The speedup is achieved by hard-wiring the geometry into the program
to avoid the overheads paid by GEANT to search through more general (and
flexible) structures and by using experiment specific information to reduce com-
puting requirements wherever possible. In addition, the much simpler software
infrastructure of ROGUE allowed great flexibility in speed optimization. The
GEANTS based Monte Carlo packnge simulates a complete open charm event
in approximately 22 VAX 780 seconds, while ROGUE is able to simulate the
same kind of evenis in 3 VAX 780 seconds.

The ROGUE package consists of the following major components: GENERIC,
an event generator; CHAT, a user-friendly interactive front end for defining a
physics problem to GENERIC; and ROGUE which handles the detector simn-
iation and writes the “fake” tape.

GENERIC performs the simulation of the incident beam, the production of
the primary charm or beauty mesons and baryons, end the decays of all unstabie
particles. The incident photon generation begins with the measured eleciron
distribution at the radiator. Electrons generated according to this distribution
are followed through the radiator and the resulting collection of photons is traced
to the target. If a photon intersects the target {the beam is bigger than the
target), it is allowed to interact. The number of electrons required to produce
the charm sample is recorded to help in the normalization of the data. The user
has flexibility in the definition of the physics processes which occur when the
photon interacts. For example, she may choose to generate a particular decay
mode for either or both charmed particles or may force one type of charm particle
to be produced and to decay into a specific mode while permitting the opposite
side to have a variety of charmed states produced and to decay into a whole
variety of different final states. The program offers various options with respect
to the initial charm particle dynamics including one generator based on photon-
giuon fusion and Feynman-Field fragmentation into hadrons and another one
based on experimental measurements of inclusive charm photoproduction [49].
Target jets are formed by Feynman-Field fragmentation of the backward-going
quarks to complete the event.

The program ROGUE simulates the response of the spectrometer to the
particles as well as the responses of the particles (magnetic deflection, multiple
Coulomb scattering,etc.) to the spectrometer. The basic philosophy of ROGUE
is to trace each final state particle produced by GENERIC in turn, by stepping
the particle to specified stopping locations, until the particle uses up its decay
path, fails to clear an aperture, or leaves the specirometer. Stopping locations
are points where some action must be taken: at silicon planes or wire chambers
to simulate hits, in Cerenkov radiators to generate photons (and trace them to
PMT’s), at specified points for multiple scattering, at the aperture of a device
to determine if the particle is accepted by it. Afier all the pacticles are tracked,
the event is digitized and written to tape. ROGUE has the ability to drop hits
to simulate chamber inefficiency and to add hits to simulate noise. Multiple
scattering is handled by applying a simple Gaussian model at specified stopping

93



locations. Elecirons are allowed undergo bremssirahlung in the spectrometer.
Response of trigger counters is also simulated. The hadrometer portion of the
trigger is simulated using the same approximate distribution employed by the
GEANT?3 program. ROGUE does not have the ability to generate showers for
cither hadrons or photons.

A detailed evaluation of the results on Monte Carlo data is required to certify
the reconstruction program. Correct estimation of the tracking resolution -
mostly dominaied by multiple scattering for the inner spectrometer - is essential
for lifetime measurements. Understanding the systematic effects in momentum
measurements is required o achieve the best mass resolution. Large samples
of events are required to compute efficiencies and acceptances. For this reason,
the ROGUE program has been extensively employed as a production Monte
Carlo. On the other hand, detailed understanding of the calorimetry and muon
identification have taken advantage of the capabilities of the GEANT3 program.
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5 Vertex Reconstruction

The ability to separate iracks coming from the primary interaction vertex from
those coming from secondary decays occurring on the order of a few hundred
microns downstream is the key to obtaining clean samples of states containing
heavy quarks with lifetimes in the 1072 — 10~ '*second range. By using only
those tracks coming from a downstream vertex in mass combinations, combi-
natoric backgrounds can be significantly reduced and mass peaks with good
signal to background ratios can be obtained. Two different and complemen-
tary algorithms which are used for vertex reconstruction are described below.
Each of these techniques has succeeded in producing striking charm signals in
a variety of final states. A clear understanding of the relative strengths and
weaknesses of these two approaches has been achieved and has contributed to
the understanding of the optimal way to perform vertex reconstruction.

5.1 Candidate Driven Vertex Algorithm

The basic idea of this algorithm is to use a charm candidate as a seed to find
the primary vertex. A combination of tracks consisteni with a given charm
(or benuty) decay mode is selected. This includes, for example, selection of
particle combinations such as Kxx with the right charge and strangeness cor-
relation. The candidate tracks which form the charm particle are then fitted to
the hypothesis of a common vertex. If they conform to this hypothesis with a
confidence level greater than a specified minimum, typically > 0.02, then the
cluster is accepted as a ‘candidate’. The full covariance matrices of each track
comprising the candidate are used to generate a charm “track”, which then is
fitted to & common vertex with all other SSD tracks one at a time. All tracks
which form a vertex with the candidate with a confidence level > .02 are put into
a list. The tracks in this list are combined pairwise with the candidate and the
pair with the best confidence level is kept as a primary vertex. The algorithm
then loops over the other microstrip tracks adding one track to the Primary
and refitting, always keeping the best track from each iteration. When the best
remaining track has a confidence level < .02 for coming from this vertex, the
scarch terminates. In addition to fits of the primary and secondary vertices,
o global fit is applied to the decay tracks to find the decay length, L. The
quantity %, where o is the calculated uncertainty in L, is then an unbiased

measure of the significance of detachment of the secondary vertex. Cuis on a—ﬁ'—
can be used to improve the signal to background by requiring more significant
separations at the cost, of course, of some signal. The method works efficiently
since the resolution is much smaller than the typical decay lengths so that the
loss of signal required to reduce the background is not too severe.

Since it is possible to obtain charm signals in the decay chain D*+ — Dxt —
(K~x*)x* without using vertex constraints, the absolute efficiency for finding
a successful primary vertex with this algorithm can be determined. It is just the
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Figure 69: Primary vertex finding efficiency obtained from D* signal. a) Kx
combinations with a primary veriex b) All X» combinations.

ratio of signal peak aren for events from this decay chain with a primary vertex,
Fig. 69a) to the peak atea for all events, Fig. 69b). Fits to these histograms
give an efficiency of 90% for this algorithm.

The validity of the Candidate Driven Vertex Algorithm can also be deter-
mined by examining the f'ﬁ distribution for noncharm candidates. Since these
candidates should be random combinations of tzacks coming from the primary
vertex, the = “ distribution should be a Gaussian of unit width if the errors
have been correctly calculated. Noncharm candidates are defined to be track
combinations which fall more than 5¢ away from the AM and D° mass values
which define & D* decay. Figure 70 shows the background £ distribution for
the noncharm Kx mass combinations. A fit gives a width of 1.01%,02 showing
that the resolution functions are correct.

Figure 71 shows the combined yield of Xx (x's) and K3x (O’s) from D*’s
surviving cuts on minimum é—- as a function of the cut value. The dashed curve
gives the survival probubxhty as a function of GI' from the Monte Carlo. The
slope of this line implies a Monte Carlo lifetime resolution of .044 ps. This
effective” resolution combines uncertainty in both the primary and secondary
vertices.

5.2 Stand-alone Vertex Algorithm

This algorithm uses only the microstrip information to determine vertex assign-
ments and attempts to reconstruct the whole vertex topology of the event.
The method is based on an iterative procedure which, given a ¢ettain number
of tracks, tries to build a vertex, disregarding, in each iteration, the track giving
the largest x? contribution. The procedure ends when the global x? of the
vertex becomes smaller than a specified value. As a first trial, the vertexing
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small background.

algorithm assigns all the tracks to a common vertex. In successive phases, only
the tracks not previously included in a veriex are considered. Each time a
vertex is found, the program then tries to add to the same vertex other tracks
which could have been erroneously disregarded or simply not considered since
they were already assigned to another vertex. The veriex fitting procedure does
not make use of the reconstructed track parameters, but performs a new fit
using the associated hits, with the constraint that all the included tracks come
from a common vertex point. At the end of this procedure, tracks have definite
assignments to a specific vertex. Some tracks may not be assigned to any vertex
and they are not permitied to enter any mass combinations.

A clear example of the performance of this vertex algorithm is given by the
Dt — K~ xt=xt signal as observed with the simple requirement of a secondary
vertex of three tracks with a net charge of £1, with a resulting momentum
vector pointing back to a primary vertex in the target region; the K mass is
attributed to the opposite sign tzack (Fig. 72). In this selection no Cerenkov
information was used at all.

5.3 Comparison of the two algorithms

The performances of the two algorithms have been compared in detail. The
characteristics of the Stand-alone Vertex Algorithm are:

» No specific decay mode is assumed. This technique is therefore abie {o pick
up decays with missing neutrals, ¢. g.  or % No biases are intzoduced
into initial selection of candidates by assumptions about final states.
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¢ This method achieves excellent signal-to-background raiios. The method
has a built in bias towards including poorly separated tracks into the pri-
mary vertex. Poorly resolved secondary vertices are losi but background
is significantly redunced in the process.

e This method becomes inefficient for short lifetimes for the same reason:
tzacks occurring close to the primary vertex will have a good chance of
being assigned to it. If even one of the decay products suffers this fate,
the whole decay is lost.

The characteristics of the Candidate Driven Vertex Algorithm are:
e Even primary vertices containing only one track can be found.

¢ There is no efficiency problem at short lifetime because the basic method of
finding an accepiable secondary vertex without checking whether there is
a better assignment to the primary vertex favors assignment to the charm
candidate rather than the primary vertex. This insures the efficiency
of the algorithm at short lifetimes while obviously accepting additional
background.

¢ This method allows one a wide lattitude in signal versus signal-to-noise.
If one uses a relatively low f; cut, one achieves several times the yield
obtained with the Stand-alone Vertex Algorithm but at the expense of a
much poorer signal-to-noise ratio. As the £ cut is increased, both the

background levels and the signal yields become quite comparable.

I is clear that there is a continuum of solutions between these two algo-
rithms. In the search for vertices, the Stand-alone Vertex Algorithm can be
relaxed by allowing reassignment of a track from the primary to the secondary
vertex in cases where the track’s assignment is ambiguous between the two. This
improves the yield while, of course, increasing the background. In the Candidate
Driven Algorithm, there are also means available to improve the signal-to-noise
besides merely making a cut at larger values of ci These include requiring that
no other track be consistent with passing througl: the secondary veriex and that
no track which is assigned to the candidate vertex can be combined with the
tracks assigned to the primary vertex and produce an acceptable x?. It has
thus beer demonstrated that the two meihods, starting from rather different
philoaophies and initially appearing to produce rather different results, can be
made to converge by adjusting some of the requirements that they impose on
the vertices that they form.
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6 Performance of Tracking and Charged Par-
ticle Identification systems

6.1 Incorporation of MCS Errors

It is important to obtain realistic track covariance matrices which incorporate
both detector granularity and multiple scattering errors. Many of the fits nsed
in EBBT (such as secondary vertex fits, and K, and A° fits) involve minimiza-
tion of x? which should properly reflect tracking errors. Often the confidence
level distributions of these fits and the widths of resolution distributions nor-
malized to uncertainties from the data serve as important checks of the proper
calibrations and alignment of the E687 apparatus.

In the act of track fitting, a fitted track parameter, ¢, can be writien as a
linear transformation of the wire coordinates X; of the form:

ta = PaX;  (implied summation) (15)

For the case of an over-consirained system, where there are more wire planes
than track parameters, different P.; matrices which provide unbiased estimates
of ¢, are possible; these may differ in the choice of sapace point weighting. The
optimal variance choice weights space points according to the true coordinate
covariance matrix < § X;6X; > which reflects both MCS and granularity weight-
ing.

In order to reduce the computer time per event, E687 employs a simple least
squares fit where the MCS contributions to the true coordinate covariance ma-
trix are ignored. The resulting track estimates are optimal at high momentum
but nonoptimal at low momenta where MCS effects predominate.

Although MCS effects are not taken into account in the track fitting their
contribution can be taken into account in computing the track error matrix. In
terms of the F,; matrix, the track covariance matrix is:

< Slabtg >= Poy < 6X;6X; > Py (16}

The coordinate covariance matrix contains a diagonal term due to detector
granularity and an off-diagonal momentum dependent term due to MCS.

by | oy
X 86X = —= 4 —= 17
< §X;86X; > 12 -+ = (17
The off-diagonal elements of a;; reflect the fact that a multiple scatter will
introduce a correlated stochastic deviation in the coordinates measured by all
planes downstiream of the scatter point.

Equations (16) and (17) imply a momentum dependence of the form:

Po?
< Stabtly >= (1 + 28 )) < 64,6t > oo (18)

p)
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where < 6t,0tg > is the track covariance matrix element at infinite momentum
and P‘;?i is an effective squared momentum at which MCS becomes the dominant
error contribution.

8.2 Microvertex Track Resolutions

Although it is possible to compute aniicipated resclutions {including MCS ef-
fects) for each possible combination of high resolution and low resolution space
points which can constitute an SSD track, it was impractical to use this ap-
proach from the standpoint of CPU demands (large matrix operations on every
track!) and storage demands (== 212 pre-stored covariance matrices!). The so-
lution to this problem employs a granularity weighting approach. The errors
are computed for a track-related quantity by assuming the track passed entirely
through the high resolution region or entirely through the low resolution region
and then these variances are averaged using the fraction of high resolution and
low resolution hits actually used in the given SSD track as weights:

o = fai ok + (1= fai) ol (19)
The resolution of 2 track iz expressed as the error in the x-y plane for the track
when extrapolated to a particular s location. The resolution extrapolated to
the center of the target for a track consisting entirely of hits on high resclution

strips is:
2
o= tipm 1+ (725 o)
2
oy = T.7um ‘/ 1+ (25 ?V) (21)

This formula contains MCS effects as given by Eq. 18 as well as MCS contribu-
tions due to the target and the TR1 trigger counter added in quadrature. The
target and trigger counter increase the error by only about 20%.

The anticipated SSD resolutions are compared to the data by measuring
the transverse distance from a given SSD track to a primary vertex from which
the candidate track has been removed. The anticipated x and y impact error
should reflect both the uncertainty in the track and the uncertainty in the vertex.
Events with only one vertex are looked at and each track is considered in turn.
It is removed from the vertex, the vertex is refitted nsing the above resolution
function for each of the tracks and then the following quantities are calculated:

w—Y,

Ay =2"% ond Ay =BTH (22)
d.(.i"-x-) a('i—yt)

These quantities are shown histogrammed in Figs. 73a) and 73b) respectively
with Gaussian fits superimposed. The widths of these fits are 1.12 and 1.08

respectively and demonstrate an understanding of our {rack resolutions at about
the 10% level.
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6.3 Mass Scale and Momentum Resoclution

The degree to which the magnetic aspects of the spectrometer ate understood
is demonstirated by comparing the reconstructed masses of well known objects
with their accepted values. Figure 74 shows the reconsiructed mass minus the
Particle Data Group mass[50] for the K, ¢, D*, D° D,, A, and J/¢. Over
a mass range spanning almost 3 GeV and for wildly differing decay topologies,
the systematic mass error is less then 1 MeV per GeV of mass.

The momentum resolution can be calculated for tracks whose momentum
is determined by M1 or M2. The formulae which are given below contain a
muitiple scattering contribution similar to the one discussed earlier:

o _ P 17 GeV' \*
% =349 (W) \/1+( - ) forM1 (23)
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These formulae can be verified by histogramming the quantity

-1 _ -1
R, = BM1 sz' (25)
Tpdis

which is shown in Fig. 75 with a Gaussian fit superimposed. The width of the
fitted Gaussian is 1.106 showing that the momentum resolution is well under-
stood.

6.4 Performance of the Cerenkov System

The performance of the Cerenkov counter systemn has been studied using topo-
logically identified states with known charged particle content. Decays such
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$*° —» Kt+ K- (26)
K*® — K* 457
K — xt4x

A° o p4w

can be observed as clean peaks in the appropriate invariant mass distributions
without relying on the Cerenkov counter identifications. The Cerenkov counter
performance can then be evaluated by seeing how often the Cerenkov analysis
obtains the correct identification for the charged hadrons in these states. The
signals for these decays are copious, allowing for very high statistics studies, By
use of strict cuts on the vertex separation, clean samples of D-mesons can also
be obtained without using Cerenkov information. These can also be used to
verify the performance of the Cerenkov system and the analysis algorithms but
with lower statistics. Finally, detailed simulations of the Cerenkov performance
have been performed and tuned carefully against the data. These provide addi-
tional insight into the capabilities and limitations of the detectors and analysis
techniques,

The efliciency studies are accomplished by measuring the signal in some
mass peak from a topological analysis and then from the same analysis but with
additional requirements on the Cerenkov particle identification. Two different
techniques are used to eliminate the background and get a measurement of
the true amount of signal: fits to the invariant mass histograms; and sideband
subtraction.

The first method is useful for cases where zestrictions on the momentum
and other quantities are applied and the statistics are poor. An example of this
is the decay of D mesons, where the requirement of a large vertex separation
must be imposed to reduce the non-charm background. Figure 76a) shows the
combined invariant mass histograms for several D meson decay modes with no
Cerenkov requirements. Figure 76b) has the additional requirement that the
single kaon in these decays be identified in the K or K/P categoties by the
Cerenkov system. The ratio of the areas of the peaks in the two histograms
demonstirates an average kaon identification efficiency of 0.60 + 0.04.

The sccond method involves binning the cvents in the signal region accord-
ing to the Cerenkov identification category of one of the decay particles. Events
in the background region away from the signal are also binned but are sub-
tracted from the the signal. An example of the signal region and the sideband
background regions is shown in Fig. T6¢) for the case of ¢ decay. Table 13
gives the fraction of topologically identified kaons falling into each Cerenkov
category for both D and ¢ meson decays. The identification of the proton in
topologically identified A%’s and the pions in the topologically identified K? is
also tabulated. The bottom portion of the table gives the fraction of the par-
ticles which ere 'well-identified’. In the case of kaons, this corresponds to the
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Figure 76: Cerenkov peifotmance based on topologically identified states

K or K/p categories. Due to the restricted momentum range of the Cerenkov
identification, there is no reason to expect kaons from D decay and ¢ decay to
have the same cﬂicxency More of the kaons from D decay than from ¢ decay are
under-specified in the Cerenkov system, which is consistent with their momen-
tum spectra. Finally, the fraction of the pariicles in the signal region which fall
into inconsistent categories (c.g. kaons identified in a category which is clearly
other than a kaon) is listed at the bottom of the table.

A second study of Cerenkov efficiency has been carried out using only the D*
decay to K*xFxF. Figure 77a) shows the Kxx effective mass distribution for
combinations in which three charged particles, reconstructed utilizing microstrip
information only, formed a secondary vertex downstream of a production vertex.
The production vertex was required to lie within the target. The particles were
each required to be linked with a track reconstructed in the spectrometer and
the combination of three tracks had to have a net charge of +1. The kaon mass
was assigned to the particle with the unlike charge. The momentum vector of
the three track combination was required to have an impact parameter relative
to the primary vertex of less than 60um. A fit to the D signal in this figure
yields 1080 + 49 events.

Figure 77b) shows the same distribution but with Cerenkov identification
cuts. In order for a track o be called a pion, its Cerenkov identification was “not
heavy” - that is, it was not identified as an unambiguous kaon, an unambiguous
proton, or as K/proton ambiguous. In order for & track to be called a kaon,
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its identification was either as a unique kaon, as ambiguous between kaon and
ptroton, or, if its momentum was greater than 60 GeV/c, as pion/kaon/proton
ambiguous. A fit to the signal in this plot yields 801 & 41 events. From these
fits,the Cerenkov efficiency for the Kxx system, averaged over the full momen-
tum range present in this decay, is 74%.

In a final attempt to understand the performance of the Cerenkov system
and the associated particle identification algorithms, a very detailed simulation
of the Cerenkov counters was developed. The Monte Carlo simulation for each
Cerenkov counter explicitly takes into account the threshold, the detailed ge-
ometry of the mirrors and light collection cone arrays, and the photon detection
efficiency for each cell. The “photon detection efficiency”i. e. , the efficiency,
averaged over wavelength, for detecting radiated photons as collected photoelec-
trons, depends on radiator transparency, mirror reflectivity, and photocathode
quantum efficiency. The simulation of electzonics noise, a significant source of
misidentification below threshold, is curtently being implemenied. Simulation
is carried out not only for tracks which pass all the way through the counter
but also for tzacks which decay or are produced inside the counier volume.

An indication of how well the Cerenkov simulation works is obtained by com-
paring the pion identification efficiencies measnred using minimum bias hadronic
data with the corresponding efficiencies determined from a charm Monte Carlo
data sample. In each case, K} decays have been used to tag the pions. Table 14
shows efficiencies for assigning the pions various ID’s. A “perfect” ID is defined
as the ID which would be assigned to the pion using perfect (high photostatis-
tics and fine segmentation) Cerenkov counters. In this table, poy is the pion
threshold momentum for counter Cn. Tracks with a 2-counter topology are
tracks which pass through CI and C2 only while 3-counter tracks pass through
C1, C2, and C3. “Heavy” means the ID is consistent only with a kaon and/or
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a proton.

Overall, the agreement between Monte Carlo simulation and data is satisfac-
tory. The discrepancy in the efficiency for misidentifying 2-counter {3-counter)
pions with momenta below the C1 (C3) pion threshold as electrons should be
largely removed with the addition of elecironics noise simulation,

The efficiency for assigning pions the “perfect” ID is plotied as a function
of momentum is shown in Fig. 78 for both data and Monte Carlo events. The
agreement between data and the simulation is very good when one considers
that noise simulation is not yet included and that real differences between Monte
Carlo event topologies and data event topologies do exist,

6.5 Measurement of Proper Time Distributions of Short
Lived Particles

The ability of the tracking system to resolve a heavy quark decay vertex from
the primary interaction vertex (and the accompanying heavy quark state) has
been identified as a major tool for bringing out signals for short-lived particles
and suppressing backgrounds. This capability, of course, implies the ability to
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Table 13: Cerenkov Identification by Categories
ID category Kaons (D) Kaons (¢) protons (A) Pions (K,

none .008+.015  .040£.010 .068+.013 .026+.002
electron -.009+.020 .003+.007 .003L+.008 .030+£.002
x .035+.038 .014+.014 .037+.015 .308+£.008
e/x -.008+.055 .108+.030 .037+.028 .347+.008
K .285+.019  .402+.020 .089+.013 .014+.001
K/x .010+.004  .005+.003  .002+.001 .004+.001
K/xe .140+.023  -.0114+.009 .011+.010 .016+.001
p .0404+.012  .050%.009 .378%+.026 .0051.001
K/p .400+.030  .380+.020 .426+.028 .012+.001
~/K/p .060+.050  .010+.007 .029+.010  .210+.005
e/x/K/p 0604.020 .001+.013 .0184.009 .030+.002
Kor K/p  .670+.036 .780+.028 - -

porK/p - - .8044.038 -

xore/x - - - .853+.008
inconsist 0711070 2104030 .153+£.039 .087+.003

Table 14; Comparison of efficiencies for Cerenkov identification of pions from
K? decay in data and in Monte Carlo event samples.

[ Topology | ID | Data | Monte Catrio ||
3-counter | Pion consistent 0.90 0.80
Perfect 0.78 0.79
Electron (p < pcas) | 0.08 0.01
Heavy (p > pca) 0.03 0.04
2-counter | Pion consistent 0.94 0.956
Perfect 0.80 0.82
Electron (p < pc1) | 0.03 0.002
Heavy (p > pca) 0.04 0.04
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measure the time evolution of weak decays. In this section, the measurement
of the proper time distribution for weak decays is discussed briefly. The time
evolution of D* decays, where the D* is detected through the X xx final state,
is presented as an example. The detailed methods used to extract lifetimes,
to account for backgrounds, and to correct the observed time evolution are
discussed elsewhere [51].

The measured proper time im.., and its estimated uncertainty o for the
decay of a particle of mass My with momentum Px are:

_ LMx
tmlll -_— :H (27)
and u
= IL X
o = - Px . (28)

The uncertainty in the proper time has been discussed above and has the value
0.048 picoseconds; it depends only weakly on the event topology and momentum.

The raw time distribution will not look exactly like a pure exponential with
the mean lifetitne of a 2% for several reasons:

1. Background events enter the time distribution along with signal events
and are likely to distort it.

2. The signals are extracted by applying a significance of deiachment cut,
which means that the ‘proper time' cut varies on an event-by-event basis.

3. There is & loss of signal at small values of the proper time. This comes
from the fact that resolution effects may push ‘signal’ events to negative
lifetimes but there is no compensation from the other direction since there
are no true ‘negative’ lifetime events.

4. The spectrometer does not have a uniform geometric efficiency as a func-
tion of proper time. At large proper times, D*'s may live long enough
to decay in the microstrip detector itself which makes them more difficult
to reconstruct. Particles which are produced and decay far from the mi-
crosirip detector have a lower acceptance than those that are produced
and decsy nearer to it.

5. The proper time distribution must be corrected for such effects as the
absorption of the parent particle and the decay products in the target.

Corrections are applied to the raw distributions to remove each of these
effects. The second effect can be handled by using the so-called ‘reduced proper
time' [52]:

ty = tyeae — Ny (29)
The number N is chosen arbitrarily but must be greater than or equal to the
cut used to select the signal. The ¢, parent disiribution for the signal is also
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Figure 79: The modulator functions ¢(i,) for (a) N = 3 and (b) N =5

an exponential with the same lifetime. This means that the clock is started
for each event based on the topology (resolution) for that event. The lifetime
should, in principle, be independent of the value chosen for N. Effects 3,4, and 5
are handled by means of a ‘modulator’ function ¢(t,) which is determined from
Monte Carlo studies.

The correction for the background can be handled by applying sideband
subtractions, by parameterizing it, or by trying to understand in detail the
sources of background and modelling them. All these approaches have been
pursued and are discussed elsewhere[b1].

Figures 79a) and b) show the ‘modulator’ functions determined from the
Monte Carlo for N = 3 and N = 5, respectively. The distributions in the
quantity i, are shown in Fig. 80a) and b} for & choice of ¥ = 3 and N = 5,
respectively. These particular distributions have been corrected by the appro-
priate function ¢(,) and have had the background subtracted. The background
has been determined using sidebands in the mass distribution above and below
the signal and then employing & maximum likelihood fit to obtain the ‘signal’
in each bin of #,. The curves superimposed on the figures are exponentials with
lifetimes between 1.05 and 1.10 picoseconds, in good agreement with the world
average[50]. The final value and the associated statistical and systematic un-
certainties are still being evaluated, but the ability of the detector to produce
high quality time evolution distzibutions is clearly demonstrated.
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7 Conclusion

The E687 detector described above has been shown to have excellent tracking
and particle identification capabilities. The detectors themselves are capable of
sustaining high particle luxes and they are backed up by a fast and reasonably
sophisticated trigger and a data acquisition system capable of logging about
3000 events per Fermilab beam spill. These characteristics are required to do
high precision studies of the complex final states into which particles containing
heavy quarks decay. So far, the main successes of the spectzometer have been in
studying states decaying to charged particles. Analysis of states containing pho-
tons is now underway and improvements to the detector promise to add this to
the catalog of its strengths. Figure 81 shows a plot of the final state KK+ K-
whose analysis employs all the power of the vertexing, neutral vee reconstruc-
tion, and particle identification and is & final demonstration of the ability of the
spectrometer to reconstruct complex decay modes. This spectrometer should
provide spectacular samples of fully reconstructed charmed particles that will
provide new insights into the weak decays of these fascinating and unusual ob-
jects.
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A Derivation of Fast Trace

The starting point is the expression

Ge_ 8 (A1)
y1-95—4i
with the identities:
F=(I+4a), (A-2)
and,
- ]
=t , (A-3)
V1+yd
a= 29;97 / #(z1) x B(z1)dn (A —4)

Notice that [ contains the initial conditions only and & contains all the field
information.

As an example, the case of the y view only is treated here. Equaiion A-1is
expanded in a Taylor series to give the result:

o 1 8 8y’ v
U‘=§]}i [(Q-E +9y'§;) v ',] e (A —5)

Next, the binomial expansion is used to deal with the polynomial:

B -m Ou™ /1 = i = ut

The expressions A-2-A-4 are inserted into the equation (A-8) the binomial ex-
pansion is applied again, an identity from the calculus desaling with series forms
of derivatives is employed and the final result emerges:

_So S %9y Uik A-T)
v “Zz et fy (A -
i=0 h=0
with this definition -
Flmy = & 8 Iy (A —8)

VT eRen g

A similar expression can be found for 2’ by exchanging the x-y subscripts in
equations (A-T) and (A-8),
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Figure B-1: Layout of the beam tagging spectrometer

B DBeam Electron Momentum Tagging System

In the first run of E€87, the incident photon energy was poorly measured be-
cause of the momentum spread of the beam electrons. In order to improve this
measurement, it is necessary 1o measure the momentum of each electron before
it reaches the radiator.

B.1 The Beam Tagging Specirometer

Beam tagging for the second run of E687 has been accomplished by using the
pair of dipoles which form the final piece of the double dogleg as a magnetic
spectrometer, The deflection due to these magnets is measured by 5 large-atea
microstrip detectors. These detectors have a total active area of 7.7cmx 5.7
cm. Each detector has 256 atrips of 300 & pitch. Two detectors upstream of the
dipoles measure the incoming angle and two downstream measure the outgoing
angle. A detector located in the small gap between the two dipoles improves
the patiern rccognition capability of this spectrometer when two tracks are
found in the same radiofrequency(rf) bucket and helps avoid confusion due to
spurious hits. Planes #4 and #5 ( the most downstream ones ) are set as
far apart as as possible. The separation is limited by a beamline quadrupole.
Monte Carlo simulation shows that the best performance, taking into account
both resclution and acceptance, is obtained when the upstream microstrips are
placed in a symmetric configuration. The distance between plane #1 and plane
#b5 is 13.7 meters. The location of the microstrip planes is shown in Fig. B-1.
The predicted resolution is about 1.6% and the acceptance is about 81% of the
electron beam whose bremsstrahlung photons reach the experimental target.
This resolution is well matched to the resolution of the RESH, when it is used
to provide an energy measurement of the electron after it radiates.
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Figure B-2: Timing relationships in the beam tagging system.

B.2 Beam Tagging Electronics and Setup

The system has been operated with beam intensity in excess of 107 particles/sec.
As a result, the jitter of the detecior pulses with respect to any latching strobe
must be kept as small as possible. For this reason it was decided to put the
read out elecironics close to the detector to avoid long trasmission lines for the
1280 channels.

The 2nd level trigger from the E687 spectrometer is available at the detector
site about 2.5 us after the beam particle crosses the detector. This means that
the readoui system must have enough memory to hold the addresses of hit strips
until the arrival of the trigger.

The working principle of the detector is illustrated in Fig. B-2. The beam
particles have a constant phase with respect to the accelerator rf signal. This
phase relationship is degraded by a few ns by the jitter introduced by the detec-
tor,the preamplifier, and the discriminator. The signals from the discriminator
are sent to a “shift register” continuously clocked by the accelerator rf signal.
When an event trigger occurs, a signal is sent from the counting room to the
system in the beam line to stop ihe shift register. Since the decision time is
constant, the time interval between the pulse at the input of the shift register
and the stop signal is also constant. One can then read the proper cell in the
shift register at a fixed offset (in tf units) from the stop.

The accelerator rf is 53 Mhsx and the localization of a particle inside a single
rf bucket is about 1 ns. As stated in the previous paragraph, the rf/data timing
is very important. To minimise the jitter of the data being written into the
memories with respect to the rf, a fast current preamplifier with a rise time of
about 10 ns is used. These have been realized on thick film circuits and have a
bipolar input transistor. The noise FWHM is equivalent to 18 KeV in silicon
with the detector connected, for a signal to noise ratio of 11.

Each strip has a discriminator with an independent CAMAC programmable
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threshold. The output signal from these discriminators is as wide as the rf
period. This is done to avoid latching the same signal in more than one memory
location once the rf/data timing has been properly set.

Hit data for each channel is stored in fast ECL circular memories clocked by
the 53 MHs accelerator rf, which synchronizes them with the beam structure.
Since the objective is to extract the data for the triggered particle by subtracting
a constant delay from the memories upon stop signal arrival, both the rf/data
timing, and also the rf/stop timing are very important. These are set in the
following way: the first level trigger, whose maximum jitter with respect to the
rf is 31 ns, enables a counter clocked by the rf. This counter is set in such a
way that the end-counting signal, whose timing is set by the rf, comes a few ns
after the eventual second level trigger. The stop signal to the memories is the
coincidence between these two signals. In this way the stop signal has no jitter
with respect to the f and the memories are stopped only when the second level
trigger is present.

The readout is started approximately 50 ns after the stop arrival. It is done
through a daisy chain with a 32 bit data bus, connecting the 8 memories in the
same plane to the local (plane) termination unit and the 5 termination units
in the system among them. The first termination unit is the master and it is
connected to the E687 FASTBUS DAQ. While data are being read out, they
are also stored inside the local termination and can be accessed via CAMAC
for independent monitoring. The teadout is 5 x 10° 32 bit words/s for a total
readout time of 8 us. After the last memory has been read out the system is
immediately restarted to take new daia.

A test with a Sr" sourcefully confirmed with the beam, showed that it
is possible to set the thresholds in such a way as to have an acceptably low
number of spurious hits due to electronic noise and still have 100% efficiency on
the signal. High statistics threshold curves of the noise specira normaliged to
the number of samplings were made for each channel and then a program set
the thresholds at a level of less then 1 spurious hit per strip over 1000 samplings.
For 1280 channels, this gives 1.2 spurious hits per event; this does not present
a problem to the patiern recognition program.

Each of the 40 memories used in the system has an independent constant
delay (measured in terms of rf buckets) between the ionisation collection and
the arrival of the stop signal. The expected offset is calculated and then the
timing is “scanned” around that value in one rf bucket steps. There is & uniform
background of counts for the wrong offsets and a sharp growth when the offset
is correctly set to the rf bucket of the triggered particle.

Each of the 40 memories requires two separate delays to set the correct
timing between the rf signal and the data and between the rf signal and the
stop. The ri/stop timing was first set using the electronic calibration data.
Then the rf/data timing was set in such a way to always latch the data in only
one memory location.
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B.3 Pion Calibration and Electron Data.

The system has been aligned by turning off the bending magnets and taking
straight-through electrons.

The measurement of the resolution and the absolute momentum calibra-
tion is accomplished by passing a low intensity pion beam into the E687 spec-
trometer. The momentum measurement of the beam tagging system, pie,
is then adjusted so that it agrees with the momentum measurement of the
specttometer,p,p... The accuracy of the spectrometer momentum measurement
was discussed previously. The studies required to achieve full resolution and
absclute calibration of the spectrometer for the second running period are still
in progress, so the results of this study must be viewed as preliminary.

Low intensity pion runs at 30, 60 and 350 Gev have been taken with the
radiator and the target removed. Only events with one track in both the beam
tagging system and the E687 spectrometer are used. The field in the “beam
tagging magnets” has been scaled with the pion beam energy, so that the beam
tagging resolution (apart from MCS effects that have been taken into account) is
constant and predicted to be about 1.6%, while the expected resolution for the
spectrometer is about 5% at 350 GeV. The overall resolution at 350 GeV was
about 7% and was mainly due to the specirometer because the final magnetic
alignment had not been performed for the second run. At 30 and 60 GeV, where
the spectrometer resolution is much better than the beam tagging resolution,
the observed beam tagging resolution in both cases is about 2%, very close to
the predicted value. The results are shown in Fig. B-3. Analysis of these data
will be repeated when the final magnetic alignment of the spectrometer for the
second running period is completed.

Efficiency studies have been performed for each strip using tracks within the
acceptance and the average efficiency per plane is about 98%. This includes the
effect of dead electronics channels and disconnected strips.
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Figure B-3: The quantity (Ptag — Papec)/Pepec for 8) 350 GeV/c pions and b)
80 GeV/c piona. The resolution in the first plot, & = 7.4% is dominated by the
spectrometer resolution. The resolution in b), ¢ = 2.86% is dominated by the
beam tagging resolution.
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